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A PARAREAL IN TIME NUMERICAL METHOD FOR THE
COLLISIONAL VLASOV EQUATION IN THE HYPERBOLIC SCALING

TINO LAIDIN AND THOMAS REY

Abstract. We present the design of a multiscale parareal method for kinetic equations
in the fluid dynamic regime. The goal is to reduce the cost of a fully kinetic simulation
using a parallel in time procedure. Using the multiscale property of kinetic models, the
cheap, coarse propagator consists in a fluid solver and the fine (expensive) propagation
is achieved through a kinetic solver for a collisional Vlasov equation. To validate our
approach, we present simulations in the 1D in space, 3D in velocity settings over a wide
range of initial data and kinetic regimes, showcasing the accuracy, efficiency, and the
speedup capabilities of our method.

Keywords: Parareal algorithm, Vlasov-BGK equation, collisional kinetic equation, mul-
tiscale model, rarefied gas dynamics, OpenMP, MPI.
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1. Introduction

The simulation of many complex phenomena involving interacting particles can be mod-
elled through either fluid or kinetic descriptions. However, the validity of the models varies
highly depending on the application. In particular, to accurately describe rarefied gases
or charged particles in a device, a fluid description given by the Euler, Navier-Stokes or
drift-diffusion equations may break down. Typically, it occurs around shocks or because
of boundary layers and a kinetic description is therefore necessary. Nevertheless, the main
drawback of the latter approach lies in its numerical cost. Indeed, deterministic kinetic
simulations suffer even more strongly than usual solvers from the curse of dimensionality
because of the large size of the phase space. As a consequence, one wants to resort to kinetic
simulation sparingly.

In this work, we are interested in the approximation of solutions to the following scaled
collisional Vlasov equation: ∂t fε(t, x, v) + 1

εα

(
v · ∇x fε(t, x, v)− E · ∇v fε(t, x, v)

)
= 1

εα+1Q(fε),

f(0, x, v) = f0(x, v),
(1)

where f(t, x, v) is the distribution function of particles, t ≥ 0, x ∈ Ωx ⊂ Rdx , v ∈ Rdv . In
position, the domain Ωx is bounded, and boundary conditions will be presented later. This
equation is used to model several phenomena including rarefied gases (E = 0) or charged
particles in a tokamak, or electronic device where E typically is gradient of a potential
that solves a Poisson equation. The parameter ε is the Knudsen number, which is the
ratio between the mean free path of particles and the typical length scale of observation.
Depending on the value of α, the asymptotic model as ε tends to 0 will either be given by
a hydrodynamic system (α = 0) [3, 25], such as Euler’s equations, or a diffusive one (α = 1)
[45, 46], typically a drift-diffusion equation.

A main component of (1) is the Boltzmann-like collision operator Q. In the following,
we will assume that it satisfies the following classical properties:
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2 KINETIC FLUID PARAREAL METHOD

• It preserves mass, momentum and energy:∫
R3
Q(f)

 1
v

|v|2

2

 d v = 0R5 . (2)

• It dissipates the Boltzmann entropy:∫
R3
Q(f) log(f) d v ≤ 0. (3)

• Its equilibria are given by Maxwellian distributions:

Q(f) = 0 ⇐⇒ f =Mρ,u,θ(v) := ρ

(2πθ)d/2 exp
(
−|v − u|2

2θ

)
, ∀v ∈ R3, (4)

where ρ, u and θ denote the density, mean velocity and temperature respectively. In regard
to property (4) one obtains, at least formally [29], that in the limit ε→ 0, the distribution
fε tends towards a Maxwellian distribution whose moments are solution to a fluid model. In
the hydrodynamic scaling (α = 0), the moments solve Euler’s equations for a monoatomic
gas: 

∂t ρ +∇x · (ρu) = 0,

∂t (ρu) +∇x · (ρu⊗ u) +∇x(P)− ρE = 0,

∂t E +∇x · ((E + P)u)− ρu · E = 0,

(5)

where P = ρθI is the pressure and the energy E is related to the temperature through the
relation,

E = 1
2

(
ρ|u|2 + dvρθ

)
.

In the diffusive scaling (α = 1), they solve a drift-diffusion equation (u = 0, θ = 1):
∂t ρ−m2divxJ = 0, where J = ∇xρ− Eρ, (6)

and m2 is the a space averaged second moment. A widely used collision operator that we
consider in this work, and which is simpler than the quadratic Boltzmann operator, is the
so-called BGK operator [5]. It satisfies the above properties and is a relaxation operator
with Maxwellian equilibrium:

Q(f) = τ

ε
(Mρ,u,θ − f), (7)

where τ depends on the moments ρ and θ. This simple model gives the correct asymptotic
models as ε→ 0, and an extended study using a Chapman-Enskog expansion [50, 29] shows
that higher order systems can be obtained. For example, in the hydrodynamic scaling, one
can obtain the Navier-Stokes equations:

∂t ρ +∇x · (ρu) = 0,

∂t (ρu) +∇x · (ρu⊗ u) +∇x(P)− ρE = ε∇x · (µσ(u)) ,

∂t E +∇x · ((E + P)u)− ρu · E = ε∇x · (µσ(u)u + κ∇x θ) ,

(8)

with the strain rate tensor σ(u) given by

σ(u) =
(
∇x u + (∇x u)T

)
− 2

3(∇x · u)I.

Several approaches have been designed to significantly reduce the computational cost
of kinetic solvers. An inspiration for this work are the so-called hybrid methods. The
idea behind these approaches is to achieve a coupling between a cheap, low dimensional,
fluid model and the expensive, high dimensional, kinetic one. This type of techniques
[53, 8, 18] mainly relies on some kind of domain decomposition in position or velocity.
To accurately describe the solution, domain indicators that assess the validity of the cheap
fluid description over the expensive kinetic one are often needed [38, 52, 10, 32]. In addition
to the computation of subdomains (that can be costly depending on the physical regime
considered), one must also deal with boundary conditions between different kinds of models.

The last type of methods aiming at reducing the cost of kinetic simulations that we would
like to mention are the so-called Dynamical Low Rank methods, that directly deal with the
matrix of the discretized system [31, 15] through some type of SVD-like decomposition.
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The parareal method. Our goal in this work is to take a new strategy, which focuses on
the time integration of the multiscale kinetic equation considered. More precisely, we design
a Parallel in Time (PinT) method that takes advantage of parallel computing architectures.
Such approximation paradigm gained a lot of popularity in the past years with the intro-
duction of the so-called parareal method in the seminal series of work [39, 41]. It consists
in parallelizing the time integration of a dynamical system using an iterative process based
on a predictor-corrector framework, but has never been used in the framework of collisional
kinetic equation. Let us mention for the interested reader the very recent book [23] that
provides a comprehensive introduction to this topic.

Let us now present the parareal approach for the simple ODE
d
d t

u(t) = f(u), t ∈ [0, T ],

u(0) = u0.

The goal of the parareal algorithm is to approximate the solution at some fixed discrete
times T n,

Un ≈ u(T n), n ∈ {0, . . . , Ng}, Ng ∈ N.

To do so, instead of using a single time integrator (or propagator), two solvers are coupled
through an iterative process : the parareal iterations. The first solver will be denoted by
G(T n, T n+1, Un). It must be cheap to compute numerically, but yet convergent towards the
solution to the ODE. It will provide some numerical guesses of the behavior of the solution
on the coarse grid. The second solver, that we will denote by F(T n, T n+1, Un), must be
very accurate, and will be used to improve the aforementioned guesses.

While the propagator G is less costly, its drawback is naturally its precision. However, it
will be corrected by the accurate, computationaly expensive, propagator F . The algorithm
then unfolds as follows:

(1) Divide the time domain in Ng ∈ N subintervals [T n, T n+1], n ∈ {0, . . . , Ng − 1};
(2) Perform a first coarse guess:

Un+1,0 = G(T n, T n+1, Un,0) = u0;
(3) Refine the guess through the parareal iterations:

Un+1,k+1 = G(T n, T n+1, Un,k+1) + F(T n, T n+1, Un,k)− G(T n, T n+1, Un,k),
where k = 1, 2, . . . denotes the kth parareal iteration.

The advantage of this iterative algorithm is its ability to compute the expensive fine prop-
agations in parallel. Therefore, as long as the number of parareal iterations remains small
enough to obtain a given accuracy, one can expect a reduction of the computational cost of
the time integration.

Parallel in time methods are now widely utilized and studied in various contexts. The
convergence of the algorithm was investigated in [24, 21, 11], including variations of the
original method. The uses are plenty, and we refer to [4] for neutron transport, [19, 49] for
the Navier-Stokes equations, [22] for Hamiltonian systems and [47] for turbulence in plasmas.
We also refer to a recent work on the acceleration of the method [40, 42]. It was furthermore
observed that the parareal method suffers from poor convergence for hydrodynamic systems
where convection dominates diffusion [20, 14, 43, 2, 16]. In particular, in the case of Burgers’
equation it was noticed that for a fixed discretization, the longer the integration domain,
the slower was the convergence [21].

In the context of multiscale systems, the parareal algorithm has been used in [11, 34, 26,
27, 48, 6] by leveraging reduced order models as coarse solvers. The idea is to use a simpler
model, instead of a simpler time integrator, as a coarse propagator and a richer model for
the fine propagations. These ideas are reminiscent to the ones introduced in the co-called
Heterogeneous Multiscale Method framework from the series of works [13, 12, 1].

Expanding on these advancements, our main goal in this work is to build a multiscale
parareal method for kinetic equations to perform accurate simulations of the observable
macroscopic moments. A fluid model, either given by a hydrodynamic or diffusive limit of
the underlying kinetic equation, is used as a coarse propagator. The fine propagation is in
turn achieved by the resolution of the kinetic model. To this aim, we resort to Asymptotic
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Preserving (AP) schemes [30, 28] that remain stable for any value of the Knudsen number
ε in (1). While they provide an accurate approximation in the limit ε → 0, their main
drawback is that their cost remains the one of a kinetic scheme even in a fluid regime. We
will demonstrate in our numerical experiments that our new method can solve this issue.

Plan of the paper. This work is organized as follows. In Section 2 we present the mul-
tiscale parareal algorithm for kinetic equations and discuss some of its properties. Sections
3 is dedicated to the implementation of the method and in particular to the presentation of
the solvers used. We then discuss the parallelization of the method in Section 4. Finally,
we thoroughly assess the accuracy and speedup properties of the method through numerical
experiments in Section 5.

2. Multiscale parareal algorithm

We introduce in this section the multiscale parareal algorithm. The formalism we shall
employ follows the one introduced in [34] and the references therein.

2.1. Link between the scales. The crucial point of a multiscale method is the link between
the different scales of the model. In the context of kinetic equations a natural way to go
from kinetic to fluid is to consider the projection of a distribution f towards its moments
U = (ρ, u, θ)T defined in Definition 1.

Definition 1. For a distribution function f = f(t, x, v) ∈ L1((1 + v)2 d v), we define the
projection Pf(t, x) = U(t, x) as

Pf = U =


∫
R3 f d v

1
ρ

∫
R3 vf d v

1
3ρ

∫
R3 |v − u|2f d v

 =

ρ
u
θ

 .

Note that in Definition 1, we start from a distribution that contains all the information
and project it onto a manifold where the moments solve a system valid only for Maxwellians.
On the opposite, to lift a macroscopic data U(t, x) ∈ R5 to a distribution f(t, x, v) a first
idea is to consider the validity of the fluid model used. In the case of Euler’s equations, we
therefore chose to reconstruct a Maxwellian whose moments are given by U .

Definition 2. For a macroscopic data U(t, x) ∈ R5, we define the lifting LU(t, x, v) =
f(t, x, v) as

LU = f = ρ

(2πθ)3/2 exp
(
−|v − u|2

2θ

)
.

Remark 1. Note that a finer way to handle the lifting and fluid propagations is to consider
the Chapman-Enskog expansion of the distribution:

fε =Mρε,uεθε +
∞∑

l=1
εlg(l), (9)

where the perturbations g(l) can be explicitly computed and depend on f only through its
moments (some explicit computations for the BGK model we shall consider in this work can
be fund in the book [50]).

We have already mentioned that in the hydrodynamic scaling, the moments of a Maxwel-
lian distribution are solution to Euler’s equations. By considering the first order perturbation
in (9), these moments can be shown to solve the Compressible Navier-Stokes equations (8)
(CNS) that can be understood as a first order correction of Euler’s equations. Consequently,
a finer method would be to use a CNS solver as a coarse propagator. Note that even with
this choice, the cost of the coarse integration remains much lower than a kinetic propaga-
tion. In addition, instead of only lifting the moments to a Maxwellian, one can consider
adding the perturbations g(l). It allows for a finer reconstruction of the distribution and the
consideration of far from equilibrium phenomena.
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Definition 3. With the same hypothesis of Definition 2, we define the lifting

L(L)U(t, x, v) = f(t, x, v)

of order L by setting

f = L(L)U = ρ

(2πθ)3/2 exp
(
−|v − u|2

2θ

)
+

L∑
l=1

εlg(l). (10)

2.2. Semi-discretization in time. Let us now consider the time interval [0, T ] and divide
it in Ng ∈ N uniform subintervals [T n, T n+1]. We are interested in the approximation of the
moment vector U at the fixed discrete times T n. We denote by Un,k this approximation at
a parareal iteration k. Furthermore, we also need to introduce a fine discretization that will
be used by the fine propagator. Let Nf ∈ N denote the number of uniform fine subintervals
[tn, tn+1]. Typically, Nf shall be greater than Ng. We can then define the coarse (resp. fine)
time steps and times:

T n = n∆tg, ∆tg = T

Ng
, tn = n∆tf , ∆tf = T

Nf
.

Note that the output of the algorithm will therefore contain Ng fixed snapshots at times T n

of the moments. We briefly omit the definitions of the kinetic and fluid propagators F and
G as they will be discussed below. However, it is important to mention that both the coarse
and fine time steps are in practice the maximum time steps allowed within a propagator.
The local time steps inside the solvers are naturally subject to a stability condition, and we
define

∆tn,G
loc = min

{
∆tn,G

stab, ∆tg

}
, ∆tn,F

loc = min
{

∆tn,F
stab, ∆tf

}
,

where ∆tn,G
stab and ∆tn,F

stab denote the time steps prescribed by the stability conditions of the
numerical schemes used. The method can then be summarized in Algorithm 1.

Algorithm 1 Multiscale kinetic parareal Algorithm
Require: U0,0

1: for n = 1, . . . , Ng do ▷ First coarse guess
2: Un,0 ← G

(
Un−1,0)

3: end for

4: while k ≤ K or error ≥ tol do ▷ Parareal iterations

5: for n = 1, . . . , Ng do ▷ Compute the jumps in parallel
6: ∆n = PFL(Un−1,k−1)− G

(
Un−1,k−1)

7: end for

8: for n = 1, . . . , Ng do ▷ Sequential correction
9: Un,k+1 = G

(
Un−1,k

)
+ ∆n

10: end for

11: Compute successive errors on the moments and k ← k + 1
12: end while

As a stopping criterion of the algorithm, we simply consider the error between two suc-
cessive parareal iterations:

error = max
n
|Un,k+1 − Un,k|,

or a fixed number of iterations K ∈ N.
An interesting property of Algorithm 1 is that, at parareal iteration k, one can in fact

start the loops (lines 5 and 8) at k instead of 1. Indeed, since one propagates a data from
time 0 that is fixed, it is unnecessary to recompute the first 1 to k iterations as they would
not be modified. This can be seen through a simple ODE example by focusing on the first
time intervals and parareal iterations: for n = 1, to update U1,k+1, one needs to compute

U1,k = G(T 0, T 1, U0,1) + F(T 0, T 1, U0,0)− G(T 0, T 1, U0,0).
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Since U0,k = U0 for all k, the two coarsely propagated data cancel each other, and we
obtain that the first parareal iteration automatically corrects the initial guess towards the
fine propagation:

U1,k = F(T 0, T 1, U0,0), ∀k ≥ 1.

Consequently, when computing the next parareal iteration k = 2, U1,k is now fixed and one
can make the same observation as before but now for n = 2:

U2,k = F(T 1, T 2, U1,k) = F(T 1, T 2,F(T 0, T 1, U0,0)), ∀k ≥ 2.

By induction, at parareal iteration k, the 1 to k first times are therefore fixed, and don’t
need to be recomputed. A consequence is that after Ng parareal iterations, the outcome of
Algorithm 1 is the same as a fully fine simulation.

Building upon these observations, an optimized version of this algorithm is given by
Algorithm 2.

Algorithm 2 Optimized multiscale kinetic parareal Algorithm
Require: U0,0

1: for n = 1, . . . , Ng do ▷ First coarse guess
2: Un,0 ← G

(
Un−1,0)

3: end for

4: while k ≤ K or error ≥ tol do ▷ Parareal iterations

5: for n = k, . . . , Ng do ▷ Compute the jumps in parallel
6: ∆n = PFL(Un−1,k−1)− G

(
Un−1,k−1)

7: end for

8: for n = k, . . . , Ng do ▷ Sequential correction
9: Un,k+1 = G

(
Un−1,k

)
+ ∆n

10: end for

11: Compute successive error on the moments and k ← k + 1
12: end while

From an optimization point of view, note also that steps 5-7 of both Algorithms 1 and
2 contain all the expensive computations. More particularly we chose to do the lifting and
the projection alongside the kinetic propagation to better distribute the workload. Indeed,
since the iterations of this loop are independant from one another, which is the core of the
parareal method, it can be parallelized to reduce the computation time.

3. Numerical schemes

In this section, we shall detail our choice of fine and coarse propagators as well as the
discrete versions of the lifting and projection operators.

From now on, let us place ourselves in the dx = 1 and dv = 3 setting that we shall use for
our numerical experiments. The (x, v)–phase space is discretized in a finite volume fashion
using control volumes Kij = Xi⊗Vj , for i ∈ {1, . . . , Nx} and j = (jx, jy, jz) ∈ {1, . . . , Nv}3.
The discrete unknowns are defined as

fn
ij ≈

1
∆xi∆vj

∫
Kij

f(T n, x, v) d x d v, Un
i ≈

1
∆xi

∫
Xi

U(T n, x) d x,

with ∆xi the volume of Xi and ∆vj the volume of the cube VJ .

3.1. Kinetic schemes. The main difficulty to approximate scaled kinetic equations is the
stability of the time integration with respect to the small parameters. In both hydrody-
namic and diffusive scalings, AP schemes must therefore be considered to ensure tractable
simulations for any value of the Knudsen number.

Hydrodynamic scaling. In the hydrodynamic scaling, several AP schemes have been
developed, and most of them rely on an implicit-explicit (IMEX) type time discretization
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[44]. In this work, we consider a very simple IMEX discretization where the stiff relaxation
term is implicit. The semi-discretized scheme can be written as:

fn+1 − fn

∆t
+ [ v · ∇xfn + E · ∇vfn ] = τn+1

ε

(
Mρn+1,un+1,θn+1 − fn+1)

. (11)

Thanks to the conservation properties of the equation, the moments ρ, u and θ at time n+1
used to build the Maxwellian Mn+1 can be obtained explicitly, yielding an efficient, fully
explicit in time procedure [7, 17]. More advanced methods such as a micro-macro approach
could also be considered here [36]. For the phase space discretization, the numerical fluxes
are of upwind type for the transport in position and of Rusanov type for the transport in
velocity [37, 54]. The fully discretized kinetic system now reads

fn+1
ij − fn

ij

∆t
+

[
Fn

i+ 1
2 ,j −F

n
i− 1

2 ,j + Gn
j+ 1

2
− Gn

j− 1
2

]
= τn+1

i

ε

(
Mρn+1

i
,un+1

i
,θn+1

i
− fn+1

ij

)
, (12)

with the numerical fluxes

Fn
i+ 1

2 ,j = v+fn
ij + v−fn

i+1,j , Gn
i,j+ 1

2
= Ei

2 (fn
ij + fn

i,j+1) +
Emax

i

2 (fn
i,j+1 − fn

i,j+1), (13)

where a+ = max{a, 0}, a− = −min{a, 0} and Emax = max Ei.
It is widely known that such an approach yields a stable, yet first order discretization of

the collisional kinetic equation (1). A natural improvement to this fine propagator would
be to use fluxes limiters [55].

Diffusive scaling. In the diffusive scaling, one could adopt the micro-macro approach
introduced in [36, 9] together with an exponential time integrator for the microscopic equa-
tion [35, 33]. This approach will be explored in a future work.

3.2. Fluid schemes. Coarse propagators aim at giving a decent guess of the behavior of
the moments at a low numerical cost. We distinguish two types of schemes, depending on
the scaling considered at the kinetic level.

Systems of conservation laws. In the framework of multiscale kinetic equations,
systems of conservation laws typically arise as hydrodynamic limits of kinetic equations.
They can generally be written as:

∂t U +∇x · F (U) = S(U), (14)
where F is the flux function and S a potential source term [37, 54]. As a coarse propagator,
we rely on a simple finite volume discretization with Rusanov-type fluxes.

The Euler equations in this setting can be expressed as
∂V

∂t
+ ∂h(V )

∂x
= 0,

where

V =


ρ

ρux

ρuy

ρuz

E

 , h(V ) =


ρux

ρu2
x + ρθ

ρuxuy

ρuxuz

ux(E + ρθ)


One can use the following explicit formula to compute the coarse integrator

V n+1
i,j = V n

i,j −
[
Hn

i+ 1
2
−Hn

i− 1
2

]
, (15)

where the Rusanov flux H is given by

Hn
i+ 1

2
= 1

2
(
h(V n

i+1)− h(V n
i )

)
− 1

2Sn
i+ 1

2

(
Un

i+1 − Un
i

)
,

with
Sn

i+ 1
2

= max
(
|un

x,i+1|+ ci+1, |un
x,i|+ cn

i,j

)
,

and cn
i =

√
θn

i is the sound speed.
Drift-diffusion equation. Explicit discretizations of diffusive systems usually suffer

from a parabolic stability condition. However, since the cost of such a scheme is essentially
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negligible compared to a full kinetic simulation, we do not consider an implicit-in-time
procedure. The fluid system is therefore approximated using a central finite difference
scheme that is nothing but the asymptotic limit of the micro-macro scheme mentioned
above [35, 33].

Remark 2. As is the case for the fine propagator, it is common to consider the use of slope of
flux limiters when solving systems of conservation laws. Nevertheless, we noticed in practice
that additional spatial accuracy on the predictor does not accelerate the convergence of the
parareal algorithm. On the contrary, a slower convergence was observed. Our interpretation
is that the numerical viscosity is beneficial. This corroborates with the fact the parareal
algorithm is known to work best when the solution is regular, as was already mentioned in
the series of works [20, 14, 43, 2, 16].

3.3. Discrete lifting and projection operators. Let us finish the complete description
of our numerical propagators by describing the discrete lifting and projection operators.

Discrete lifting operator. A natural way to define the discrete lifting operator is to
compute the pointwise discrete Maxwellian associated to the moments Ui = (ρi, ui, θi)T ,
i ∈ {1, . . . , Nx}, namely

(LU)ij = ρi

(2πθi)3/2 exp
(
−|vj − ui|2

2θi

)
, j = (jx, jy, jz) ∈ {1, . . . , Nv}3. (16)

We could also define higher order lifting as defined in the continuous case (3) and proceed
in the same way using pointwise computations and finite difference approximations of the
derivatives.

Discrete projection operator. To project a given discrete distribution fij defined on
a discrete phase space towards its discrete moments (ρi, ui, θi)T , we consider a simple first
order quadrature:

ρi =
∑

j

fij∆vj , (ρu)i =
∑

j

vjfij∆vj , 3(ρθ)i =
∑

j

|vj − ui|2fij∆vj .

Note that more accurate quadratures could be considered depending on the velocity dis-
cretization and a desired accuracy.

4. Parallelization of the method

In order to achieve a significant gain in computational time, one needs to rely on an
efficient parallelization. The method is currently implemented using an OpenMP paradigm
to validate its concept. Its real performance should stand out when properly deployed on an
heterogeneous supercomputer along with an MPI parallelization over several threads. The
parallelization of this type of method on distributed memory architecture is known to be
challenging and such an implementation is briefly discussed in Appendix A.

Theoretical speed up. In an ideal setting, i.e. by omitting the cost of communications
and synchronizations between cores/threads, one can derive an estimate on the number of
parareal iterations to obtain a speedup with PinT-types methods.

Let us denote by TKin (resp. TFluid) the maximum time for the fine, kinetic (resp. coarse,
fluid) solver to evolve an initial data from time T n to time T n+1. Note that we take the
maximum over all propagations because, on each sub time-interval, the stability condition
may vary, impacting the optimal local time step. In addition, one needs to take into ac-
count the cost of the projection and lifting operators since they are fully non-local and can
therefore be significantly expensive. We shall denote by TLift and TProj these costs. The
ideal numerical cost of Algorithm 1 on Np threads with Ng sub-time intervals is then given
by the formula:

TParareal = TFluid + Ngk

(
TLift + TProj + TKin + TFluid

Np
+ TFluid

)
.

Consequently, the ideal number of parareal iterations to be less costly than a fully kinetic
simulation should satisfy:

TParareal ≤ NgTKin
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# CPUs Intel(R) Xeon(R) Platinum 8268 CPU @ 2.90GHz x2
# cores 48
RAM 750 GB

Table 1. Computing architecture.

or stated differently,

kopt ≤

 NgTKin − TFluid

Ng

(
TLift+TProj+TKin+TFluid

Np
+ TFluid

)
 .

Practical implementation. The performance of the method and scalability of the
current implementation for this paper were made in Fortran90 (gfortran 9.4.0) with an
OpenMP parallelization that will be discussed in the Section 5. These tests were ran on the
architecture detailed in Table 1.

In a shared memory paradigm, the parallelization of the parallel loop in algorithm 2 is
achieved using a dynamic scheduling as the number of iteration is not fixed.

5. Numerical results

In this section, we present some numerical results for simulations of the 1D/3D Vlasov-
BGK equation (1) in the hydrodynamic scaling. We consider Algorithm 2 and assess its
accuracy as well as its performance through several experiments. In the following, unless
specified otherwise, the phase space is uniformly discretized using 200× 32× 32× 32 cells,
namely 200 points in position and 32 in each velocity direction. Note that the method was
only implemented in the hydrodynamic scaling with an Euler solver at the fluid level and the
lifting does not consider any perturbations and then any higher order models. Extensions
to the cases mentioned in Section 3 will be implemented in future works.

5.1. Test 1: Sod shock tube. We first consider a Riemann problem where the initial data
is given by:

f0(x, v) =Mρ(x),u(x),θ(x)(v), x ∈ [0, 2], v ∈ [−8, 8],

where

(ρ(x), u(x), θ(x)) =
{

(1, 0, 0, 0, 1) if x < 1,

(0.125, 0, 0, 0, 0.8) if x ≥ 1.

The exterior force is set to 0, and the regime is rarefied: ε = 10−2 at the kinetic level.
Boundary conditions are of the absorbing type. We set a simulation interval [0, T ] with
T = 0.5 and discretize it uniformly using Ng = 200 points for the coarse grid and Nf = 800
points for the fine grid. As a stopping criterion, we set a maximum of K = 80 iterations
or when then consecutive error (2.2) is smaller than 10−8. Note that this threshold is much
smaller than both the fine and coarse time increments.

We present in Figure 1 snapshots of the moments obtained with Algorithm 2 as well as
the ones obtained through fully kinetic and fully fluid simulations. We can observe a very
good agreement between the kinetic and parareal densities, even if the results of the fully
fluid equation (that we recall is used as coarse propagator) are far from exact. Note that
we also notice that higher order moments are less well captured, and this observation also
holds as we look for larger times. Nevertheless, considering we used the simplest fluid model
and reconstruction, the results are promising.

Convergence. Figure 2 illustrates the convergence of the algorithm, by plotting in loglog
scale the successive errors (2.2) at each parareal iteration. A first observation is that the
algorithm indeed converges well. In particular, the error decreases exponentially fast with
the number of parareal iterations, which is encouraging in the sense that one may need only
a few iterations to reach a desired accuracy.
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Figure 1. Test 1 - Sod shock tube, ε = 10−2: Snapshots of the density
(Top), x mean velocity (Middle) and Temperature (Bottom) at times T n =
0.05 (Left), 0.15 (Middle) and 0.25 (Right).
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Figure 2. Test 1 - Sod shock tube, ε = 10−2: Convergence of the
successive errors.

5.2. Test 2: Blast waves. We now consider a second Riemann problem consisting of two
hot, energetic shock waves converging asymmetricaly towards a same point, namely a blast
wave-type collision. The initial data is at a local equilibrium in velocity.

f0(x, v) =Mρ(x),u(x),θ(x)(v), x ∈ [0, 2], v ∈ [−8, 8],
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Figure 3. Test 2 - Blast waves, ε = 10−2: Snapshots of the density
(Top), x mean velocity (Middle) and Temperature (Bottom) at times T n =
0.1 (Left), 0.23 (Middle) and 0.3 (Right).

with the moments defined by:

(ρ(x), u(x), θ(x)) =


(1, 1, 0, 0, 2) if x < 0.4,

(1, 0, 0, 0, 0.25) if 0.4 ≤ x < 1.6,

(1,−1, 0, 0, 2) if x ≥ 1.6.

We consider the same setting as in Test 1, and we fix the number of parareal iterations
to K = 10. We present in Figure 3 snapshots of the moments. Note that with only 10
iterations, the consecutive error is only of the order of 10−3. We observe that the solution
has not yet converged towards the kinetic one, and this is even more striking for large time.
Nevertheless, this behavior is expected as the parareal algorithm first corrects for early times
and then propagates this correction.

In Figure 4, we investigate the main source of error by plotting the point-wise difference
between the kinetic and parareal moments. According to Figure 3 we observe that the
deviation between kinetic and parareal solvers is essentially localized near shocks, where the
regularity of the solution is low. Again, such behavior is not surprising as it was already
observed in previous works [20, 14, 43, 2, 16].

We also report in Figure 5 the convergence of the algorithm where we observe the same
exponetial decay with respect of the number of parareal iteration, as was noticed in Test 1.

5.3. Test 3: Exterior forces. We conclude this numerical investigation of the multiscale
PinT method by considering the case of a smooth initial data along with a non-zero exterior
force. Moreover, we consider this time an initial data far from the Maxwellian equilibrium
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Figure 4. Test 2 - Blast waves, ε = 10−2: Snapshots of the pointwise
difference on the density (Top), x mean velocity (Middle) and Temperature
(Bottom) at times T n = 0.1 (Left), 0.23 (Middle) and 0.3 (Right).
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Figure 5. Test 2 - Blast waves, ε = 10−2: Convergence of the successive errors.

given by two opposite beams with constant densities:
f0(x, v) =Mρ1(x),u1(x),θ1(x)(v) +Mρ2(x),u2(x),θ2(x)(v), x ∈ [0, 2], v ∈ [−8, 8],

where the two sets of moments are given by:
(ρ1(x), u1(x), θ1(x)) = (1, 1, 0, 0, 1)

and
(ρ2(x), u2(x), θ2(x)) = (1,−1, 0, 0, 1).
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Figure 6. Test 3 - Exterior forces: Plot of the external force E(x).

# Threads 1 2 4 8 16 32
Runtime (s) 278.7 153.5 84.3 48.9 30.6 22.9

Table 2. Test 3 - Exterior forces, ε = 10−5:

We set the exterior forces as
E(x) = −5x4(x− 2)4(x− 1).

This exterior force is illustrated in Figure 6 and will concentrate the mass towards the center
of the domain x = 1. A natural follow up to this test will be to consider a coupling with
Poisson’s equation.

The discretization is chosen as 100×256×16×16 cells, namely 100 points in position, 256
points in the vx directions and 32 in the vy and vz directions. The specific refinement in vx is
only meant to reduce the consistency error of our kinetic solver as there now is transport in
this particular direction. Note that the number of cells in the other directions is unchanged
compared to the previous test cases. In addition, we assume periodic boundary conditions
and a Knudsen number of 10−5.

The resulting moments are presented in Figure 7. We can observe that the mass indeed
concentrates towards the center of the domain because of the exterior force. In particular,
the solution being smooth, we obtain a very good agreement between kinetic and parareal
moments. In addition, we also illustrate the convergence of the algorithm in the next
Paragraph along with the performance of the method.

Performance. We conclude this test by first investigating the parallel efficiency of our
implementation. The scalability is assessed by measuring the time to perform the first,
most expensive parareal iteration. The results obtained on the architecture presented in
Table 1 are illustrated in Table 2. The current implementation scales as around 0.737 with
the number of threads which is very good considering the parallelization method used. A
refinement of this implementation in MPI is discussed in Appendix A.

Finally, we report in Table 3 the successive error, the runtimes and the speedup obtained
with our new method. Firstly, we observe a significant reduction of the computational
time with a factor that naturally depends on the the number of parareal iterations. For a
reasonable error of 10−6, the observed speedup reaches 4.52 between the full, direct kinetic
integration, and the new multiscale PinT one. We believe that this is particularly significant,
specially when one considers our simplified dx = 1 setting.

6. Conclusion

We presented in this work the first multiscale, parareal in time numerical solver for
computing efficiently solution to collisional, Vlasov-type kinetic equation. We introduced
our method, analysed some of its numerical properties, proposed a first implementation in
a shared memory framework and conducted a thorough testing of this new method. We
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Figure 7. Test 3 - Exterior forces, ε = 10−5: Snapshots of the density
(Top), x mean velocity (Middle) and Temperature (Bottom) at times T n =
0.1 (Left), 0.25 (Middle) and 0.5 (Right).

Parareal Iterations Final error Runtime (s) Kinetic Runtime Speedup
3 1.387E-03 71.7 672.8 9.38
6 7.782E-06 153.0 672.8 4.52
9 2.421E-08 218.4 672.8 3.08

Table 3. Test 3 - Exterior forces, ε = 10−5: Performance of Algorithm
2 on 32 threads.

exhibited some very serious speedup (up to 10 times faster than a full kinetic run) using a
regular, not state-of-the-art computer. We finally presented a possible distributed memory
version of our algorithm that we hope to test in bigger computational clusters in future
works.

In addition, it is worth mentioning that we expect even larger computational gains in
more complex cases such as higher dimensions in positions and Boltzmann-type collision
operators. Moreover, as it was for example observed in [40], a speedup can also be more
significant for large time simulations, which have not been considered in this work.

On a final note, more sophisticated versions of the parareal algorithm have been recently
constructed with improvement of performance in mind and we refer to [40, 42] for more
details that we also wish to consider in future works.
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Appendix A. MPI implementation of the multiscale parareal method

This appendix is dedicated to proposing an MPI implementation of Algorithm 2. We
present the procedure to be implemented and discuss the challenges it poses.

Workload distribution. Let us consider the parallelization of Algorithm 2 over Np ∈ N
processors with distributed memory. We recall that we aim at computing the expensive
kinetic propagations in parallel to reduce the simulation time.

A first observation is that after each parareal iteration, the actual work to be done
diminishes. Therefore, one must adjust the load distribution at each iteration. Let us
now consider a discretization of the position variable using Nx points and Ng points for
the coarse time discretization. From a practical point of view, the memory allocation of
the jumps arrays (∆n in Algorithm 2) should be done locally on each processor, and only
once, to avoid multiple allocation/deallocation overheads. Indeed, since they depend on
the size of the spatial discretization, their memory footprint is potentially large. Therefore,
the master processor shall be allocated with the full time discretization which is of size
5NxNg, where 5 corresponds to the number of moments. The remaining processors are
allocated their maximum workload, namely their workload at the first parareal iteration.
This quantity, denoted by chunk in the following, can be defined using integer arithmetic to
evenly distribute the time iterations.

The workload at parareal iteration k, the starting and ending time indices for each pro-
cessor are then computed as

work = Ng − k;
chunk = ⌊work/Np⌋ ;
remainder = mod(work, Np);
start = rank ∗ chunk + min(remainder, rank) + 1;
end = (rank + 1) ∗ chunk + min(remainder, rank + 1);
myChunk = end− start.

At later iterations, when each process has less fine propagations to deal with, one can
adjust using array indexing instead of dealing with multiple allocation/deallocation. Our
strategy is presented in Algorithm 3 and we shall now discuss the communication aspect of
our approach.

Communications. The main challenge to implement this strategy will be to efficiently
send time-chunks of data that are of size 5Nx × myChunk which are potentially large. It
is however important to note that since the workload (in time) diminishes with parareal
iterations, an empirical threshold for the number of processors to use should be considered
to keep the ammount of communications in check. Our approach is to gather all the local-
in-time jumps on the master processor (step 14) and update the solution. Then, the full
updated solution of size 5NxNg is broadcast to each processor (step 20) to perform its
work for the next parareal iteration. Note that this strategy may not be the most efficient
depending on the size of the problem and computing architecture. For example, we refer to
[51] where message passing cost and optimization is discussed.

Finally, another computational difficulty will be the actual storage of such data that needs
to be MPI friendly in order to avoid the use of many buffer arrays and have an optimized
browsing of the memory.
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Algorithm 3 MPI implementation: multiscale kinetic parareal Algorithm 2.
Require: U0,0

1: for n = 1, . . . , Ng do ▷ First coarse guess
2: Un,0 = G

(
Un−1,0)

3: end for

4: while k ≤ K or error ≥ tol do ▷ Parareal iterations

5: work = Ng − k ▷ Work distribution
6: chunk = ⌊work/Np⌋
7: remainder = mod(work, Np)
8: start = rank * chunk + min(remainder, rank) + 1
9: end = (rank+1) * chunk + min (remainder, rank+1)

10: myChunk = end - start

11: for n = start, . . . , end do ▷ Compute the jumps in parallel
12: ∆n = PFL(Un−1,k−1)− G

(
Un−1,k−1)

13: end for

14: Gather chunks of jumps ∆n to master process

15: if rank is master then
16: for n = k, . . . , Ng do ▷ Sequential correction
17: Un,k+1 = G

(
Un−1,k

)
+ ∆n

18: end for
19: end if

20: Broadcast updated solution Un,k+1;
21: Compute successive error on the moments and
22: k = k + 1

23: end while
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