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Fractal curvatures and short-time asymptotics of heat
content

Anna Rozanova-Pierrat∗, Alexander Teplyaev†, Steffen Winter‡, and Martina Zähle§

February 3, 2025

Abstract

The aim of our paper is twofold. First, we present applied mathematics results on the heat
content of bounded domains with smooth boundary and with fractal boundary. Second, we discuss
new findings and concepts related to fractal curvatures for domains with fractal boundary. We
conjecture that fractal curvatures and their scaling exponents will emerge in the short-time heat
content asymptotics of domains with fractal boundary.

1 Introduction
In this paper, we discuss some numerical and theoretical results towards the conjecture that in do-
mains with fractal boundary under appropriate assumptions, the short-term heat content is described
by (fractal) curvature measures (see Section 4). This conjecture is connected with many theoret-
ical and numerical results, some of which we describe in detail, while others are available in the
literature. The conjecture aligns with the idea proposed by Claude Bardos that the short-term heat
content asymptotics is geometric in nature, with fractal curvatures being the most relevant geometric
quantities.

We present the heat content in Subsection 1.1, including classical results on short-time asymptotics.
It is important to note that the leading term in this asymptotics is given by the perimeter in dimension
two and by the surface area in dimension three. Additionally, curvatures appear explicitly in the
higher-order terms of the asymptotics, as demonstrated in Theorem 1 in Subsection 3.1 and in [9,
Theorem 7.1].

Our research is related to the results of van den Berg on the heat content on Riemannian manifolds and
polygonal domains [22,79,80,82–84], as well as on fractal domains [75–78,81]. Studying the short-
time heat content asymptotics in fractal domains with self-similar boundaries may be particularly
connected with complex fractal dimensions and related works [25, 44–49]. Additionally, there is
substantial literature about analysis on fractals connected to our work, particularly by Strichartz and
his collaborators [1–5, 15, 16, 19, 20, 30, 31, 34, 35, 37, 38, 40, 43, 69–74]

This paper is organized as follows. In Sections 2 and 3, we describe approximations of the interior
Minkowski sausage and the asymptotics of the heat content for a two-media problem. We provide
asymptotics for smooth domains and corresponding results for fractal domains. The general idea of
de Gennes about the proportionality of the heat content for small times to the interior Minkowski
sausage of the radius equal to the diffusion length is proved for a large class of two-sided extension
domains (see Section 3) including domains with fractal boundaries (with a 𝑑-upper regular measure).
Curvature measures and fractal curvatures for compact sets are reviewed in Section 4. Then the
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notion of fractal curvature is adapted to domains with fractal boundary in Section 5, and in particular
to domains with piecewise self-similar boundaries. Then fractal curvatures of such domains are
studied in detail, in Section 6 via a local approach and in Section 7 using self-similar tilings.
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1.1 Heat content and de Gennes’ hypothesis
The speed of heat exchange between a hot and a cold medium depends for small times heavily on
the shape of the interface [9, 17, 66]. For instance, the shape of a radiator is significant for the
speed of diffusive heat transfer, which can also be seen numerically. Let’s consider numerically
(numerical calculus made with COMSOL Multiphysics for the model described by the linear heat
equation) a cavity composed at some initial time of a hot and a cold medium (see the bottom line
of Fig. 1), separated by interfaces of different lengths. We can notice that the speed of the heat
propagation is an increasing function of the interface length for any fixed (rather small) time. We
can compare the bottom pictures with the top pictures on Fig. 1, presenting the propagation of heat
from a hot boundary in a cold medium. In the case of two media, we can notice two propagations:
heat propagation (from hot to cold) and coldness propagation (from cold to hot). We do not have
this phenomenon in the upper figures since the hot boundary has, for all times, the same constant
temperature equal to 1. From a theoretical and practical point of view, the case of two media is more
interesting.

Once again, the beneficial interest is to find boundary designs that allow a heat transfer as fast as
possible. Hence, the aim is to study the behavior of heat diffusion for a short time. Let us denote by
𝑁 (𝑡) the heat content at time 𝑡, which is defined as the integral over the domain of heat propagation of
the solution (at time 𝑡) of the heat equation in this domain with a thermo-isolated exterior boundary.
In Fig. 2, which shows plots of the relative heat content 𝑁 (𝑡)/𝑁 (∞) for the different domains in
Fig. 1, we can observe that for long times, i.e. as 𝑡 → +∞, there is no influence of the geometry on
the heat content, since it converges to the same equilibrium state (a constant temperature of the two
media) for all boundary designs. However, the geometric influence is significant in the regime of
short times, i.e., as 𝑡 → 0+. For the prefractal example in Fig. 1, the following length scales are
relevant for the heat transfer (see Fig. 2):

• ℓ = 1/64, the smallest cut-off of the third pre-fractal generation (length of the smallest prefractal
features);

• 𝐿 = 1, the largest cut-off (the base of the prefractal or the width of the whole cavity);

• ℓ𝐷 =
√
𝐷+𝑡, the diffusion length at time 𝑡.

In Fig. 2, one can see the existence of three time regions exhibiting different speeds of heat propagation
(following different asymptotics indicated by the blue and red dotted line). These different speeds
are asymptotically characterized by different powers of 𝑡. Exactly this dependence was pointed out
by de Gennes [17] in the following way:

• for short times, i.e. for diffusion lengths ℓ𝐷 ∈]0, 𝑜(ℓ) [, the prefractal shape behaves like a
Lipschitz curve with a finite length

𝑁 (𝑡) ∝ H1 (𝜕Ω)
√︁
𝐷+𝑡,
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pics/ensemble-eps-converted-to.pdf

Figure 1: Influence of the geometry on the heat propagation: colors encode the temperature
distributions for media with different boundaries observed at some fixed point in time (𝑡 = 0.1); the
color scale ranging from red (hot) to blue (cold). Top row: Dirichlet condition, equal to 1, imposed
on the boundary at the bottom. Bottom row: propagation between a hot and a cold medium in a
thermo-isolated cavity.

with ∝ meaning proportional and H1 being the Hausdorff measure on 𝜕Ω,

• for intermediate times, i.e. for ℓ𝐷 ∈ [𝑂 (ℓ), 𝑜(𝐿) [, the third prefractal generation behaves like
the fractal it approximates:

𝑁 (𝑡) ∝ (𝐷+𝑡)
2−𝑑

2 ,

with 𝑑 the Minkowski dimension of the fractal,

• for long times, i.e. for ℓ𝐷 ∈ [𝑂 (𝐿), +∞[, one reaches the saturation regime, provided the
domain is bounded: the heat content 𝑁 (𝑡) converges (exponentially fast) to a constant for
𝑡 → +∞. For unbounded domains one observes the same behavior as for a flat boundary:
𝑁 (𝑡) ∝

√
𝑡, as 𝑡 → +∞.

The blue and red dotted lines in Fig. 2 follow the predicted powers of 𝑡 in first two regimes. The
same type of result, but this time with exact asymptotes, is shown in Fig. 5 at the end of Section 3.
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Figure 2: Heat propagation in time for the four pre-fractal cavities shown at the bottom line of
Fig. 1. Each cavity is split symmetrically into two media of equal volume (equal to the volume of
[0, 𝑙] × [0, 𝑏] with 𝑙 = 1, 𝑏 = 3). At 𝑡 = 0, one medium is hot, and the other one is cold (with
diffusion coefficients given by 𝐷− = 1 and 𝐷+ = 1/100, respectively). Asymptotes: 2𝑖

√
𝐷+𝑡/𝑏

where 𝑖 = 0, 1, 2, 3 is the pre-fractal generation.

Let Ω be a bounded domain in R𝑛. In the case when there is no resistivity of the boundary to heat
propagation, de Gennes [17] argued that, as 𝑡 → 0+, the heat content 𝑁 (𝑡) of Ω is proportional to the
volume 𝜇(𝜕Ω,

√
𝐷+𝑡) of the interior Minkowski sausage of Ω of width equal to the diffusion length√

𝐷+𝑡. Recall that interior Minkowski sausage of Ω of width 𝑟 > 0 is defined by

𝜇(𝜕Ω, 𝑟) := 𝜆𝑛 ({𝑥 ∈ Ω| dist(𝑥, 𝜕Ω) < 𝑟}) , (1)

where 𝜆𝑛 denotes the Lebesgue measure in R𝑛. Actually, the previously explained different scaling
regimes correspond to two different approximations of 𝜇(𝜕Ω,

√
𝐷+𝑡): firstly as for a Lipschitz

boundary and second as an approximation of a fractal boundary. In particular, the de Gennes
conjecture would imply that

• for a regular boundary 𝜕Ω, 𝑁 (𝑡) is proportional to H𝑛−1 (𝜕Ω)
√
𝐷+𝑡 as 𝑡 → 0+, where H𝑛−1

denotes the Hausdorff measure and thus H𝑛−1 (𝜕Ω) is the surface area or perimeter of 𝜕Ω;
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• for a fractal boundary 𝜕Ω of Minkowski dimension 𝑑 (and with existing relative Minkowski
content M𝑑 (𝜕Ω,Ω)), 𝑁 (𝑡) is proportional to M𝑑 (𝜕Ω,Ω) (𝐷+𝑡)

𝑛−𝑑
2 .

Recall that the relative 𝑑-dimensional Minkowski content of 𝜕Ω relative toΩ is defined byM𝑑 (𝜕Ω,Ω) :=
lim𝑟→0+ 𝑟𝑑−𝑛𝜇(𝜕Ω, 𝑟).

The de Gennes scaling argument was further investigated in [66] both experimentally and numerically.
The main question of the approximation of the heat content for short times is directly related to the
approximation of the volume of an interior Minkowski sausage of the interface between two media.
The interior Minkowski sausage can also be compared with isolines of the heat solution taken at a fixed
moment 𝑡0 as done numerically in Fig. 3 for the case of a cold medium with a hot boundary. The idea
also comes from [66], where it was shown that for a good approximation of the interior Minkowski
sausage by temperature isolines, it is important to consider rather small temperature values (much less
than 1). On the way to specify and formalize the de Gennes scaling argument [17], the first physically

pics/Nivsolt01Ens-eps-converted-to.pdf

pics/final01-eps-converted-to.pdf

Figure 3: The boundary of interior Minkowski sausage of width
√
𝐷+𝑡0 (on the left, given by

the black line) and width 2
√
𝐷+𝑡0 (on the right, given by the blue line) is compared to the isolines

𝑢(𝑥, 𝑡0) = 0.1 of temperature at time 𝑡0 = 0.1. (𝑢 is the solution of the heat equation with Dirichlet
boundary condition equal to 1 and homogeneous initial data.) The isoline is the boundary between
the red and blue region (left) and between the yellow and the white region (right), respectively.

relevant approximate asymptotic formula relating the heat content propagation and the volume of
the interior Minkowski sausage for 𝑑-set boundaries were given in [9] (see also [75–78, 81, 83]).
Moreover, for the case of a 𝐶3-regular boundary, a two-term asymptotic formula has been obtained
involving the mean curvature of the boundary in the second term.

In Section 1.2, we review the existing results on the asymptotic expansion of the heat content in the
case of one medium with a uniformly hot boundary (i.e., with Dirichlet boundary condition equal to
1 for all times on all of the boundary, as, e.g., in Fig. 3). In Section 2 we give different approximations
of the volume of the interior Minkowski sausage, focusing on the case of (𝑑-dimensional) Minkowski
measurable boundaries, and give sufficient conditions on the convergence of domains that imply the
convergence of the volumes of the parallel sets and the corresponding heat contents. The particular
case of the von Koch snowflake domain in R2, which has a non-Minkowski measurable boundary, is
also discussed. In Section 3, we describe the analogous results in the de Gennes context obtained for
the heat exchange of two media with a possibly resistive boundary [9]. First we detail in Section 3.1
the regular case of a boundary of class𝐶3 involving the two first asymptotic terms. Then, we consider
different regular and non-regular boundaries firstly in the particular case 𝐷+ = 𝐷− in Section 3.2.
The used method is then applied to the general system (15)–(18). Using the asymptotic expansion
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of the heat content in the regular case involving the volumes of parallel sets, we pass to the limit in
these formulas using the assumptions of Section 2.1 to obtain the analogous results in the context
𝑑-dimensional Minkowski measurable and non-measurable (von Koch fractal in R2) boundaries in
Section 3.3.2.

1.2 Results for one medium with Dirichlet boundary condition
Regarding the heat content asymptotics for domains with Dirichlet boundary conditions (i.e., the
case of one medium, as 𝑡 → 0+), there are a number of classical results available in the literature for
different classes of domains, including Riemannian manifolds [79, 80], smooth domains in R𝑛 [83],
polygonal domains [82,84] and even some fractal domains [75–78,81]. The homogeneous Dirichlet
boundary conditions model the keeping the temperature zero on the boundary and does not model
the heat exchanges between the interior and the exterior media separated by the boundary, which we
consider.

We highlight a few known asymptotic results.

(1) If Ω ⊂ R𝑛 is a bounded connected domain with a 𝐶3-regular boundary 𝜕Ω, then (as 𝑡 → 0+)
the heat content of Ω is determined up to the third order by

𝑁 (𝑡) =
√
𝑡

2
√
𝜋
H𝑛−1 (𝜕Ω) − 𝑡 𝑛 − 1

2

∫
𝜕Ω

𝐻 (𝑥)H𝑛−1 (d𝑥) +𝑂 (𝑡 3
2 ),

where 𝐻 (𝑥) denotes the mean curvature at 𝑥 ∈ 𝜕Ω, see [83].

(2) If Ω ⊂ R2 is a bounded connected domain with a polygonal boundary 𝜕Ω, then, according
to [84], the heat content, as 𝑡 → 0+, is given up to some exponential error by

𝑁 (𝑡) =
√
𝑡

2
√
𝜋
H𝑛−1 (𝜕Ω) − 𝑡

ℓ∑︁
𝑖=1

𝑐(𝛾𝑖) +𝑂 (𝑒− 𝑟
𝑡 ),

where ℓ is the number of vertices Ω, 𝛾𝑖 , 𝑖 = 1, . . . , ℓ, are the interior angles at these vertices
and

𝑐(𝛾𝑖) = 4
∫ +∞

0

sinh((𝜋 − 𝛾𝑖)𝑧)
sinh(𝜋𝑧) cosh(𝛾𝑖𝑧)

d𝑧.

(3) If Ω ⊂ R𝑛, 𝑛 ≥ 2 satisfies a certain estimate regarding its Newtonian capacity (which holds
e.g. if Ω ⊂ R2 is simply connected), then, by [75], for all 𝑡 > 0,

𝑐1𝜇(𝜕Ω, 𝑐2
√
𝑡) ≤ 𝑁 (𝑡) ≤ 𝑐3𝑡

−1
∫ ∞

0
𝑒−𝑟

2/(8𝑡 )𝑟𝜇(𝜕Ω, 𝑟)d𝑟,

where the positive constants 𝑐1 and 𝑐2 depend on Ω. In particular, if 𝜕Ω is Minkowski
nondegenerate (see (10) below for the definition) with Minkowski dimension 𝑑 ∈]𝑛 − 1, 𝑛[,
then there are constants 𝑐 > 0 and 𝑡0 > 0 such that, for all 0 < 𝑡 ≤ 𝑡0,

𝑐−1𝑡
𝑛−𝑑

2 ≤ 𝑁 (𝑡) ≤ 𝑐𝑡 𝑛−𝑑2 .

(4) A refined estimate is obtained in [25] for Ω ⊂ R2 being the triadic von Koch snowflake, for
which the heat content is given by

𝑁 (𝑡) = 𝑡 2−𝑑
2 𝑝(ln 𝑡) − 𝑡𝑞(ln 𝑡) +𝑂 (𝑒− 1

1152𝑡 ),

as 𝑡 → 0+, where 𝑑 = log 4/log 3 is the Minkowski dimension of 𝜕Ω and 𝑝 and 𝑞 are
continuous (ln 9)-periodic functions;
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(5) If Ω ⊂ R𝑛 is a self-similar fractal spray (i.e., a certain countable disjoint union of scaled
similar copies of a given basic open set), then in [49] the heat content was given up to the
second-order term by

𝑁 (𝑡) = 𝑡 𝑛−𝑑2 𝜈 + 𝑜(𝑡 𝑛−𝑑2 ),

where, as before, 𝑑 denotes the Minkowski dimension of 𝜕Ω. Moreover, if the generating IFS
is nonlattice, then 𝜈 is a constant, while in the case of a lattice IFS, 𝜈 is a positive continuous
periodic function in 𝑡.

Observe the occurence of the boundary length/surface area in the first asymptotic term in the classical
cases (1) and (2) and of some curvature expression in the constant of the second asymptotic term in
these two cases. Note that the order of the first term in these cases is 1

2 =
𝑛−(𝑛−1)

2 , where 𝑛 − 1 is
the dimension of the boundary. The order of the first term in the fractal cases (3)-(5) is 𝑛−𝑑

2 , where
again 𝑑 is the (Minkowski) dimension of 𝜕Ω.

2 Approximation of the interior Minkowski sausage

2.1 Domains with Minkowski measurable boundary and their convergence
Recall that a bounded set 𝐹 ⊂ R𝑛 is 𝑑-dimensional Minkowski measurable (for some 𝑑 ∈ [0, 𝑛])
if its 𝑑-dimensional Minkowski content is positive and finite. In the sequel, we assume Minkowski
measurability of the boundary 𝜕Ω relative to Ω, i.e., we assume that the limit

M𝑑 (𝜕Ω,Ω) := lim
𝑟→0

𝜇(𝜕Ω, 𝑟)
𝑟𝑛−𝑑

(2)

exists as a positive and finite number, where 𝜇(𝜕Ω, 𝑟) is the interior parallel set as defined in (1).
Observe that this is equivalent to assuming

𝜇(𝜕Ω, 𝑟) = M𝑑 (𝜕Ω,Ω)𝑟𝑛−𝑑 + 𝑜(𝑟𝑛−𝑑), as 𝑟 → 0 + . (3)

Note further that, since 𝜕Ω is a boundary, the exponent 𝑑, which is also called the Minkowski
dimension of 𝜕Ω (relative to Ω), must be at least 𝑛 − 1. We exclude the case 𝑑 = 𝑛. The case of a
regular boundary is readily included: here one has 𝑑 = 𝑛 − 1 and

M𝑛−1 (𝜕Ω,Ω) = H𝑛−1 (𝜕Ω) =
∫
𝜕Ω

1𝑑𝜎.

If 𝜕Ω is at least 𝐶3, then, as detailed above, (3) can be written explicitly in local coordinates:

𝜇(𝜕Ω, 𝑟) =
∫
𝜕Ω

𝑑𝜃

∫
]0,𝑟 [

𝑑𝑠 |𝐽 (𝑠, 𝜃) | =
∫
𝜕Ω

𝑑𝜃

∫
]0,𝑟 [

𝑑𝑠

𝑛−1∏
𝑗=1

(1 − 𝑠𝑘 𝑗 (𝜃)) (4)

= H𝑛−1 (𝜕Ω)𝑟 + 𝑜(𝑟) as 𝑟 → 0 + .

Proposition 1. Let 𝑧 ∈ (0,∞), 𝑑 ∈ [𝑛 − 1, 𝑛) and let Ω be a bounded domain in R𝑛 with a
𝑑-dimensional Minkowski measurable boundary 𝜕Ω. Then

𝜇(𝜕Ω, 𝑧𝑟) = 𝑧𝑛−𝑑𝜇(𝜕Ω, 𝑟) + 𝑜(𝑟𝑛−𝑑) as 𝑟 → 0 + . (5)

Proof. The assumed Minkowski measurability implies that���� 𝜇(𝜕Ω, 𝑧𝑟)(𝑧𝑟)𝑛−𝑑
− 𝜇(𝜕Ω, 𝑟)

𝑟𝑛−𝑑

���� = 𝑜(1), as 𝑟 → 0 + .

Multiplying by (𝑧𝑟)𝑛−𝑑 , yields the assertion (5). □
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Let us recall the definition of an (𝜀,∞)-domain:
Definition 1. Let 𝜀 > 0. A bounded domain Ω ⊂ R𝑛 is called an (𝜀,∞)-uniform domain if for all
𝑥, 𝑦 ∈ Ω there is a rectifiable curve 𝛾 ⊂ Ω with length ℓ(𝛾) joining 𝑥 to 𝑦 and satisfying

(i) ℓ(𝛾) ≤ |𝑥−𝑦 |
𝜀

, and

(ii) 𝑑 (𝑧, 𝜕Ω) ≥ 𝜀 |𝑥 − 𝑧 | |𝑦−𝑧 ||𝑥−𝑦 | for 𝑧 ∈ 𝛾.

In the sequel we impose throughout the following hypothesis on a domain Ω and a sequence (Ω𝑖)𝑖∈N
of domains approximating Ω from inside.
Assumption 1. Ω ⊂ R𝑛 is a fixed bounded (𝜀,∞)-domain, and there exists an increasing sequence
of (𝜀,∞)-subdomains (Ω𝑖)𝑖∈N of Ω (with the same fixed 𝜀 > 0) such that all Ω𝑖 and Ω contain a
fixed nontrivial ball 𝐵𝑟0 (𝑥) and such that Ω𝑖 ↗ Ω, Ω = ∪𝑖∈NΩ𝑖 . In addition, the boundaries 𝜕Ω𝑖
and 𝜕Ω are assumed to be supports of finite Borel measures 𝜈𝑖 and 𝜈, respectively, such that 𝜈 is
the weak limit of the measures 𝜈𝑖 as 𝑖 → +∞, and there are constants 𝑑 ∈ [𝑛 − 1, 𝑛[, 𝑐𝑛−1 > 0 and
𝑐𝑑 > 0 such that for all 𝑖 ∈ N the measures 𝜈𝑖 satisfy

𝜈𝑖 (𝐵𝑟 (𝑥)) ≤ 𝑐𝑛−1𝑟
𝑛−1, 𝜈𝑖 (𝐵𝑟 (𝑥)) ≥ 𝑐𝑑𝑟𝑑 , 𝑥 ∈ 𝜕Ω𝑖 , 0 < 𝑟 ≤ 1. (6)

This kind of assumption was previously used in [18]. Let us also prove the following useful result:
Proposition 2. Let Ω be a bounded domain in R𝑛 and let (Ω𝑖)𝑖∈N be an increasing sequence of
subdomains (i.e. with Ω𝑖 ⊆ Ω𝑖+1 ⊆ Ω) converging to Ω in the Hausdorff metric. Then there exists,
for each 𝛿 > 0, some index 𝑖0 = 𝑖0 (𝛿) ∈ N such that, for all 𝑖 ≥ 𝑖0 and all 𝑟 > 0,

|𝜇(𝜕Ω𝑖 , 𝑟) − 𝜇(𝜕Ω, 𝑟) | ≤ 𝛿. (7)

Moreover, if Ω and Ω𝑖 are (𝜀,∞)-domains satisfying Assumption 1, then the measure 𝜈 satisfies (6).

Proof. For 𝑟 > 0 let Ω𝑟 := {𝑦 ∈ Ω| 𝑑 (𝑦, 𝜕Ω) < 𝑟} and Ω𝑖,𝑟 := {𝑥 ∈ Ω𝑖 | 𝑑 (𝑥, 𝜕Ω𝑖) < 𝑟}. Let 𝛿 > 0.
Observe that, for all 𝑟 > 0,

|𝜆𝑛 (Ω𝑖,𝑟 ) − 𝜆𝑛 (Ω𝑟 ) | ≤ max
{
𝜆𝑛 (Ω𝑟 \Ω𝑖,𝑟 ), 𝜆𝑛 (Ω𝑖,𝑟 \Ω𝑟 )

}
.

Since Ω𝑖 ⊂ Ω, we have Ω𝑟 \ Ω𝑖,𝑟 ⊂ Ω \ Ω𝑖 , and Ω𝑖 ↗ Ω (in the Hausdorff metric) now implies
𝜆𝑛 (Ω \ Ω𝑖) ↘ 0, as 𝑖 → ∞. Hence, one can find 𝑖1 ∈ N such that 𝜆𝑛 (Ω \ Ω𝑖) ≤ 𝛿 and thus, in
particular,

𝜆𝑛 (Ω𝑟 \Ω𝑖,𝑟 ) ≤ 𝛿 for all 𝑖 ≥ 𝑖1 and 𝑟 > 0.

To bound the second volume 𝜆𝑛 (Ω𝑖,𝑟 \ Ω𝑟 ) in the above maximum, observe first that it equals 0 for
all 𝑟 > 𝜌, where 𝜌 := max{dist(𝑥, 𝜕Ω) : 𝑥 ∈ Ω} denotes the inradius of Ω.

Furthermore, for any 𝜀 > 0, we can find 𝑖2 = 𝑖2 (𝜀) ∈ N such that for all 𝑖 ≥ 𝑖2 and all 𝑟 ∈ (0, 𝜌]

Ω𝑖,𝑟 \Ω𝑟 ⊂ Ω𝑟+𝜀 \Ω𝑟 .

Hence it is enough to show that for the given 𝛿 > 0 there is some 𝜀 > 0 such that

𝜆𝑛 (Ω𝑟+𝜀 \Ω𝑟 ) ≤ 𝛿 for all 𝑟 ∈ (0, 𝜌] . (8)

(Then obviously the same holds for any 𝜀′ < 𝜀.) For a proof of (8), choose 𝑟1 = 𝑟1 (𝛿) > 0 small
enough that 𝜆𝑛 (Ω2𝑟1 ) ≤ 𝛿 (which is possible, since 𝜆𝑛 (Ω𝑟 ) ↘ 0 as 𝑟 ↘ 0). Then we have for all
𝜀, 𝑟 ∈ (0, 𝑟1]

𝜆𝑛 (Ω𝑟+𝜀 \Ω𝑟 ) ≤ 𝜆𝑛 (Ω2𝑟1 ) ≤ 𝛿,

showing the assertion for all 𝑟 < 𝑟1. Moreover, by [58, Cor. 4.2], there is some constant 𝑆 > 0
such that, for all 𝑟 ∈ [𝑟1, 𝜌], H𝑛−1 (𝜕 (Ω𝑟 ) ∩ Ω) ≤ 𝑆. Recalling that the derivative of the volume
function 𝑡 ↦→ 𝜆𝑛 (Ω𝑡 ) at some 𝑡 = 𝑟 equals the surface area H𝑛−1 (𝜕 (Ω𝑟 ) ∩ Ω) for a.e. 𝑟 > 0, see
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e.g. [58, Cor. 2.5] (and that 𝜕 (Ω𝑟 ) ∩ Ω = ∅ for 𝑟 > 𝜌), we conclude that, for all 𝑟 ∈ [𝑟1, 𝜌] and any
𝜀 > 0,

𝜆𝑛 (Ω𝑟+𝜀 \Ω𝑟 ) =
∫ 𝑟+𝜀

𝑟

H𝑛−1 (𝜕 (Ω𝑡 ) ∩Ω) 𝑑𝑡 ≤ 𝑆 · 𝜀.

Hence, for any 𝜀 ≤ 𝜀1 := 𝑆−1𝛿, the desired bound 𝜆𝑛 (Ω𝑟+𝜀 \ Ω𝑟 ) ≤ 𝛿 holds for all 𝑟 ∈ [𝑟1, 𝜌]. We
conclude that (8) holds uniformly in 𝑟 ∈ (0, 𝜌] for any 𝜀 ≤ min{𝜀1, 𝑟1}.

The fact that 𝜈 satisfies (6) is proven in [36, Proposition 3.3 (ii)]. □

Remark 1. Let us recall three typical type of domain convergences:

(i) (Ω𝑚)𝑚 converges to Ω in the sense of Hausdorff, i.e.

𝑑 (𝐷 \Ω𝑚, 𝐷 \Ω) → 0 for 𝑚 → +∞,

(ii) (Ω𝑚)𝑚 converges to Ω in the sense of compacts, i.e. for all 𝐾 compact in Ω it follows that
𝐾 ⊂ Ω𝑚 and for all 𝑂 compact in 𝐷 \Ω it follows that 𝑂 ∈ 𝐷 \Ω𝑚 for a sufficiently large 𝑚,

(iii) (Ω𝑚)𝑚 converges to Ω in the sense of characteristic functions, i.e.

𝜒Ω𝑚
→ 𝜒Ω for 𝑚 → +∞ in 𝐿 𝑝

𝑙𝑜𝑐
(R𝑛) ∀𝑝 ∈ [1,∞[.

Once a sequence of domains is monotonically increasing toward Ω (see Assumption 1), then this
sequence converges to Ω by these tree types of domain convergences [14]. The compactness,
corresponding to these three types of domain convergences, and to the weak convergence of the
boundary measures of the class of domains introduced in Proposition 2 is proven in [36]. Using
the notations from [36], this compact class of domains can be denoted by 𝑈𝑎𝑑 (Ω, 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑛 −
1, 𝑐𝑛−1, 𝑐𝑑), as a parametrized class of domains included in Ω, containing 𝐵𝑟0 (𝑥), with the uniform
fixed constants 𝜀 (from the condition to be (𝜀,∞)-domain), 𝑛, 𝑑, 𝑐𝑛−1 and 𝑐𝑑 (from (6) for the
boundary measures).

Therefore we have
Proposition 3. For any bounded domain Ω in R𝑛, satisfying Assumption 1, of the class

𝑈𝑎𝑑 (𝐷, 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑛 − 1, 𝑐𝑛−1, 𝑐𝑑),

defined as the class of all (𝜀,∞)-domains𝑈, including in a fixed extension domain 𝐷 and containing
a fixed non-trivial ball 𝐵𝑟0 (𝑥) ⊂ 𝑈 ⊂ 𝐷, with the boundary measure 𝜈 satisfying (6), with fixed 𝜀, 𝑑,
𝑐𝑛−1 and 𝑐𝑑 , there exists an increasing sequence (Ω𝑖)𝑖∈N of 𝐶3 domains Ω𝑖 ⊂ Ω, such that (7) holds
uniformly in 𝜂 ∈]0, 𝜂0 [ for a sufficiently small 𝜂0 > 0 depending on the diameter of Ω and 𝑟0. In
addition, for all 𝑇 > 0 the corresponding heat contents 𝑁𝑖 (𝑡) = 𝜆𝑛 (Ω𝑖) −

∫
Ω𝑖
𝑢𝑖,+ (𝑥, 𝑡)d𝑥 converge

uniformly in 𝑡 ∈]0, 𝑇 [ to 𝑁 (𝑡) = 𝜆𝑛 (Ω) −
∫
Ω
𝑢+ (𝑥, 𝑡)d𝑥 for 𝑖 → +∞.

Proof. Without loss of the generality, let us consider a prefractal sequence of Lipschitz boundaries
converging monotonously to a fractal or a 𝑑-set one, for an example, see [11, 18]. The construction
is performed in a way to keep all parameters 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑐𝑑 , 𝑐𝑛−1 fixed. To construct such a
sequence, it is always possible to make an interior dyadic grid of Ω with a 𝑑-set boundary first with
the minimal length (between two boundary edges) equal to ℓ, see [14]. Then we take the largest
Lipschitz domain Ω1 belonging 𝑈𝑎𝑑 (Ω, 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑛 − 1, 𝑐𝑛−1, 𝑐𝑑) included in (or equal to) the
largest interior ℓ-grid-based subdomain. The next step is to take ℓ/2 and to take the corresponding
dyadic grid of Ω. The largest subdomain from𝑈𝑎𝑑 (Ω, 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑛 − 1, 𝑐𝑛−1, 𝑐𝑑) containing Ω1 is
denoted by Ω2. Dividing by 2 at each step the size of the squares, we obtain a monotonous increasing
sequence of Lipschitz subdomains converging by three types of convergences to the initial domain
Ω with the weak converge of the corresponding boundary volume measures. Then each Lipschitz
boundary can be approximated by a regular boundary by [6, Thrm 3.42, p.147]. It means for each
bounded domain with a 𝑑-set boundary, there exists a 𝐶3 sequence of domains, which satisfies the
hypothesis of Proposition 2 and ensures (7).
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For the constructed sequence of subdomains (Ω𝑖)𝑖∈N, by the 𝐿2-Mosco convergence of the quadratic
forms on 𝑈𝑎𝑑 (Ω, 𝐵𝑟0 (𝑥), 𝜀, 𝑑, 𝑛 − 1, 𝑐𝑛−1, 𝑐𝑑) [13], and thanks to the positivity of 𝑢𝑖,+ as the heat
solutions on Ω𝑖 , we obtain that∫

Ω𝑖

𝑢𝑖 (𝑥, 𝑡)d𝑥 = ∥𝑢𝑖 (𝑡)∥𝐿1 (Ω𝑖 ) → ∥𝑢(𝑡)∥𝐿1 (Ω) , as 𝑖 → +∞,

uniformly in 𝑡 ∈]0, 𝑇 [ for all 𝑇 > 0. □

Remark 2. If there is a sequence of 𝐶3-domains (Ω𝑖)𝑖∈N (see Propositions 2 and 3) converging to
Ω with a 𝑑-set boundary such that, as 𝑖 → +∞, 𝜇(𝜕Ω𝑖 , 𝑟) → 𝜇(𝜕Ω, 𝑟) converges uniformly in 𝑟 for
𝑟 small enough, then their asymptotic decomposition on 𝑟 , having the same general structure (3),
converges:

𝜇(𝜕Ω𝑖 , 𝑟) = H𝑛−1 (𝜕Ω𝑖)𝑟𝑛−(𝑛−1) + 𝑜𝑖 (𝑟𝑛−(𝑛−1) )
→ 𝜇(𝜕Ω, 𝑟) = M𝑑 (𝜕Ω,Ω)𝑟𝑛−𝑑 + 𝑜(𝑟𝑛−𝑑) (9)

with 𝑑 the dimension of the limit boundary 𝜕Ω, 𝑑 ∈ [𝑛−1, 𝑛[. In particular, this convergence ensures
that for 𝑖 → +∞ the remainder terms 𝑜𝑖 (𝑟𝑛−(𝑛−1) ) converge to the remainder term for Ω, 𝑜(𝑟𝑛−𝑑).

2.2 Minkowski nondegenerate boundaries
Let Ω be a bounded domain of R𝑛 with a 𝑑-set boundary, i.e. there exists a positive Borel measure 𝜈
(a 𝑑-measure) with support 𝜕Ω such that for some positive constants 𝑐1, 𝑐2 > 0,

𝑐1𝑟
𝑑 ≤ 𝜈(𝜕Ω ∩ 𝐵𝑟 (𝑥)) ≤ 𝑐2𝑟

𝑑 , for 𝑥 ∈ 𝜕Ω, 0 < 𝑟 ≤ 1,

where 𝐵𝑟 (𝑥) ⊂ R𝑛 denotes the Euclidean ball centered at 𝑥 and of radius 𝑟 . In general, 𝑑-sets
cannot be expected to be (𝑑-dim.) Minkowski measurable, i.e., the limit in (2) might not exist.
However, in the setting of domains with piecewise self-similar boundaries (as studied in Sections
5- 7 below), it is ensured that the Minkowski dimension of the boundary is 𝑑 and, moreover, that
𝜕Ω is Minkowski nondegenerate. Recall that the boundary 𝜕Ω of a domain Ω ⊂ R𝑛 is called
(𝑑-dimensional) Minkowski nondegenerate if and only if

0 < lim inf
𝑟→0

𝜇(𝜕Ω, 𝑟)
𝑟𝑛−𝑑

≤ lim sup
𝑟→0

𝜇(𝜕Ω, 𝑟)
𝑟𝑛−𝑑

< +∞. (10)

In [44, Theorem 1.1] (see also [45–48]) it has been shown that the parallel volume the Koch snowflake
domain Ω ⊂ R2 has the form

𝜇(𝜕Ω, 𝑟) = 𝐺1 (𝑟)𝑟2−𝑑 + 𝐺2 (𝑟)𝑟2 (11)

where 𝑑 =
log 4
log 3 is the Minkowski dimension of 𝜕Ω and𝐺1, 𝐺2 are bounded multiplicatively periodic

functions of multiplicative period 3. This formula is interesting because of the presence of oscillations
in the main and in the second term and also because of the absence of a term of order 1.

From what is known about the Minkowski content of self-similar sets (satisfying the open set
condition), see [28], one would expect a similar expansion of the parallel volume for any domain in
R𝑛 with piecewise self-similar boundary, possibly with finitely many oscillating terms instead of two
and likely with some remainder term. Clearly, the exponent of the leading term will always be 𝑛− 𝑑,
where 𝑑 is the Minkowski dimension of 𝜕Ω. It is well known that self-similar sets are Minkowski
non-degenerate and this should carry over to piecewise self-similar boundaries. This would imply in
particular, that

𝜇(𝜕Ω, 𝑟) = 𝐺 (𝑟)𝑟𝑛−𝑑 + 𝑜(𝑟𝑛−𝑑), (12)
as 𝑟 → 0+, where 𝐺 is some positive and bounded periodic function. If all the self-similar sets
forming the boundary are nonlattice, then the function𝐺 will be constant, while otherwise one would
expect 𝐺 to have nontrivial oscillations. From (12) we obtain, for any 𝑧 > 0,

𝜇(𝜕Ω, 𝑧𝑟) = 𝐺 (𝑧𝑟)𝑧𝑛−𝑑𝑟𝑛−𝑑 + 𝑜(𝑟𝑛−𝑑) (13)
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Since 𝐺 is positive and bounded, one gets that

|𝜇(𝜕Ω, 𝑧𝑟) − 𝑧𝑛−𝑑𝜇(𝜕Ω, 𝑟) | ≤ 𝐺max𝑧
𝑛−𝑑𝑟𝑛−𝑑 + 𝑜(𝑟𝑛−𝑑), (14)

where𝐺max = sup𝑟 ,𝑠>0 |𝐺 (𝑟)−𝐺 (𝑠) |. This should be compared with (5) in the Minkowski measurable
case. Moreover, since 𝐺 is multiplicative periodic with some period ℎ, one even has (5) along the
period, i.e., for 𝑧 = ℎ𝑘 , 𝑘 ∈ N.

Numerically we expect that sup𝑟 ,𝑠>0 |𝐺 (𝑟) − 𝐺 (𝑠) | should be rather small and provide a small but
noticeable influence on the heat kernel asymptotics; see [1, 2, 15] and related articles.

3 Asymptotics of the heat content for a two media problem using
the volume of the interior Minkowski sausage

In [9] a bounded domain Ω ⊂ R𝑛 was considered with a boundary 𝜕Ω that splits R𝑛 into a “hot” and
a “cold” medium, Ω+ = Ω and Ω− = R𝑛 \Ω, characterized by (distinct) heat diffusion coefficients 𝐷+
and 𝐷− , see [9, Fig. 1]. On the boundary 𝜕Ω a function 0 ≤ 𝜆(𝑥) ≤ ∞ is defined, which describes
the resistivity to heat exchange through the boundary. The heat content propagation is associated
with the following transmission problem, which we present firstly in its strong (physical) form:

𝜕𝑡𝑢± − 𝐷±Δ𝑢± = 0 𝑥 ∈ Ω±, 𝑡 > 0, (15)
𝑢+ |𝑡=0 = 1, 𝑢− |𝑡=0 = 0, (16)

𝐷−
𝜕𝑢−
𝜕𝑛

|𝜕Ω = Λ(𝑥) (𝑢− − 𝑢+) |𝜕Ω, (17)

𝐷+
𝜕𝑢+
𝜕𝑛

|𝜕Ω = 𝐷−
𝜕𝑢−
𝜕𝑛

|𝜕Ω, (18)

where 𝜕/𝜕𝑛 is the normal derivative directed outside the domainΩ, well-defined for all 𝑥 ∈ 𝜕Ω for𝐶1-
boundary. Mathematically, especially for the case of non-Lipschitz interfaces 𝜕Ω, the problem (15)–
(18) is understood in the variational (weak) sense as formulated in (21) below, see [9, 13].

The boundary between the two media can have some resistance to heat exchange, described by the
function Λ(𝑥) ≥ 0 (𝑥 ∈ 𝜕Ω) that may account for partial thermal isolation. Typically, there are three
different types of boundary conditions considered corresponding to different values of Λ:

1. If Λ(𝑥) = Λ for some strictly positive constant 0 < Λ < ∞ and all 𝑥 ∈ 𝜕Ω, then 𝑢 is
discontinuous at 𝜕Ω and we have:(

Λ𝑢− − 𝐷−
𝜕𝑢−
𝜕𝑛

)
|𝜕Ω = Λ𝑢+ |𝜕Ω, 𝐷+

𝜕𝑢+
𝜕𝑛

|𝜕Ω = 𝐷−
𝜕𝑢−
𝜕𝑛

|𝜕Ω.

2. If Λ = +∞ for all 𝑥 ∈ 𝜕Ω, then 𝑢 is continuous on 𝜕Ω due to the transmission condition and
in this case

𝑢+ |𝜕Ω = 𝑢− |𝜕Ω, 𝐷+
𝜕𝑢+
𝜕𝑛

|𝜕Ω = 𝐷−
𝜕𝑢−
𝜕𝑛

|𝜕Ω.

3. If Λ = 0 for all 𝑥 ∈ 𝜕Ω, then we have the Neumann boundary condition

𝜕𝑢−
𝜕𝑛

|𝜕Ω =
𝜕𝑢+
𝜕𝑛

|𝜕Ω = 0

that models the complete thermal isolation of Ω and implies the trivial solution given by
𝑢− (𝑥, 𝑡) = 0 and 𝑢+ (𝑥, 𝑡) = 1 for all times 𝑡 ≥ 0.

In problem (15)–(18) it is assumed that the physical properties of the two media Ω+ and Ω− are
different: 𝐷+ ≠ 𝐷− . As mentioned in [9], this implies the discontinuity of the metric on 𝜕Ω.
The case of a continuous Riemannian metric (𝑔− |𝜕Ω = 𝑔+ |𝜕Ω) on a smooth compact 𝑛-dimensional
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Riemannian manifold with a smooth boundary 𝜕Ω was considered in [29]. The case of continuous
transmission boundary conditions for the expansion of the heat kernel on the diagonal was treated
in [53]. In [85], there is a survey of results on the asymptotic expansion of the heat kernel for
different boundary conditions. In [9] it was established that the problem (15)–(18) is weakly well-
posed whenever 𝜕Ω is a 𝑑-set. However, thanks to the trace theorem [36, Theorem 5.1], it is possible
to extend the well-posedness to upper 𝑑-regular boundaries by adding the condition that Ω and
its complement Ω− are extension domains (or, for short, that Ω is a two-sided extension domain),
see [13, Theorem 2.7]. Recall that a set Ω ⊂ R𝑛 is an (𝐻1-) extension domain [33], if and only if
there exists a bounded linear extension operator 𝐸 : 𝐻1 (Ω) → 𝐻1 (R𝑛), 𝐸𝑢 |Ω = 𝑢 such that for all
𝑢 ∈ 𝐻1 (Ω), ∥𝐸𝑢∥𝐻1 (R𝑛 ) ≤ 𝐶∥𝑢∥𝐻1 (Ω) , with 𝐶 > 0 depending only on 𝑛 and Ω. Moreover, upper
𝑑-regularity (for some fixed 𝑑 ∈ [𝑛 − 1, 𝑛[) means the existence of a positive Borel measure 𝜈 with
support equal to 𝜕Ω satisfying the following condition: there exists 𝑐𝑑 > 0 such that, for all 𝑥 ∈ 𝜕Ω
and all 𝑟 ∈]0, 1],

𝜈(𝐵𝑟 (𝑥)) ≤ 𝑐𝑑𝑟𝑑 . (19)

Here 𝐵𝑟 (𝑥) denotes the open ball in R𝑛 with center 𝑥 and radius 𝑟 . Such two-sided extension
domains with a connected boundary 𝜕Ω = supp 𝜈 and endowed with an upper 𝑑-regular measure
𝜈, are shortly called admissible domains. In many cases 𝜈 can be chosen to be the 𝑑-dimensional
Hausdorff measure, or, in case of a flat (𝑛 − 1)-dimensional boundary, the (𝑛 − 1)-dimensional
Lebesgue measure 𝜆 (𝑛−1) . Condition (19) implies that the Hausdorff dimension of the boundary
is (locally) at least 𝑑. However, the condition is flexible enough to allow boundaries with locally
varying dimension. For example, some part of the boundary may have dimension 𝑑1, another one
dimension 𝑑2, with 𝑑 ≤ 𝑑1 < 𝑑2 < 𝑛 and 𝑛 − 1 ≤ 𝑑 < 𝑛. Some parts may be Lipschitz, only if
𝑑 = 𝑛 − 1. The weak well-posedness on the admissible domains is discussed in detail in [13]. Here
we just present the results.

For the well-posedness on admissible domains we introduce the space

𝑉 :=
{
𝑓 ∈ 𝐿2 (R𝑛) | 𝑓+ = 𝑓 |Ω+ ∈ 𝐻1 (Ω+), and 𝑓− = 𝑓 |Ω− ∈ 𝐻1 (Ω−)

}
of functions 𝑓 = 𝑓+1Ω+ + 𝑓−1Ω− defined on Ω+ ∪ Ω− such that their restrictions 𝑓+ = 𝑓 |Ω+ and
𝑓− = 𝑓 |Ω− belong to 𝐻1. We equip 𝑉 with the norm

∥𝑢∥2
𝑉 = 𝐷+

∫
Ω+

|∇𝑢+ |2d𝑥 + 𝐷−

∫
Ω−

|∇𝑢− |2d𝑥 +
∫
Ω+∪Ω−

|𝑢 |2d𝑥.

Note that𝑉 is a Hilbert space,𝑉 ⊂ 𝐿2 (R𝑛), and𝑉 is dense in 𝐿2 (R𝑛). In addition,𝑉 ⊂ 𝐿2 (R𝑛) ⊂ 𝑉 ′,
where 𝑉 ′ is the dual space to 𝑉 . For further simplification of technical details, we choose to restrict
here to the case that the boundary resistivity parameterΛ has a constant value on all of 𝜕Ω: a constant
Λ ∈]0,∞[, or +∞. We refer to [9,13] for a mixed case and the case when Λ is a continuous function
of 𝑥. Thus, for Λ ∈]0,∞[ on 𝜕Ω, using in the usual way the continuous and coercive bi-linear form
𝛼Λ on 𝑉 ×𝑉 with the notation 𝜈 for the measure on 𝜕Ω given by

𝑎Λ (𝑢, 𝑣) = 𝐷+

∫
Ω+

∇𝑢+∇𝑣+𝑑𝑥 + 𝐷−

∫
Ω−

∇𝑢−∇𝑣−𝑑𝑥

+
∫
𝜕Ω

ΛTr(𝑢+ − 𝑢−) Tr(𝑣+ − 𝑣−)𝑑𝜈, (20)

we obtain the weak well-posedness of problem (15)–(18) in the following sense: there exists a unique
solution 𝑢 ∈ 𝐶 (R+

𝑡 , 𝐿
2 (R𝑛)) ∩ 𝐿2 (R+

𝑡 , 𝑉) of the variational problem

∀𝑣 ∈ 𝑉 𝑑

𝑑𝑡
⟨𝑢, 𝑣⟩𝐿2 (R𝑛 ) + 𝑎Λ (𝑢, 𝑣) = 0, 𝑢(𝑥, 0) = 𝑢0 ∈ 𝐿2 (R𝑛). (21)

The trace operator Tr on the boundary of 𝑢± is understood as interior/exterior trace on 𝜕Ω [12, 13]
(i.e., equivalence classes of pointwise restrictions of quasi-continuous representatives �̃�± on 𝜕Ω of

12



𝑢± ∈ 𝐻1 (Ω±), extended to 𝐸𝑢± ∈ 𝐻1 (R𝑛)). If Λ = +∞ on 𝜕Ω, then the boundary term in (20)
disappears and hence 𝑉 = 𝐻1 (R𝑛). Taking in (21) the bilinear form

𝑎∞ (𝑢, 𝑣) = 𝐷+

∫
Ω+

∇𝑢+∇𝑣+𝑑𝑥 + 𝐷−

∫
Ω−

∇𝑢−∇𝑣−𝑑𝑥, (22)

we obtain the same type of well-posedness result for the case Λ = ∞. For the continuous dependence
of 𝑢 on Λ see [9, Theorem 2.2].

Once a unique solution 𝑢± of the problem (15)–(18) is established, we study the asymptotic expansion
of the heat content

𝑁 (𝑡) =
∫
R𝑛\Ω

𝑢− (𝑥, 𝑡)d𝑥 = 𝜆𝑛 (Ω) −
∫
Ω

𝑢+ (𝑥, 𝑡)d𝑥, (23)

as 𝑡 → 0+. Let us denote by Ω𝑟 and Ω−𝑟 the open 𝑟-neighborhoods of 𝜕Ω in Ω and in R𝑛 \ Ω,
respectively. According to [9, Lemma 3.1], there exists 𝛿0 > 0 (a constant independent of time) and
some 𝜂(𝑡) > 0 (𝜂(𝑡) >

√
4𝐷+𝑡, 𝜂(𝑡) = 𝑂

(√
𝑡𝑡−𝛿

)
for a 𝛿 ∈]0, 1

2 [), such that the heat content 𝑁 (𝑡)
satisfies

𝑁 (𝑡) =
∫
Ω𝜂 (𝑡 )

(
1 −

∫
Ω𝜂 (𝑡 )

𝐺 (𝑥, 𝑦, 𝑡)d𝑦
)

d𝑥 +𝑂
(
𝑒
− 1

𝑡
𝛿0

)
, (24)

as 𝑡 → 0+, where 𝐺 (𝑥, 𝑦, 𝑡) is the Green’s function of our problem (15)–(18). Note that formula (24)
holds for any bounded domain Ω in R𝑛 for which (21) is well-defined. In other words, for all bounded
admissible domains Ω

𝑁 (𝑡) − 𝜇(𝜕Ω, 𝜂(𝑡)) +
∫
Ω𝜂 (𝑡 )

∫
Ω𝜂 (𝑡 )

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥 = 𝑂
(
𝑒
− 1

𝑡
𝛿0

)
. (25)

Clearly, the approximation of 𝑁 (𝑡) depends on the volume of the Minkowski sausage 𝜇(𝜕Ω, 𝜂(𝑡)) =∫
Ω𝜂 (𝑡 )

d𝑥. In order to obtain a more explicit formula, we need to approximate the term
∫
Ω𝜂 (𝑡 )

∫
Ω𝜂 (𝑡 )

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥.
The 𝐻1-extension property of Ω− and Ω+ with a 𝑑-upper regular measure 𝜈 on the boundary is nec-
essary condition on the geometry of Ω [13].

3.1 The regular case of 𝐶3 boundary
For domains with a regular (at least𝐶3) boundary, the following result was proved in [9, Theorem 7.1]
for the approximation of the heat content up to the third-order term:
Theorem 1. [9, Theorem 7.1] Let Ω be a bounded domain of R𝑛 with a connected, 𝐶3-regular
boundary 𝜕Ω. Then for Λ = ∞ we have

𝑁 (𝑡) = 2
1 − 𝑒−4
√
𝜋

√
𝐷+𝐷−√

𝐷+ +
√
𝐷−

H𝑛−1 (𝜕Ω)
√
𝑡 +𝑂 (𝑡 3

2 ). (26)

In the case of 0 < Λ < ∞, we have

𝑁 (𝑡) = 4𝐶0𝑡

∫
𝜕Ω

Λ(𝜎)H𝑛−1 (𝑑𝜎) − 2
3
𝐶1𝑡

3
2

[
2
(

1
√
𝐷+

+ 1
√
𝐷−

) ∫
𝜕Ω

Λ2 (𝜎)H𝑛−1 (𝑑𝜎)

−
√︁
𝐷+ (𝑛 − 1)

∫
𝜕Ω

Λ(𝜎)𝐻 (𝜎)H𝑛−1 (𝑑𝜎)
]
+𝑂 (𝑡2), (27)

where 𝐻 is the mean curvature, and

𝐶0 = 1 + 3
2

erf (1) − 9
4

erf (2) + 1
√
𝜋

(
1
𝑒
− 1
𝑒4

)
≈ 0.2218, (28)

𝐶1 =
1
√
𝜋
− 6 + 5𝑒−4 − 4𝑒−1

√
𝜋

− 5 erf(1) + 11 erf(2) ≈ 0.5207. (29)
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pics/CercleInf.pdf

Figure 4: Comparison between the asymptotic formula (93) with one term of the order 𝑡 (solid red
line, 𝑡−𝛿 ≈ 1) and formula (27) with two terms (blue line) and a FreeFem++ numerical solution of
problem (15)–(18) (green line with circles) for the circle boundary with 𝐷+ = 1/100, 𝐷− = 1, and
Λ = 17.

Fig. 4 shows the efficiency of the approximation (27) for Ω ⊂ R2 being a ball. The numerical solution
was obtained in FreeFem++ by a finite element method with the implicit 𝜃-schema, also known as
Crank-Nicolson schema, for the time discretization with 𝜃 = 1

2 andΔ𝑡 = 10−6. The domainΩ is equal
to a ball confined in another ball 𝐵 with the same center and two times bigger radius. The Neumann
boundary condition was imposed on the boundary of the external ball. According to the principle
“not feeling the boundary” [25], the heat content propagation in R2 with a prescribed boundary 𝜕Ω
can be very accurately approximated at short times by the heat content propagation computed only
in 𝐵. The accuracy of this approximation can also be checked by changing the diameter of the ball.
In the case of the discontinuous solution on the boundary (when 0 < Λ < ∞) we apply the domain
decomposition method and match the boundary values of the respective solutions on 𝜕Ω by a Picard
fixed point method. Therefore, we consider the numerical solution of heat propagation for small
times as a reference, to which asymptotic formulas are compared. In particular, deviations between
the numerical solution and the asymptotic formulas observed at longer times illustrate the range of
validity of the short-time expansion.
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The proof of the asymptotic formulas in Theorem 1 is rather technical. As a first step, one needs
to calculate explicitly Green’s function of the constant coefficient problem in the half space. We
use (24), a variant of the known principle ‘not feeling the boundary’ [25]. Due to the continuity of 𝑢
in the parameter Λ, this allows, to establish for a constant 𝛿0 > 0 and 𝜂(𝑡) = 𝑂 (

√
𝑡𝑡−𝛿) (in [9] 𝜂(𝑡)

was taken as 𝜀 = 𝑂 (
√
𝑡)) that

𝑁 (𝑡) =
∫
Ω

(1 − 𝑢(𝑥, 𝑡))d𝑥 =
∫
Ω𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡))d𝑥 +𝑂 (𝑒−
1

𝑡
𝛿0 )

can be found as a sum of two heat contents according to the finiteness or not of Λ (including the
value zero) in the boundary conditions (𝑖.𝑒. for 𝜕Ω = Γ∞ ∪ ΓΛ ∪ Γ0):

𝑁 (𝑡) =
∫
Ω

ΓΛ
𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡))d𝑥 +
∫
Ω

Γ∞
𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡))d𝑥 +𝑂 (𝑒−
1

𝑡
𝛿0 ). (30)

Considering a regular 𝜕Ω (at least in𝐶3) and using the localization properties of the heat propagation,
we rewrite the formula for 𝑁 (𝑡) in terms of local coordinates.

In order to explain this in more detail, we recall from [9] the approximating framework. Assume
𝜕Ω ∈ 𝐶∞ (or at least 𝐶3). Then, due to the assumed compactness, the regularity implies that 𝜕Ω has
positive reach, see e.g. [65, p.56] (in fact, 𝐶2 suffices for this). Recall that a closed set 𝐴 has reach
𝑟 > 0, if each point 𝑥 with dist(𝑥, 𝐴) < 𝑟 has a unique nearest point in 𝐴. We denote the reach of 𝜕Ω
by 𝜂0 and assume without further mention that all radii 𝜂(𝑡) considered below satisfy 0 < 𝜂(𝑡) < 𝜂0.
We consider a disjoint decomposition Ω𝜂 (𝑡 ) ∪ 𝜕Ω ∪ Ω−𝜂 (𝑡 ) =

⋃𝑀
𝑚=1 𝐵𝑚,𝜂 (𝑡 ) into a finite number

of sets 𝐵𝑚,𝜂 (𝑡 ) for which it is possible to introduce local coordinates. In addition, we assume that
for all 𝑚 = 1, . . . , 𝑀 there exists 𝜎𝑚 ∈ 𝜕Ω ∩ 𝐵𝑚,𝜂 (𝑡 ) such that 𝐵𝑚,𝜂 (𝑡 ) is included in the Euclidean
ball with centre 𝜎𝑚 and radius 2𝜂(𝑡). Due to [9, Proposition 3.1], the last assumption ensures that
it is possible to consider problem (15)–(18) locally, only on 𝐵𝑚,𝜂 (𝑡 ) , up to an exponentially small
error. Denoting Ω𝑚,+𝜂 (𝑡 ) = 𝐵𝑚,𝜂 (𝑡 ) ∩Ω𝜂 (𝑡 ) and Ω𝑚,−𝜂 (𝑡 ) = 𝐵𝑚,𝜂 (𝑡 ) ∩Ω−𝜂 (𝑡 ) respectively, Eq. (24)
becomes

𝑁 (𝑡) =
𝑀∑︁
𝑚=1

∫
Ω𝑚,+𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡))d𝑥 +𝑂 (𝑒−
1

𝑡
𝛿0 ). (31)

For all𝑚 we perform the change of the space variables (𝑥1, . . . , 𝑥𝑛) ∈ 𝐵𝑚,𝜂 (𝑡 ) to the local coordinates
(𝜃1, . . . , 𝜃𝑛−1, 𝑠) by the formula

𝑥 = 𝑥(𝜃1, . . . , 𝜃𝑛−1) − 𝑠𝑛(𝜃1, . . . , 𝜃𝑛−1)
{

0 < 𝑠 < 𝜂(𝑡) for 𝑥 ∈ 𝐵𝑚,𝜂 (𝑡 ) ∩Ω𝜂 (𝑡 )
−𝜂(𝑡) < 𝑠 < 0 for 𝑥 ∈ 𝐵𝑚,𝜂 (𝑡 ) ∩Ω−𝜂 (𝑡 )

, (32)

where 𝑥(𝜃1, . . . , 𝜃𝑛−1) ∈ 𝜕Ω and 𝑥, 𝑥 and 𝑛 are the vectors in R𝑛 such that{
𝜕𝑥

𝜕𝜃1
, . . . ,

𝜕𝑥

𝜕𝜃𝑛−1
, 𝑛

}
is an orthonormal basis in R𝑛. In each of two regions, Ω𝑚,+𝜂 (𝑡 ) and Ω𝑚,−𝜂 (𝑡 ) , the change of
variables (𝑥1, . . . , 𝑥𝑛) ↦→ (𝜃1, . . . , 𝜃𝑛−1, 𝑠) is a local 𝐶1-diffeomorphism. We notice that 𝜕Ω is
described by 𝑠 = 0. Denoting 𝜃 = (𝜃1, . . . , 𝜃𝑛−1), the integration domain Ω𝑚,+𝜂 (𝑡 ) in (31) becomes
a parallelepiped

Ω̂𝑚,+𝜂 (𝑡 ) = {0 < 𝑠 < 𝜂(𝑡), 𝜃 s.t. 𝑥(𝜃) ∈ 𝜕Ω ∩Ω𝑚,+𝜂 (𝑡 ) }.

Let us fix 𝑚. Thanks to the local change of variables, as explained in [9], using twice the integration
by parts and the notations

|𝐽 (𝑠, 𝜃) | =
𝑛−1∏
𝑗=1

(1 − 𝑠𝑘 𝑗 ) (33)
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for the Jacobian and 𝑘 𝑗 = 𝑘 𝑗 (𝜃1, . . . , 𝜃𝑛−1) for the principal curvatures of 𝜕Ω curving away the
outward normal 𝑛 to 𝜕Ω like in the case of the sphere, we find that for all test functions 𝜙 =

(𝜙+, 𝜙−) ∈ 𝑉 |𝐵𝑚,𝜂 (𝑡 )∫
Ω̂𝑚,+𝜂 (𝑡 )∪Ω̂𝑚,−𝜂 (𝑡 )

𝜕𝑡𝑢 |𝐽 (𝑠, 𝜃) | 𝜙 d𝑠𝑑𝜃1 · · · 𝑑𝜃𝑛−1

−
∫
Ω̂𝑚,+𝜂 (𝑡 )


𝜕

𝜕𝑠

(
𝐷+ |𝐽 (𝑠, 𝜃) |

𝜕𝑢+
𝜕𝑠

)
+
𝑛−1∑︁
𝑗=1

𝜕

𝜕𝜃 𝑗

(
𝐷+ |𝐽 (𝑠, 𝜃) |
(1 − 𝑠𝑘 𝑗 )2

𝜕𝑢+
𝜕𝜃 𝑗

) 𝜙+d𝑠𝑑𝜃1 · · · 𝑑𝜃𝑛−1

−
∫
Ω̂𝑚,−𝜂 (𝑡 )


𝜕

𝜕𝑠

(
𝐷− |𝐽 (𝑠, 𝜃) |

𝜕𝑢−
𝜕𝑠

)
+
𝑛−1∑︁
𝑗=1

𝜕

𝜕𝜃 𝑗

(
𝐷− |𝐽 (𝑠, 𝜃) |
(1 − 𝑠𝑘 𝑗 )2

𝜕𝑢−
𝜕𝜃 𝑗

) 𝜙−d𝑠𝑑𝜃1 · · · 𝑑𝜃𝑛−1

+
∫
𝑠=0

Λ(𝑢+ − 𝑢−) (𝜙+ − 𝜙−)𝑑𝜃 = 0.

The regularity of the boundary ensures that the principal curvatures 𝑘 𝑗 (𝜃) are at least in 𝐶1 (𝜕Ω ∩
𝐵𝑚,𝜂 (𝑡 ) ). Therefore, problem (15)–(18) locally becomes

𝜕

𝜕𝑡
𝑢+ − 𝐷+

©« 𝜕
2

𝜕𝑠2
+
𝑛−1∑︁
𝑗=1

𝜕2

𝜕𝜃2
𝑗

ª®¬ 𝑢+ = 𝐷+

𝑛−1∑︁
𝑗=1

𝑠𝑘 𝑗 (𝜃)
1 − 𝑠𝑘 𝑗 (𝜃)

(
1 + 1

1 − 𝑠𝑘 𝑗 (𝜃)

)
𝜕2𝑢+
𝜕𝜃2

− 𝐷+
©«
𝑛−1∑︁
𝑗=1

𝑘 𝑗 (𝜃) + 𝑠
𝑛−1∑︁
𝑗=1

𝑘2
𝑗
(𝜃)

1 − 𝑠𝑘 𝑗 (𝜃)
ª®¬ 𝜕𝑢+𝜕𝑠

+ 𝐷+
|𝐽 (𝑠, 𝜃) |

𝑛−1∑︁
𝑗=1

𝜕

𝜕𝜃 𝑗

(
|𝐽 (𝑠, 𝜃) |

(1 − 𝑠𝑘 𝑗 (𝜃))2

)
𝜕𝑢+
𝜕𝜃 𝑗

, (𝑠, 𝜃) ∈ Ω̂𝑚,+𝜂 , (34)

𝜕

𝜕𝑡
𝑢− − 𝐷−

©« 𝜕
2

𝜕𝑠2
+
𝑛−1∑︁
𝑗=1

𝜕2

𝜕𝜃2
𝑗

ª®¬ 𝑢− = 𝐷−

𝑛−1∑︁
𝑗=1

𝑠𝑘 𝑗 (𝜃)
1 − 𝑠𝑘 𝑗 (𝜃)

(
1 + 1

1 − 𝑠𝑘 𝑗 (𝜃)

)
𝜕2𝑢−
𝜕𝜃2

− 𝐷−
©«
𝑛−1∑︁
𝑗=1

𝑘 𝑗 (𝜃) + 𝑠
𝑛−1∑︁
𝑗=1

𝑘2
𝑗
(𝜃)

1 − 𝑠𝑘 𝑗 (𝜃)
ª®¬ 𝜕𝑢−𝜕𝑠 + 𝐷−

|𝐽 (𝑠, 𝜃) |

𝑛−1∑︁
𝑗=1

𝜕

𝜕𝜃 𝑗

(
|𝐽 (𝑠, 𝜃) |

(1 − 𝑠𝑘 𝑗 (𝜃))2

)
𝜕𝑢−
𝜕𝜃 𝑗

,

(𝑠, 𝜃) ∈ Ω̂𝑚,−𝜂 (𝑡 ) , (35)

𝑢+ |𝑡=0 = 1, 𝑢− |𝑡=0 = 0, (36)

𝐷−
𝜕𝑢−
𝜕𝑠

|𝑠=−0 = Λ(𝜃) (𝑢− − 𝑢+) |𝑠=0, (37)

𝐷+
𝜕𝑢+
𝜕𝑠

|𝑠=+0 = 𝐷−
𝜕𝑢−
𝜕𝑠

|𝑠=−0. (38)

We emphasize that problem (34)–(38) should be considered as the trace of Eqs. (15)–(18) on 𝐵𝑚,𝜂 (𝑡 )
in the sense of [9, Proposition 3.1] with the mollifier 𝜙𝜃𝑚 ≡ 1 on 𝐵𝑚,𝜂 (𝑡 ) .

Therefore, we can rewrite (31) in new coordinates and use the parallelepiped property of Ω𝑚,+𝜂 (𝑡 ) in
the space of variables (𝑠, 𝜃, 𝑡):

𝑁 (𝑡) =

𝑀∑︁
𝑚=1

∫
Ω̂𝑚,+𝜂 (𝑡 )

(1 − 𝑢(𝑠, 𝜃, 𝑡)) |𝐽 (𝑠, 𝜃) |𝑑𝑠𝑑𝜃 +𝑂 (𝑒−
1

𝑡
𝛿0 )

=

𝑀∑︁
𝑚=1

∫
�̂� (𝜃 ) ∈𝜕Ω∩Ω𝑚,+𝜂 (𝑡 )

𝑑𝜃

∫
]0,𝜂 (𝑡 ) [

𝑑𝑠(1 − 𝑢(𝑠, 𝜃, 𝑡)) |𝐽 (𝑠, 𝜃) | +𝑂 (𝑒−
1

𝑡
𝛿0 ).
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Since this local representation holds for all 𝑚 (the form of the problem (34)–(38) is the same for all
𝑚) and

∑𝑀
𝑚=1

∫
�̂� (𝜃 ) ∈𝜕Ω∩Ω𝑚,+𝜂

𝑑𝜃 =
∫
𝜕Ω

H𝑛−1 (𝑑𝜎) = H𝑛−1 (𝜕Ω), we can formally write

𝑁 (𝑡) =
∫
𝜕Ω

H𝑛−1 (𝑑𝜎)
∫
]0,𝜂 (𝑡 ) [

𝑑𝑠(1 − 𝑢(𝑠, 𝜎, 𝑡)) |𝐽 (𝑠, 𝜎) | +𝑂 (𝑒−
1

𝑡
𝛿0 ), (39)

where 𝑢 is the solution of (34)–(38) in ] − 𝜂(𝑡), 𝜂(𝑡) [×𝜕Ω in the local sense, as explained previously.

First, we give the approximation of the heat content associated to the solution of the system (15)–(18)
with a constant Λ by the solution of the one-dimensional constant-coefficient problem. The key point
is that, according to [51, p. 48-49], due to Varadhan’s bound property of the Green’s function, locally,
the difference between the Green’s function of the problem in the local coordinates with “frozen”
coefficients in one boundary point and the analogous Green’s function of the constant coefficient
problem in the half space in R𝑛 is exponentially small, see [9, p.80]. Then we also approximate
it by the Green function of the simplified operator 𝐷± ( 𝜕

2

𝜕𝑠2 + ∑𝑛−1
𝑖=1

𝜕2

𝜕𝜃2
𝑖

) + 𝐷±𝑘
𝜕
𝜕𝑠

with constant
coefficients. Then, we use Duhamel’s formula to construct a parametrix [51] by the explicitly known
Green’s function in the half-space for this simplified operator [9].

3.2 Heat content for the particular case 𝐷+ = 𝐷− = 𝑐𝑜𝑛𝑠𝑡

Let us simplify system (15)–(18) and instead of it consider the following problem with a constant
𝐷 > 0:

𝜕𝑡𝑢 − 𝐷Δ𝑢 = 0 𝑥 ∈ R𝑛, 𝑡 > 0, (40)
𝑢 |𝑡=0 = 1Ω. (41)

Then, we follow [9] by updating it. We have
Lemma 1. Let Ω ⊂ R𝑛 be a connected bounded arbitrary open set and

𝑢(𝑥, 𝑡) =
∫
R𝑛

(4𝐷𝜋𝑡)− 𝑛
2 exp

(
− |𝑥 − 𝑦 |2

4𝐷𝑡

)
1Ωd𝑥d𝑦 (42)

be the solution of system (40)–(41). Then for all 𝑝 ∈]0, 1
2 [ and 𝜂(𝑡) = 𝑂 (𝑡 𝑝) (or equivalently,

𝜂(𝑡) = 𝑂 (𝑡 1
2 −𝛿) for a 𝛿 ∈]0, 1

2 [) there exists a constant 𝛿0 > 0 (depending on 𝑝 and 𝑛) such that the
corresponding heat content 𝑁 (𝑡) can be calculated for 𝑡 → 0+ by

𝑁 (𝑡) =
∫
Ω𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 +𝑂 (𝑒−1/𝑡 𝛿0 ) (43)

and also by

𝑁 (𝑡) =
∫
R𝑛

1
𝜋

𝑛
2
𝑒−|𝑣 |

2

[∫
Ω𝜂 (𝑡 )

(
1Ω𝜂 (𝑡 ) (𝑥) − 1Ω−2

√
𝐷𝑡𝑣

(𝑥)
)

d𝑥

]
d𝑣 +𝑂 (𝑒−1/𝑡 𝛿0 ). (44)

Here 1
Ω−2

√
𝐷𝑡𝑣

(𝑥) = 1Ω (𝑥 + 2
√
𝐷𝑡𝑣) and the notation Ω − 2

√
𝐷𝑡𝑣 means that Ω is shifted by the

vector −2
√
𝐷𝑡𝑣 ∈ R𝑛.

Proof. In the proof of expansion (43), we use the principle “not hear the boundary” as in the general
case. For the reader’s convenience, we give the details of the proof.

The solution of system (40)–(41) 𝑢(𝑥, 𝑡), which is obviously 0 ≤ 𝑢(𝑥, 𝑡) ≤ 1 for all 𝑥 ∈ R𝑛 and 𝑡 > 0,
can be transformed to the solution �̂� = 1 − 𝑢 of the following system

(𝜕𝑡 − 𝐷Δ) �̂� = 0, 𝑥 ∈ R𝑛, (45)
�̂� |𝑡=0 = 1

Ω𝑐 . (46)
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Once again, �̂� takes values in [0, 1] and decreasing in time on 𝜕Ω. Therefore, considering its values
on Ω, we find that �̂� ≤ 𝑤 on Ω for 𝑡 ≥ 0 for 𝑤, the solution of the problem

(𝜕𝑡 − 𝐷Δ) 𝑤 = 0, 𝑥 ∈ Ω, (47)
𝑤 |𝑡=0 = 0, (48)
𝑤 |𝜕Ω = 1. (49)

Following the approach of [21] (p.231 Lemma 12.7), we find that for the domain Ω equal to a ball
Ω = 𝐵𝑟 (𝑧) centered at 𝑧 ∈ R𝑛 and of radius 𝑟 > 0, the solution satisfies as 𝑡 → +0

𝑤(𝑧, 𝑡) ≤ 𝐶
(

𝑟
√

4𝐷+𝑡

)𝑛−2
exp

(
− 𝑟2

4𝐷+𝑡

)
,

with a constant 𝐶 > 0 depending only on 𝑛 (𝐶 can be explicitly obtained by the integration by parts

in the generalized spherical coordinates in R𝑛, where the coefficient
(

𝑟√
4𝐷+𝑡

)𝑛−2
corresponding to

the leading term as 𝑡 → +0, appears from the integral
∫ +∞

𝑟√
4𝐷𝑡

𝑒−𝑝
2
𝑝𝑛−1𝑑𝑝). Thus, see [9] Lemma 3.1

which uses [21] Corollary 12.8 p.232, for 𝑧 ∈ int{Ω} and 𝑡 → +0 we find

𝑤(𝑧, 𝑡) ≤ 𝐶
(
dist(𝑧, 𝜕Ω)
√

4𝐷+𝑡

)𝑛−2
exp

(
−dist(𝑧, 𝜕Ω)2

4𝐷+𝑡

)
. (50)

This means that if 𝐹 ⊂ Ω be a non-empty open bounded set in R𝑛, such that dist(𝐹, 𝜕Ω) = 𝑟 > 0,
then for 𝑡 → +0 ∫

𝐹

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 =
∫
𝐹

(
1 −

∫
Ω

𝐺 (𝑥, 𝑦, 𝑡)d𝑦
)

d𝑥

= 𝑂

((
𝑟

√
4𝐷+𝑡

)𝑛−2
𝑒−𝑟

2/(4𝐷+𝑡 )

)
.

(51)

Let us consider 𝑟 wich ensures the exponential decay in Eq. (51), 𝑖.𝑒. the existence of a positive
constant 𝛿0 > 0 such that

𝑂

((
𝑟

√
4𝐷𝑡

)𝑛−2
𝑒−𝑟

2/(4𝐷𝑡 )

)
= 𝑂 (𝑒−1/𝑡 𝛿0 ). (52)

We see that if the distance dist(𝐹, 𝜕Ω) = 𝑟 (𝑡) = 𝑂 (𝑡 𝑝) with 𝑝 < 1
2 then there exists 𝛿0 (𝑝, 𝑛) > 0

depending on 𝑝 and the dimension 𝑛 such than∫
𝐹

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 = 𝑂 (𝑒−1/𝑡 𝛿0 (𝑝) ). (53)

Thus, we consider 𝜂(𝑡) = 𝑂 (𝑡 𝑝) and decompose Ω = Ω𝜂 (𝑡 ) ∪ (Ω \Ω𝜂 (𝑡 ) ) in a way that for a 𝛿0 > 0
sufficiently small

𝑁 (𝑡) =
∫
Ω𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 +
∫
Ω\Ω𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥

=

∫
Ω𝜂 (𝑡 )

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 +𝑂 (𝑒−1/𝑡 𝛿0 ). (54)

We have just noticed that for all 𝐹 ⊂ Ω \ Ω𝜂 (𝑡 ) we have dist(𝐹, 𝜕Ω) ≥ 𝑂 (𝑡 𝑝) > 𝑂 (
√
𝑡) which is

equivalent to the existence of a 𝑝 < 1
2 such that dist(𝐹, 𝜕Ω) = 𝑂 (𝑡 𝑝) and (53) holds. Thus, we found

expansion (43).
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To obtain (44) we proceed in the following way: By definition

𝑁 (𝑡) =
∫
R𝑛\Ω

∫
R𝑛

𝐺 (𝑥, 𝑦, 𝑡)1Ωd𝑥d𝑦, (55)

where this time 𝐺 is the heat kernel in R𝑛

𝐺 (𝑥, 𝑦, 𝑡) = (4𝐷𝜋𝑡)− 𝑛
2 exp

(
− |𝑥 − 𝑦 |2

4𝐷𝑡

)
.

Therefore, we have

𝑁 (𝑡) =
∫
Ω𝑐

∫
Ω

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥 (56)

=

∫
R𝑛

∫
Ω

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥 −
∫
Ω

∫
Ω

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥 (57)

= Vol(Ω) −
∫
Ω

∫
Ω

𝐺 (𝑥, 𝑦, 𝑡)d𝑦d𝑥 (58)

= Vol(Ω) −
∫
R𝑛

1
𝜋

𝑛
2
𝑒−|𝑣 |

2
(∫

R𝑛

1Ω (𝑥)1Ω (𝑥 + 2
√
𝐷𝑡𝑣)d𝑥

)
d𝑣 (59)

=

∫
R𝑛

1
𝜋

𝑛
2
𝑒−|𝑣 |

2
[∫

Ω

(
1Ω (𝑥) − 1Ω−2

√
𝐷𝑡𝑣

(𝑥)
)

d𝑥
]

d𝑣. (60)

Then we combine the last formula with (43) and obtain (44). □

This localization around the boundary can be precised more if we consider smaller distances from the
boundary with the radius depending on the diffusion length, going closer to de Gennes hypothesis:
Proposition 4. Let Ω ⊂ R𝑛 be a connected bounded arbitrary open set and 𝑢 is the solution of
system (40)–(41) defined in (42). Let 𝛿 ∈]0, 1

2 [ be chosen.

Then for 𝑡 → 0+, there exists 𝛿0 (𝛿, 𝑛) > 0 independent on time, such that it holds

𝑁 (𝑡) ≤
∫ 𝑡−𝛿

0

𝑟𝑛−1
√
𝜋
𝑒−𝑟

2
𝜇(𝜕Ω, 𝑟

√
4𝐷𝑡)𝑑𝑟 +𝑂

(
𝑒
− 1

𝑡
𝛿0

)
, (61)

and

𝑁 (𝑡) ≥
∫
R𝑛

1
𝜋

𝑛
2
𝑒−|𝑣 |

2

[∫
Ω√

4𝐷𝑡

(
1Ω√

4𝐷𝑡
(𝑥) − 1

Ω√
4𝐷𝑡

−2
√
𝐷𝑡𝑣

(𝑥)
)

d𝑥

]
d𝑣

= 𝑂 (𝜇(𝜕Ω,
√

4𝐷𝑡)). (62)

Proof. We start with formula (44). The class 𝑂 (𝑡 𝑝) with 𝑝 < 1
2 (𝑝 > 0) can be also expressed by

𝑝 = 1
2 − 𝛿 with some 𝛿 ∈]0, 1

2 [. Hence, for a fixed such 𝛿 we take instead of a constant 𝜂 in (51), a
function depending on 𝑡 of the form

𝜂(𝑡) =
√

4𝐷𝑡
1
2 −𝛿 (63)

which leads to the decomposition of Ω in

Ω = Ω𝜂 (𝑡 ) ∪ (Ω \Ω𝜂 (𝑡 ) ).

For all 𝐹 ⊂ Ω \ Ω𝜂 (𝑡 ) , dist(𝐹, 𝜕Ω) >
√

4𝐷𝑡 1
2 −𝛿 and thus there exists (a minimal uniform on 𝑡 rate

depending on the space dimension 𝑛 by formula (52)) 𝛿0 (𝛿, 𝑛) > 0 such that the error decreases
exponentially ∫

𝐹

(1 − 𝑢(𝑥, 𝑡)1Ω)d𝑥 ≤ 𝑂 (𝑒−1/𝑡 𝛿0 ). (64)
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𝑁 (𝑡) =
∫
R𝑛

1
𝜋

𝑛
2
𝑒−|𝑣 |

2

[∫
Ω𝜂 (𝑡 )

(
1Ω (𝑥) − 1Ω−2

√
𝐷𝑡𝑣

(𝑥)
)

d𝑥

]
d𝑣 +𝑂

(
𝑒
− 1

𝑡
𝛿0

)
. (65)

Let us fixe 𝑡 and 𝑣. Then we can see that for all 𝑥 ∈ Ω𝜂 (𝑡 ) such that dist(𝑥, 𝜕Ω) >
√

4𝐷𝑡 |𝑣 | it holds
(𝑥 + 2

√
𝐷𝑡𝑣) ∈ Ω. Thus, it follows that

𝜒(𝑣,𝑡 ) (𝑥) = 1Ω𝜂 (𝑡 ) (𝑥)
(
1Ω (𝑥) − 1Ω−2

√
𝐷𝑡𝑣

(𝑥)
)
= 0 for all 𝑥 ∈ Ω𝜂 (𝑡 ) \Ω√

4𝐷𝑡 |𝑣 | , (66)

where, as previously, the notation Ω − 2
√
𝐷𝑡𝑣 means that Ω is shifted by the vector −2

√
𝐷𝑡𝑣 ∈ R𝑛:

1
Ω−2

√
𝐷𝑡𝑣

(𝑥) = 1Ω (𝑥 + 2
√
𝐷𝑡𝑣).

The set Ω𝜂 (𝑡 ) \Ω√
4𝐷𝑡 |𝑣 | is not exact set when 𝜒(𝑣,𝑡 ) (𝑥) = 0 as soon as there are directions of 𝑣 which

move 𝑥 ∈ Ω√
4𝐷𝑡 |𝑣 | inside of Ω with (𝑥 + 2

√
𝐷𝑡𝑣) ∈ Ω𝜂 (𝑡 ) . If 𝜕Ω is not regular, the question of how

to separate the inside directions of 𝑣 from the outside directions is an open problem.

We notice that we need only 0 < |𝑣 | < 𝑡−𝛿 to ensure 𝑥 ∈ Ω𝜂 (𝑡 ) .

We also have (see (66))

0 ≤
∫
Ω𝜂 (𝑡 )

(
1Ω𝜂 (𝑡 ) (𝑥) − 1Ω𝜂 (𝑡 )−2

√
𝐷𝑡𝑣

(𝑥)
)

d𝑥 ≤ 𝜇(𝜕Ω, |𝑣 |
√

4𝐷𝑡). (67)

Hence, we estimate 𝑁 (𝑡) by

𝑁 (𝑡) ≤
∫
|𝑣 | ≤𝑡−𝛿

1
𝜋

𝑛
2
𝑒−|𝑣 |

2
𝜇(𝜕Ω, |𝑣 |

√
4𝐷𝑡)𝑑𝑣 +𝑂

(
𝑒
− 1

𝑡
𝛿0

)
. (68)

Passing to the polar coordinates in (68) we find (61).

In the same time, as 𝜂(𝑡) >
√

4𝐷𝑡, we notice that∫
Ω𝜂 (𝑡 ) \Ω√

4𝐷𝑡

(
1Ω𝜂 (𝑡 ) (𝑥) − 1(Ω𝜂 (𝑡 ) \Ω√

4𝐷𝑡
)−2

√
𝐷𝑡𝑣

(𝑥)
)

d𝑥 ≥ 0, (69)

and consequently result in (62). □

Let us now take a bounded domain Ω with a 𝑑-Minkowski measurable boundary 𝜕Ω. The following
proposition is implied by (61), (5) and (3).
Proposition 5. Let Ω ⊂ R𝑛 be a connected bounded domain with a 𝑑-Minkowski measurable
boundary 𝜕Ω, and let 𝑢 be the solution of system (40)–(41) defined in (42).

For a fixed 𝛿 ∈]0, 1
2 [, as 𝑡 → 0+, we have

𝑁 (𝑡) ≤
(∫ 𝑡−𝛿

0

𝑟2𝑛−1−𝑑
√
𝜋

𝑒−𝑟
2
𝑑𝑟

)
𝜇(𝜕Ω,

√
4𝐷𝑡) + 𝑜(𝑡 𝑛−𝑑2 ), (70)

or more precisely,

𝑁 (𝑡) ≤
(∫ 𝑡−𝛿

0

𝑟2𝑛−1−𝑑
√
𝜋

𝑒−𝑟
2
𝑑𝑟

)
M𝑑 (𝜕Ω,Ω) (4𝐷𝑡) 𝑛−𝑑

2 + 𝑜(𝑡 𝑛−𝑑2 ). (71)

Moreover, integrating over 𝑟 up to infinity in (70) and (71) does not affect the remainder terms.

Following [9], we also give the analogous results for the regular boundary:
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Lemma 2. Let Ω ⊂ R𝑛 be a connected bounded 𝐶3-domain (implying that its boundary 𝜕Ω is
𝑛 − 1-Minkowski measurable), and let 𝑢 be the solution of system (40)–(41) defined in (42). Then for
a fixed 𝛿 ∈]0, 1

2 [, and for 𝑡 → 0+, it holds

𝑁 (𝑡) =
∫ +∞

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω, 2

√
𝐷𝑡𝑧)d𝑧 +𝑂

(√
𝑡𝜇(𝜕Ω, 𝜂(𝑡))

)
. (72)

In addition, the heat content is explicitly given by

𝑁 (𝑡) = M𝑛−1 (𝜕Ω,Ω)
√
𝐷𝑡
√
𝜋

+𝑂 (𝑡 3
2 −2𝛿). (73)

The proof of Lemma 2 follows closely [9]- taking into account this time that the local variable 𝑠 takes
its positive values in [0, 𝜂(𝑡)] with 𝜂(𝑡) =

√
𝑡𝑡−𝛿 instead of [0, 𝜀] with 𝜀 = 𝑂 (

√
𝑡), considered in [9].

As shown in [14], any open set in R𝑛 can be approximated by a monotone sequence of regular
domains that satisfy Assumption 1. In the case where there exists a sequence of regular domains
(satisfying Assumption 1) that converges to a non-regular domain and satisfies (7) uniformly in 𝑟, we
can refine Propositions 4 and 5 as follows:
Proposition 6. Let Ω be a bounded admissible domain of R𝑛 and (Ω𝑖)𝑖∈N be a sequence of regular
domains converging to Ω and satisfying Proposition 2, such that (7) holds uniformly in 𝑟 on ]0, 𝜂(𝑡)]
(𝛿 ∈]0, 1

2 [ is supposed to be fixed). Then for the limit domain Ω there exists 𝛽 ≥ 0 such that it holds
the asymptotic expansion for 𝑡 → 0+

𝑁 (𝑡) =
∫ +∞

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω,

√
4𝐷𝑡𝑧)𝑑𝑧 + 𝑜(𝑡𝛽). (74)

If, in addition, the domain Ω has a 𝑑-Minkowski measurable boundary 𝜕Ω, then (72) takes the
following form

𝑁 (𝑡) = M𝑑 (𝜕Ω,Ω) (4𝐷𝑡) 𝑛−𝑑
2

∫ +∞

0
𝑧𝑑
𝑒−𝑧

2

√
𝜋

d𝑧 + 𝑜
(
max(𝑡𝛽 , 𝑡 𝑛−𝑑2 )

)
. (75)

Proof. For all 𝑖 ∈ N we have (see formula (72))

𝑁𝑖 (𝑡) =
∫ +∞

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω𝑖 ,

√
4𝐷𝑡𝑧)𝑑𝑧 + 𝑜𝑖 (𝜇(𝜕Ω𝑖 ,

√
𝑡)). (76)

Thus, thanks to the assumptions, we pass to the limit as 𝑖 → +∞ in (76). By Proposition 3), 𝑁𝑖 (𝑡)
converges uniformly in 𝑡 to 𝑁 (𝑡), the heat content associated with the limit domain Ω. At the same
time

∫ +∞
0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω𝑖 ,

√
4𝐷𝑡𝑧)𝑑𝑧 also converges uniformly in 𝑡 to

∫ +∞
0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω,

√
4𝐷𝑡𝑧)𝑑𝑧.

The remainder term 𝑜𝑖 (𝜇(𝜕Ω𝑖 ,
√
𝑡)) is a continuous function of 𝑡 for all 𝑖 as the sum of continuous

on 𝑡 functions:

𝑜𝑖 (𝜇(𝜕Ω𝑖 ,
√
𝑡)) = 𝑁𝑖 (𝑡) −

∫ +∞

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω𝑖 ,

√
4𝐷𝑡𝑧)𝑑𝑧 → 0 for 𝑡 → +∞. (77)

Hence, for 𝑖 → +∞ the limit function is also continuous on time function converging to 0 for 𝑡 → 0,
𝑖.𝑒. in other words, it holds (74) for a constant 𝛽 ≥ 0. Thus the asymptotic expansion (72) holds also
for the limit, possibly non-Lipschitz, domain Ω. To obtain (75) we use (5) and (3). □

Remark 3. For domains Ω ⊂ R𝑛 for which the inner parallel volume behaves as in (12) (as expected
for domains with piecewise self-similar boundaries), one obtains from (13) that

𝜇(𝜕Ω,
√

4𝐷𝑡𝑧) = 𝐺 (
√

4𝐷𝑡𝑧) (4𝐷𝑡) 𝑛−𝑑
2 𝑧𝑛−𝑑 + 𝑜(𝑡 𝑛−𝑑2 ) (78)

21



as 𝑡 → 0+. Putting it in (74) we find

𝑁 (𝑡) = (4𝐷𝑡) 𝑛−𝑑
2

∫ +∞

0

𝑧𝑛−𝑑𝑒−𝑧
2

√
𝜋

𝐺 (
√

4𝐷𝑡𝑧)𝑑𝑧 + 𝑜(max(𝑡𝛽 , 𝑡 𝑛−𝑑2 ).

Remark 4. By [14] any fractal boundary domain Ω can be approximated by a regular sequence of
domains (Ω𝑖)𝑖∈N in the sense of Assumption 1. As the shape of the boundary of Ω in Proposition 6 is
not explicitly known, we are not able to define the parameter 𝛽 of the remainder term in (74). From
numerical experiences we could expect that it is actually 𝑜(𝜇(𝜕Ω,

√
𝑡)).

3.3 Heat content for the general case of Λ = +∞ or a constant Λ ∈]0, +∞[
In what follows, we consider the heat content associated with the solution of (15)–(18) with a constant
Λ (finite or not). We use (63) to define 𝜂(𝑡). The method is the following: to use the expansion for the
regular case in terms of the volumes of parallel sets as an approximation for the irregular case as soon
as the notion of the volume of a parallel set can be defined for any admissible domain. We take the
sequence of𝐶3-domains (Ω𝑖)𝑖∈N giving the sequence of volumes of Minkowski sausages converging
to the Minkowski sausage of a limit domain. Therefore, we pass to the limit in the estimate of 𝑁 (𝑡)
to obtain it on the limit domain. Then, specifying the different cases, as Minkowski measurable or
non-measurable sets, the parallel sets have different asymptotic expansions, which imply different
(up to the second term) asymptotic expansions of 𝑁 (𝑡).

3.3.1 Regular case

We first prove the asymptotic extension for the case of domains with regular boundary 𝜕Ω ∈ 𝐶∞ or
at least in 𝐶3. We fix a regular shape and obtain a uniform estimate of 𝑁 (𝑡) expressed on the volume
of Minkowski sausage for 𝑡 → 0+.

We start to precise the results of [9] by taking into account that the exponentially small error in the
asymptotic expension of the heat content is ensured outside of 𝜂(𝑡)-neighborhood of 𝜕Ω with 𝜂(𝑡)
defined in (63). The difference to [9], that we don’t clame that 𝑡−𝛿 ≈ 𝑂 (1) for sufficiently small 𝛿 > 0
and thus distingish the classes 𝑂 (

√
𝑡) and 𝑂 (

√
𝑡𝑡−𝛿). Following [9], we fistly prove the following

approximation of 𝑁 (𝑡) by the the homogeneous solution of the one-dimensional problem:
Theorem 2. Let Ω ⊂ R𝑛 be a bounded domain with a regular (at least 𝐶3) boundary. Let

�̂� =

{
�̂�+, 0 < 𝑠 < 𝜂(𝑡)
�̂�− , −𝜂(𝑡) < 𝑠 < 0

be the solution of the one-dimensional problem

𝜕

𝜕𝑡
�̂� − 𝐷±

𝜕2

𝜕𝑠2
�̂� = R𝑠 (𝑠, 𝜃0)�̂� − 𝜂(𝑡) < 𝑠 < 𝜂(𝑡), 𝜃 ≡ 𝜃0, (79)

�̂� |𝑡=0 = 10<𝑠<𝜂 (𝑡 ) (𝑠),

𝐷−
𝜕�̂�−
𝜕𝑠

|𝑠=−0 = Λ(�̂�− − �̂�+) |𝑠=0, (80)

𝐷+
𝜕�̂�+
𝜕𝑠

|𝑠=+0 = 𝐷−
𝜕�̂�−
𝜕𝑠

|𝑠=−0, (81)

obtained from (34)–(38) setting 𝜃 ≡ 𝜃0. Here R𝑠 (𝑠, 𝜃0) is given by

R𝑠 (𝑠, 𝜃0) = 𝑅(𝑠, 𝜃0)
𝜕

𝜕𝑠
= −𝐷+

(
𝑛−1∑︁
𝑖=1

𝑘𝑖 (𝜃0) + 𝑠
𝑛−1∑︁
𝑖=1

𝑘2
𝑖
(𝜃0)

1 − 𝑠𝑘𝑖 (𝜃0)

)
𝜕

𝜕𝑠
. (82)

Then the heat content 𝑁 (𝑡) of problem (15)–(18), approximated in (39) by the solution of (34)–(38)
in ] − 𝜂(𝑡), 𝜂(𝑡) [×𝜕Ω in the local sense, satisfies

𝑁 (𝑡) −
∫
𝜕Ω

H𝑛−1 (𝑑𝜎)
∫
]0,𝜂 (𝑡 ) [

d𝑠 (1 − �̂�(𝑠, 𝜎, 𝑡)) |𝐽 (𝑠, 𝜎) |
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=

{
𝑂 (𝑡2𝜇(𝜕Ω, 𝜂(𝑡))), 0 < Λ < ∞
𝑂 (𝑡 3

2 𝜇(𝜕Ω, 𝜂(𝑡))), Λ = ∞ . (83)

If all principal curvatures of 𝜕Ω are constant, then

𝑁 (𝑡) =
∫
𝜕Ω

H𝑛−1 (𝑑𝜎)
∫
]0,𝜂 (𝑡 ) [

d𝑠 (1 − �̂�(𝑠, 𝜎, 𝑡)) |𝐽 (𝑠, 𝜎) | +𝑂 (𝑒−
1

𝑡
𝛿0 ).

Moreover, if �̂�ℎ𝑜𝑚 (𝑠, 𝑡) is the solution of the homogeneous constant coefficients problem

𝜕𝑡 �̂�
ℎ𝑜𝑚 − 𝐷±

𝜕2

𝜕𝑠2
�̂�ℎ𝑜𝑚 = 0, −𝜂(𝑡) < 𝑠 < 𝜂(𝑡), (84)

�̂�ℎ𝑜𝑚 |𝑡=0 = 10<𝑠<𝜂 (𝑡 ) (𝑠),

𝐷−
𝜕�̂�ℎ𝑜𝑚−
𝜕𝑠

|𝑠=−0 = Λ(�̂�ℎ𝑜𝑚− − �̂�ℎ𝑜𝑚+ ) |𝑠=0, (85)

𝐷+
𝜕�̂�ℎ𝑜𝑚+
𝜕𝑠

|𝑠=+0 = 𝐷−
𝜕�̂�ℎ𝑜𝑚−
𝜕𝑠

|𝑠=−0, (86)

then
𝑁 (𝑡) −

∫
𝜕Ω

H𝑛−1 (𝑑𝜎)
∫
]0,𝜂 (𝑡 ) [

d𝑠 (1 − �̂�ℎ𝑜𝑚 (𝑠, 𝑡)) |𝐽 (𝑠, 𝜎) |

=

{
𝑂 (𝑡𝜇(𝜕Ω, 𝜂(𝑡))), 0 < Λ < ∞
𝑂 (

√
𝑡𝜇(𝜕Ω, 𝜂(𝑡))), Λ = ∞ (87)

Proof. The proof follows closely the initial proof of [9, Theorem 5.1], denoting 𝜀 by 𝜂(𝑡). This time
in our framework (to compare to (5.35) in [9]), we have that for all 𝑗 ≥ 1 there are some constants
𝐶 𝑗 > 0

|𝑁𝑁 𝑗 (𝑡) | ≤ 𝐶 𝑗
{
𝑡 (𝜂(𝑡)) 𝑗−1𝜇(𝜕Ω, 𝜂(𝑡)), 0 < Λ < ∞
𝑡

1
2 (𝜂(𝑡)) 𝑗−1𝜇(𝜕Ω, 𝜂(𝑡)), Λ = ∞ , (88)

where by 𝑁𝑁 𝑗 (𝑡) is denoted the remainder term number 𝑗 of the corresponding Green function
parametrix expansion under the operator R𝑠 (see Eq. (5.34) in [9]). All proof details are straightfor-
ward and omitted. □

Theorem 3. LetΩ ⊂ R𝑛 be a connected bounded𝐶3-domain and 𝑁 (𝑡) be the heat content associated
to the solution 𝑢 of system (15)–(18). Let 𝛿 ∈]0, 1

2 [ be fixed. Then for 𝑡 → 0+, and 𝜂(𝑡) = 2
√
𝐷+𝑡

1
2 −𝛿 ,

the heat content has the following asymptotic form:

1. for Λ < ∞ on 𝜕Ω:

𝑁 (𝑡) = 2
√
𝑡Λ

√
𝐷+

[
𝜇(𝜕Ω, 𝜂(𝑡))

∫ 2𝑡−𝛿

𝑡−𝛿

d𝑧 𝑓 (𝑧, 𝑡)

−
∫ 2𝑡−𝛿

𝑡−𝛿

d𝑧𝜇(𝜕Ω,
√︁

4𝐷+𝑡 (𝑧 − 𝑡−𝛿)) 𝑓 (𝑧, 𝑡)

−
∫ 𝑡−𝛿

0
d𝑧𝜇(𝜕Ω,

√︁
4𝐷+𝑡𝑧) 𝑓 (𝑧, 𝑡)

]
+𝑂 (𝑡𝜇(𝜕Ω, 𝜂(𝑡))), (89)

where
𝑂 (𝑡𝜇(𝜕Ω, 𝜂(𝑡))) = 𝑜(𝑡), (90)

𝛼 = 1√
𝐷−

+ 1√
𝐷+

and

𝑓 (𝑧, 𝑡) = exp
(
2Λ𝛼

√
𝑡𝑧 + Λ2𝛼2𝑡

)
Erfc(𝑧 + Λ𝛼

√
𝑡). (91)
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2. for Λ = ∞ on 𝜕Ω in the analogous way it holds

𝑁 (𝑡) = 2
√
𝐷−√

𝐷− +
√
𝐷+

(∫ +∞

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω,

√︁
4𝐷+𝑡𝑧)d𝑧

)
+𝑂 (

√
𝑡 𝜇(𝜕Ω, 𝜂(𝑡))), (92)

where 𝑂 (
√
𝑡 𝜇(𝜕Ω, 𝜂(𝑡))) = 𝑜(𝑡 1

2 ).

Formulas (89) and (92) can be approximated by

1. for Λ < ∞ on 𝜕Ω:

𝑁 (𝑡) = 4𝑡ΛH𝑛−1 (𝜕Ω)
[
2𝑡−𝛿

∫ 2𝑡−𝛿

𝑡−𝛿

𝑓 (𝑧, 𝑡)d𝑧 −
∫ 2𝑡−𝛿

0
𝑧 𝑓 (𝑧, 𝑡)d𝑧

]
+ 𝑜(𝑡), (93)

2. for Λ = ∞ on 𝜕Ω:

𝑁 (𝑡) = 2
√
𝐷−𝐷+𝑡√

𝜋(
√
𝐷− +

√
𝐷+)

[
H𝑛−1 (𝜕Ω) (1 − 𝑒−𝑡−2𝛿 )

]
+ 𝑜(

√
𝑡). (94)

Proof. Thanks to (87), 𝑁 (𝑡) becomes

𝑁 (𝑡) − 𝜇(𝜕Ω, 𝜂(𝑡)) + 𝑁ℎ𝜂 (𝑡 ) (𝑡) + 𝑁 𝑓𝜂 (𝑡 ) (𝑡)

=

{
𝑂 (𝑡 𝜇(𝜕Ω, 𝜂(𝑡))), 0 < Λ < ∞
𝑂 (

√
𝑡 𝜇(𝜕Ω, 𝜂(𝑡))), Λ = ∞ .

where
𝑁ℎ𝜂 (𝑡 ) (𝑡) =

∫
]0,𝜂 (𝑡 ) [2

𝑑𝑠1d𝑠 ℎ+ (𝑠, 𝑠1, 𝑡)
∫
𝜕Ω

H𝑛−1 (𝑑𝜎) |𝐽 (𝑠, 𝜎) | (95)

and
𝑁 𝑓𝑚,𝜂 (𝑡 ) (𝑡) = −

∫
]0,𝜂 (𝑡 ) [2

𝑑𝑠1d𝑠 𝑓+ (𝑠, 𝑠1, 𝑡)
∫
𝜕Ω

H𝑛−1 (𝑑𝜎) |𝐽 (𝑠, 𝜎) |. (96)

Here by ℎ+ (𝑠, 𝑠1, 𝑡) and 𝑓+ (𝑠, 𝑠1, 𝑡) are denoted the following functions involved in the definition of
the one-dimensional Green function on a positive half-space 𝑠1 > 0 and 𝑠2 > 0 (see Appendix B
on [9]):

ℎ+ (𝑠1, 𝑠2, 𝑡) =
1

√
4𝜋𝐷+𝑡

(
exp

(
− (𝑠1 − 𝑠2)2

4𝐷+𝑡

)
+ 𝑎(Λ) exp

(
− (𝑠1 + 𝑠2)2

4𝐷+𝑡

))
, (97)

𝑓+ (𝑠1, 𝑠2, 𝑡) = 𝑏(Λ)
Λ

𝐷+
exp

(
Λ𝛼
√
𝐷+

(𝑠1 + 𝑠2) + Λ2𝛼2𝑡

)
· Erfc

(
𝑠1 + 𝑠2
2
√
𝐷+𝑡

+ Λ𝛼
√
𝑡

)
, (98)

where

𝑎(Λ) =
{

1, Λ < ∞√
𝐷+−

√
𝐷−√

𝐷++
√
𝐷−
, Λ = ∞ , 𝑏(Λ) =

{
1, Λ < ∞
0, Λ = ∞ .

Let us calculate it explicitly. We notice that 𝑁 𝑓𝜂 (𝑡 ) (𝑡) is equal to zero for Λ = ∞. We start with the
part 𝑁ℎ𝜂 (𝑡 ) (𝑡). As it was detailed in [9, Theorem 6.1] (just by taking 𝜀 = 𝜂(𝑡)) we result in

𝑁ℎ𝜂 (𝑡 ) (𝑡) = 𝜇(𝜕Ω, 𝜂(𝑡)) − (1 − 𝑎(Λ))
[∫ 𝑡−𝛿

0

𝑒−𝑧
2

√
𝜋
𝜇(𝜕Ω,

√︁
4𝐷+𝑡𝑧)d𝑧

]
.

Let us just notice that the integral over [0, 𝑡−𝛿] in the previous expression can be replaced by the
integral [0, +∞[ with the expensionnaly small error.
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Thus, for Λ < ∞ 𝑁ℎ𝜂 (𝑡 ) (𝑡) = 𝜇(𝜕Ω, 𝜂(𝑡)) since 𝑎(Λ) = 1. For 𝑓 (𝑧, 𝑡) from Eq. (91), we find that

𝑁 𝑓𝜂 (𝑡 ) (𝑡) = −2Λ
√
𝑡

√
𝐷+

∫
R2

d𝑠d𝑧1]0,𝜂 (𝑡 ) [ (𝑠)1]0,𝜂 (𝑡 ) [ (−𝑠 + 2
√︁
𝐷+𝑡𝑧) 𝑓 (𝑧, 𝑡)

·
∫
𝜕Ω

H𝑛−1 (𝑑𝜎) |𝐽 (𝑠, 𝜎) |

= −2Λ
√
𝑡

√
𝐷+

[∫ 2𝑡−𝛿

𝑡−𝛿

d𝑧 𝑓 (𝑧, 𝑡)
∫
𝜕Ω

∫ √
4𝐷+𝑡𝑡−𝛿

(𝑧−𝑡−𝛿 )
√

4𝐷+𝑡
|𝐽 (𝑠, 𝜎) |d𝑠H𝑛−1 (𝑑𝜎)

+
∫ 𝑡−𝛿

0
d𝑧 𝑓 (𝑧, 𝑡)

∫
𝜕Ω

∫ √
4𝐷+𝑡 𝑧

0
|𝐽 (𝑠, 𝜎) |d𝑠H𝑛−1 (𝑑𝜎)

]
= −2Λ

√
𝑡

√
𝐷+

[
𝜇(𝜕Ω, 𝜂(𝑡))

∫ 2𝑡−𝛿

𝑡−𝛿

𝑓 (𝑧, 𝑡)d𝑧

−
∫ 2𝑡−𝛿

𝑡−𝛿

𝑓 (𝑧, 𝑡)𝜇(𝜕Ω,
√︁

4𝐷+𝑡 (𝑧 − 𝑡−𝛿))d𝑧 +
∫ 𝑡−𝛿

0
𝑓 (𝑧, 𝑡)𝜇(𝜕Ω,

√︁
4𝐷+𝑡𝑧)d𝑧

]
.

Here, we have used [9, Eq. (5.38)] with 𝑣 = 2
√
𝐷+𝑡𝑧

1]0,𝜂 (𝑡 ) [ (𝑠)1]0,𝜂 (𝑡 ) [ (−𝑠 + 𝑣) ≠ 0 ⇐⇒
{

0 < 𝑣 < 𝜂(𝑡), 0 < 𝑠 < 𝑣
𝜂(𝑡) < 𝑣 < 2𝜂(𝑡), 𝑣 − 𝜂(𝑡) < 𝑠 < 𝜂(𝑡) (99)

Putting two results together, we obtain formulas (89) and (92). We also notice that it holds (90) by
the definitions of 𝜂(𝑡) and 𝛿. Finally, we use approximation of the volume of the parallel set (4) to
obtain from (89) and (92) formulas (93) and (94) respectively. □

3.3.2 On admissible domains

Proposition 7. Let 𝛿 ∈]0, 1
2 [ be fixed. Let Ω be a bounded admissible domain of R𝑛 and (Ω𝑖)𝑖∈N

be a sequence of regular domains converging to Ω and satisfying Proposition 2, such that (7) holds
uniformly in 𝑟 on ]0, 𝜂(𝑡)]. Then for the limit domain Ω there exist 𝛽1 ≥ 0 and 𝛽2 ≥ 0 such that for
𝑡 → 0+ it hold the asymptotic expansions (89) and (92), for Λ finite and infinite, with the remainder
terms replaced by 𝑜(𝑡𝛽1 ) and 𝑜(𝑡𝛽2 ) respectively.

The proof of Proposition 7 follows the same method as the proof of Proposition 6 based on the
general form of formulas (89) and (92), and hence the details are omitted. All parameters Λ, 𝐷+, 𝐷− ,
and then 𝛼 and 𝑓 don’t depend on Ω𝑖 . Another main gradient, by Proposition 3, is the continuous
dependence of 𝑁 (𝑡, 𝜕Ω) on 𝜕Ω (once Ω𝑖 → Ω in the sense of Proposition 2, this implies the 𝐿2-
Mosco convergence of the quadratic forms, the convergence of the weak formulations), which implies
the convergence of 𝑁𝑖 (𝑡) → 𝑁 (𝑡) for 𝑖 → +∞ uniformly in time. Without any exact precision on the
boundary shape we are just able to establish that the remainder terms are converging to 0 for 𝑡 → 0+
continuous functions on time. We could expect that they have the form 𝑜(

√
𝑡𝜇(𝜕Ω, 𝜂(𝑡))) for Λ < ∞

and 𝑜(𝜇(𝜕Ω, 𝜂(𝑡))) for Λ = +∞ respectively.

If, in addition, the domain Ω has a 𝑑-Minkowski measurable boundary 𝜕Ω, then we can use the
approximation (3) for the volume of the parallel set.

Let us consider the approximation question for non-Minkowski measurable 𝑑-sets, presented in
Subsection 2.2. Using as previously a “nice” approximation sequence of regular domains, we have
also (89) and (92). Therefore, it is sufficient to use (13) in formulas (89) and (92) to obtain the
corresponding heat content asymptotic behavior when Ω ⊂ R2 is a bounded simply connected
admissible domain with a compact “lattice case” self-similar connected boundary of dimension
𝑑 ∈]1, 2[.

We illustrate the pre-fractal boundary case by Fig. 5.
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Figure 5: Comparison between the asymptotic formula (92)(with 𝑡−𝛿 ≈ 2) and a FreeFem++
numerical solution of problem (15)–(18) (red circles) for the third generation of the Minkowski fractal
(Vol(𝜕Ω) = 23 · 4), with 𝐷−/𝐷+ = 0.4, and Λ = +∞. The black solid line is the approximation
by (92) considering the boundary as a Lipschitz prefractal one-dimensional curve. The green line
shows the fractal asymptotic (that would be exact for the infinite generation of the fractal) with
de Gennes approximation of 𝜇

(
𝜕Ω,

√
4𝐷+𝑡

)
in (92) by (4𝐷+𝑡)

1
4 . This approximation is valid for

intermediate times.

As expected, the resistivity of the boundary to heat transfer makes heat diffusion slower due to the
presence of the coefficient

√
𝑡 (see formula (89)).

4 Curvature measures
We recall some geometric background regarding curvature measures and review the question whether
parallel sets of arbitrary compact sets in R𝑛 admit curvature measures.

First order quantities for differentiable submanifolds of R𝑛, in particular their surface area measures
and related dimensions, are determined by the first order derivatives in local parametrization. This
has been extended in geometric measure theory to Hausdorff rectifiable sets. Hausdorff measures
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H 𝑠 , Minkowski contents M𝑠 and associated non-integer dimensions 𝑠 may be considered as certain
fractal counterparts. There exists a large literature on these topics.

An important subject of second order differential geometry are curvature properties of manifolds.
We will concentrate here on the so-called Lipschitz-Killing curvature measures which can be defined
for various classes of singular subsets of R𝑛 using tools from geometric measure theory and algebraic
geometry. Starting with the classical setting of an 𝑛-dimensional submanifold 𝑀𝑛 of R𝑛 with 𝐶2-
smooth boundary 𝜕𝑀𝑛, curvature measures of 𝑀𝑛 may be defined in terms of integrals over the
boundary of symmetric functions of the principal curvatures 𝜅𝑖:

𝐶𝑘 (𝑀𝑛, ·) :=
1

(𝑛 − 𝑘)𝜔𝑛−𝑘

∫
𝜕𝑀𝑛

1( ·) (𝑥)
∑︁

1≤𝑖1<· · ·<𝑖𝑛−1−𝑘≤𝑛−1
𝜅𝑖1 (𝑥) · · · 𝜅𝑖𝑛−1−𝑘 (𝑥) H𝑛−1 (𝑑𝑥),

𝑘 = 0, 1, . . . , 𝑛 − 1, where 𝜔 𝑗 denotes the volume of the 𝑗-dimensional unit ball and H𝑛−1 the
(𝑛 − 1)-dimensional Hausdorff measure. (Note that 2𝐶𝑛−1 (𝑀𝑛, ·) equals the surface area measure
H𝑛−1 on 𝜕𝑀𝑛, which does not reflect curvature properties.) In the compact case, the total curvatures

𝐶𝑘 (𝑀𝑛) := 𝐶𝑘 (𝑀𝑛,R𝑛),

i.e., the total masses of these (signed) measures, are known as (higher order) integrals of mean
curvature.

The 𝜅𝑖 are the eigenvalues of the Weingarten mapping (defined at points of 𝜕𝑀𝑛 as minus the
differential of the outer unit normal). For even 𝑛 − 1 − 𝑘 the curvature measures are intrinsically
determined in terms of the traces of powers of the Riemannian curvature tensor. For odd 𝑛−1− 𝑘 the
curvature measures are extrinsic. In particular, the integral of scalar curvature arises in the special
case 𝑘 = 𝑛 − 3, and for 𝑘 = 𝑛 − 2 the integrand reduces to the usual mean curvature 𝐻 =

∑𝑛−1
𝑖=1 𝜅𝑖

and thus 𝐶𝑛−2 (𝑀𝑛) is the (first order) integral of mean curvature, cf. [65, Chapter 3].

In convex geometry, the analogues of the total curvatures𝐶𝑘 (𝐾) for compact, convex sets 𝐾 ⊂ R𝑛 are
well-known as quermassintegrals or intrinsic volumes, which also possess localizations as curvature
measures, cf. [65, Chapter 2].

An important extension of both the convex geometric and differential geometric setting are sets
with positive reach. Recall that reach(𝑋), the reach of a set 𝑋 ⊂ R𝑛, is the largest radius 𝑟 such
that each point with distance less than 𝑟 to 𝑋 has a unique nearest point in 𝑋 . Studying the local
volume of the parallel sets 𝑋 (𝜀) (see (102) for the definition) of such sets 𝑋 for small enough
𝜀 > 0, Federer [23] introduced the curvature measures of 𝑋 as the coefficients in the polynomial
expansion in 𝜀 of this local parallel volume. This generalized the Steiner formula from convex
geometry as well as Weyl’s tube formula from differential geometry. An explicit representation by
integration of symmetric functions of generalized principal curvatures 𝜅1, . . . , 𝜅𝑛−1 or, equivalently,
of Lipschitz-Killing differential forms, was given in [91]:

𝐶𝑘 (𝑋, ·) :=
1

(𝑛 − 𝑘)𝜔𝑛−𝑘

∫
nor𝑋

1( ·)×S𝑛−1 (𝑥, 𝜈)
𝑛−1∏
𝑗=1

(1 + 𝜅𝑚,𝜂 (𝑡 ) (𝑥, 𝜈)2)−1/2 (100)∑︁
𝑖1<· · ·<𝑖𝑛−1−𝑘

𝜅𝑖1 (𝑥, 𝜈) · · · 𝜅𝑖𝑛−1−𝑘 (𝑥, 𝜈)H𝑛−1 (𝑑 (𝑥, 𝜈))

for 𝑘 = 0, 1, . . . , 𝑛−1, where S𝑛−1 denotes the unit sphere in R𝑛. Note that the integration here is not
over the boundary 𝜕𝑋 but over the unit normal bundle nor 𝑋 of 𝑋 , consisting roughly of pairs (𝑥, 𝜈)
where 𝑥 ∈ 𝜕𝑋 and 𝜈 is an outer unit normal of 𝑋 at 𝑥. The resulting curvature measures are signed
measures on the Borel 𝜎-algebra of R𝑛 with locally finite variation measures. Further extensions of
curvature measures may be found in [62], [63] and the references therein. For details we refer to the
monograph [65]. Recently, curvature measures have been extended even further to the class of WDC
sets [54, 55]

The significance of curvature measures and in particular total curvatures is underlined by their unique
position among geometric invariants. It is well-known from convex geometry that every set-additive,
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continuous and motion invariant functional on the space of convex bodies is a linear combination
of quermassintegrals (Hadwiger’s characterization theorem). Moreover, if the functional is also
homogeneous of degree 𝑘 , then it coincides up to a constant with 𝐶𝑘 . A localization to curvature
measures of convex sets was given in [68]. In [65, Chapter 8] this is used together with an appropriate
notion of continuity as an approximation tool for generalizing such characterizations to a large class
of singular sets.

Despite all the progress of the curvature theory for singular sets, for most fractal sets, such curvature
measures are not defined and they can not be expected to exist. So different approaches are needed
to study the curvature properties of fractals. The main idea for the definition of fractal curvatures
is borrowed from the notion of Minkowski content, namely the idea of approximation of the set
in question by its parallel sets. Moreover, from the study of Minkowski contents of self-similar
(random) fractals in [28], the classical Renewal theorem is known to be a powerful tool in this
context. Fractal curvatures (to be defined below) were first introduced and investigated in [86] for
some class of self-similar sets. More general self-similar sets (including some random self-similar
sets) are discussed in [90], [87], [89], [93], [61]. A local approach by means of ergodic theorems for
related dynamical systems can be found in [64], [92] and [65, Chapter 10]. Some self-conformal sets
are studied in the theses [42] and [10], as well as in [26], [41].

In order to recall the definition of fractal curvatures, denote for points 𝑥 and non-empty subsets 𝐸 of
R𝑛

𝑑 (𝑥, 𝐸) := inf
𝑦∈𝐸

|𝑥 − 𝑦 |, |𝐸 | := diam 𝐸 = sup
𝑥,𝑦∈𝐸

|𝑥 − 𝑦 |, 𝐸𝑐 := R𝑛 \ 𝐸, 𝐸 := 𝐸𝑐, (101)

where 𝐸 is the closure of 𝐸 . (This notation for closure and complement will also be used for other
basic spaces in the sequel.) The parallel set of 𝐸 of distance 𝑟 > 0 is defined by

𝐸 (𝑟) := {𝑥 ∈ R𝑛 : 𝑑 (𝑥, 𝐸) ≤ 𝑟} . (102)

Assuming that curvature measures are defined for all the parallel sets of a bounded set 𝐹 ⊂ R𝑛, the
(𝑠-dimensional) fractal curvatures of 𝐹 are defined by

C𝑠𝑘 (𝐹) := lim
𝜀→0

𝜀𝑠−𝑘 𝐶𝑘 (𝐹 (𝜀)) , 𝑘 = 0, . . . , 𝑛 − 1, (103)

whenever these limits exist. (Replacing 𝐶𝑘 (𝐹 (𝜀)) by the volume 𝐶𝑛 (𝐹 (𝜀)) := 𝜆𝑛 (𝐹 (𝜀)) makes the
analogy to the 𝑠-dim. Minkowski content obvious.) It turns out that for classical sets (e.g. sets with
positive reach), 𝑠 = 𝑘 is the right scaling exponent, while for self-similar fractals typically 𝑠 = 𝑑 is
the right choice for all 𝑘 , where 𝑑 denotes the Minkowski dimension. In the sequel we suppress the
dependence on the parameter 𝑠 ≥ 0 and concentrate solely on the limits with 𝑠 = 𝑑 which we denote
by 𝐶frac

𝑘
(𝐹) (although this is not always the right choice, see [56, 86] for a discussion of this). A

further difficulty is that curvature measures might not be defined for all parallel sets and therefore
it is advisable to replace the limit in definition (103) by an essential limit, for which it is enough to
have curvature measures defined for Lebesgue almost all 𝜀 > 0:

𝐶frac
𝑘 (𝐹) := ess lim

𝜀→0
𝜀𝑑−𝑘 𝐶𝑘 (𝐹 (𝜀)) , 𝑘 = 0, . . . , 𝑛 − 1, (104)

Even this precaution does not ensure the (essential) limits in (104) to exist, in general. Instead of
taking (essential) lower and upper limits as usual in such a case, it is sometimes better to study
limits along certain discrete sequences (𝜀𝑛)𝑛∈N. In the study of self-similar sets it is well-known that
Cesàro averaging does often improve the convergence behavior which does also open an alternative
here, leading to average fractal curvatures:

𝐶frac
𝑘 (𝐹) := lim

𝛿→0

1
| ln 𝛿 |

∫ 1

𝛿

𝜀𝑑−𝑘 𝐶𝑘 (𝐹 (𝜀))
𝑑𝜀

𝜀
, 𝑘 = 0, . . . , 𝑛 − 1. (105)

In the present paper we consider domains with piecewise self-similar boundary. In this context
related fractal curvatures have not yet been considered in the literature, but our approach here is close
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to some of the former. In particular, it is based on the curvature measures of close parallel sets.
Therefore we recall now a number of related notions and results.
Definition 2. A pair (𝑟, 𝐸) is called regular if and only if

reach
(�𝐸 (𝑟)) > 0 and nor �𝐸 (𝑟) ∩ 𝜌(nor �𝐸 (𝑟)) = ∅. (106)

Here 𝜌(𝑥, 𝜈) := (𝑥,−𝜈) denotes the normal reflection on the corresponding normal bundle.

A necessary and sufficient condition for (106) is that 𝑟 is a regular value of the distance function of 𝐸
, i.e., there is no 𝑥 with 𝑑 (𝑥, 𝐸) = 𝑟 , which is contained in the convex hull of its nearest points in 𝐸 ,
see [61, Appendix]. For any regular pair (𝑟, 𝐸) the curvature measures𝐶𝑘 (�𝐸 (𝑟), ·) are defined (since�𝐸 (𝑟) has positve reach) and therefore one can introduce the Lipschitz-Killing curvature measures
𝐶𝑘 (𝐸 (𝑟), ·), 𝑘 = 0, . . . , 𝑛 − 1, of 𝐸 (𝑟) by setting

𝐶𝑘 (𝐸 (𝑟), ·) = (−1)𝑛−1−𝑘𝐶𝑘
(�𝐸 (𝑟), ·) . (107)

We point out that this definition is consistent with other definitions, e.g. the direct one by means of
integration as in (100) whenever the latter is possible, and in this case the above equation (107) is
known as reflection principle, see [65, Example 9.10].
Remark 5. In view of [27, Theorem 4.1] we have for any compact 𝐾 and any 𝑟 >

√
2|𝐾 |, that (𝑟, 𝐾)

is a regular pair. Moreover, if 𝑘 = 0, . . . , 𝑑 − 1 and 𝑅 >
√

2 is fixed, then, by [90, Theorem 4.1],
there is a constant 𝑐𝑘 (𝑅) such that, for any compact 𝐾 ⊂ R𝑛,

sup
𝑟≥𝑅 |𝐾 |

𝐶var
𝑘

(𝐾 (𝑟),R𝑛)
𝑟𝑘

≤ 𝑐𝑘 (𝑅).

In many cases the parallel sets of compact 𝐾 possess the following additional regularity property:
(𝑟, 𝐾) are regular pairs for Lebesgue almost all 𝑟 > 0. It is known that in R2 and R3 this is fulfilled
for all compact 𝐾 , see Fu [27, Theorem 4.1]. For R𝑛 with 𝑛 ≥ 4 this will be an assumption in the
sequel.

In particular, the 𝐶𝑘 (𝐸 (𝜀), ·) are signed measures with finite variation measures 𝐶var
𝑘

(𝐸 (𝑟), ·), and
have explicit integral representations as in (100).
Moreover, in this case, for all 𝑟 ′ sufficiently close to 𝑟, (𝑟 ′, 𝐸) is also a regular pair, and we have the
weak convergence

lim
𝑟 ′→𝑟

𝐶𝑘 (𝐸 (𝑟 ′), ·) = 𝐶𝑘 (𝐸 (𝑟), ·), (108)

see [61, Theorem 6.1] or [88, Proposition 4.2]. For 𝑘 = 𝑑 − 1, this is even true for all 𝑟 > 0, regular
or not, up to at most countably many exceptions, see [60, Theorem 1.1].

Below we will also need a special regularity relationship. In the sequel we denote

Reg(𝐸) := {𝑟 > 0 : (𝑟, 𝐸) is a regular pair}. (109)

Note that the regularity property above means that L (Reg(𝐸)𝑐) = 0. If 𝑓1, 𝑓2, . . . is an arbitrary
family of similarities in R𝑛 with similarity ratios 𝜌1, 𝜌2, . . ., then

L (Reg(𝐸)𝑐) = 0 implies L
( ∞⋃
𝑖=1

Reg( 𝑓𝑖 (𝐸))𝑐
)
= 0. (110)

(This results from the subadditivity of L and L(Reg( 𝑓𝑖 (𝐸))𝑐) = 𝜌𝑖L(Reg(𝐸)𝑐).)

Furthermore, the following main properties of the curvature measures for regular pairs will be used:
2𝐶𝑛−1 (𝐸 (𝑟), ·) agrees with the (𝑛 − 1)-dimensional Hausdorff measure H𝑛−1 on the boundary
𝜕𝐸 (𝑟). Taking into account that 𝜕𝐸 (𝑟) is (𝑛 − 1)-rectifiable for any bounded set 𝐸 and any 𝑟 > 0,
see [58, Proposition 2.3]), we can consistently extend the definition of 𝐶𝑛−1 (𝐸 (𝑟), ·) to all 𝑟 > 0 by
setting

𝐶𝑛−1 (𝐸 (𝑟), ·) :=
1
2
H𝑛−1 (𝐸 (𝑟) ∩ ·).
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For regular pairs (𝑟, 𝐸) with bounded 𝐸 the total curvatures, that is, the total values of the curvature
measures, are denoted by

𝐶𝑘 (𝐸 (𝑟)) := 𝐶𝑘 (𝐸 (𝑟),R𝑛), 𝑘 = 0, . . . , 𝑛 − 1. (111)

Then 𝐶𝑛−2 (𝐸 (𝑟)) is known as the integral of mean curvature. Furthermore, by an associated
Gauss-Bonnet theorem (see [65, Theorem 4.53]), the total Gauss curvature coincides with the
Euler-Poincaré characteristic, i.e., 𝐶0 (𝐸 (𝑟)) = 𝜒(𝐸 (𝑟)).

The curvature measures are motion invariant, i.e., for any Euclidean motion 𝑔 and any regular pair
(𝑟, 𝐸) the pair (𝑟, 𝑔(𝐸)) is regular and

𝐶𝑘 (𝑔(𝐸 (𝑟)), 𝑔(·)) = 𝐶𝑘 (𝐸 (𝑟), ·). (112)

The 𝑘-th curvature measure is homogeneous of degree 𝑘 , i.e.,

𝐶𝑘 (𝜆𝐸 (𝑟), 𝜆(·)) = 𝜆𝑘 𝐶𝑘 (𝐸 (𝑟), ·) , 𝜆 > 0 , (113)

and they are locally determined, i.e., if (𝐸, 𝑟) and (𝐸 ′, 𝑟 ′) are regular pairs in the sense of Definition 2,
then for any open set 𝐺,

𝐶𝑘 (𝐸 (𝑟), 𝐺 ∩ (·)) = 𝐶𝑘 (𝐸 ′ (𝑟 ′), 𝐺 ∩ (·)), if 𝐸 (𝑟) ∩ 𝐺 = 𝐸 ′ (𝑟 ′) ∩ 𝐺. (114)

5 Domains with piecewise self-similar fractal boundaries
In the sequel we consider throughout a bounded and simply connected open set Ω in R𝑛 satisfying
Ω = int

(
Ω
)

such that the boundary is representable as

𝜕Ω =

𝑀⋃
𝑗=1
𝐹 ( 𝑗 ) , (115)

where the 𝐹 ( 𝑗 ) are self-similar sets in the sense of [39] satisfying the Open Set Condition, which all
have the same Hausdorff dimension 𝑑 < 𝑛.

More precisely, for each 𝑗 = 1, . . . , 𝑀 , the set 𝐹 ( 𝑗 ) is defined as follows. There are similarity
mappings 𝑆 ( 𝑗 )1 , . . . , 𝑆

( 𝑗 )
𝑁 ( 𝑗) with contraction ratios 𝑟 ( 𝑗 )1 , . . . , 𝑟

( 𝑗 )
𝑁 ( 𝑗) in (0, 1) satisfying

𝑁 ( 𝑗)∑︁
𝑖=1

(𝑟 ( 𝑗 )
𝑖

)𝑑 = 1 , (116)

such that 𝐹 ( 𝑗 ) is the associated self-similar set, i.e., the unique non-empty compact set such that

𝐹 ( 𝑗 ) =
𝑁 ( 𝑗)⋃
𝑖=1

𝑆
( 𝑗 )
𝑖

(𝐹 ( 𝑗 ) ). (117)

We assume throughout that 𝐹 ( 𝑗 ) satisfies the Open Set Condition (OSC), meaning there is some
bounded open set 𝑂 ( 𝑗 ) such that

𝑁 ( 𝑗)⋃
𝑖=1

𝑆
( 𝑗 )
𝑖

(𝑂 ( 𝑗 ) ) ⊂ 𝑂 ( 𝑗 ) and 𝑆 ( 𝑗 )
𝑖

(𝑂 ( 𝑗 ) ) ∩ 𝑆 ( 𝑗 )
𝑙

(𝑂 ( 𝑗 ) ) = ∅ for 𝑖 ≠ 𝑙. (118)

Any such set𝑂 ( 𝑗 ) is also called a feasible open set for 𝐹 ( 𝑗 ) . The set 𝐹 ( 𝑗 ) is said to satisfy the Strong
Open Set Condition (SOSC), if there is some feasible open set 𝑂 ( 𝑗 ) satisfying additionally

𝐹 ( 𝑗 ) ∩𝑂 ( 𝑗 ) ≠ ∅. (119)
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Figure 6: Examples of domains with piecewise self-similar boundaries. (Shown are in fact some
polygonal approximations and not the limit curves.) Left: Koch snowflake domain. Its boundary
consists of three Koch curves intersecting only at their endpoints. The endpoints here form an
equilateral triangle, but may be chosen to form any triangle. Right: Domain Ω bounded by four
copies of a fractal curve generated by an IFS with 8 similarities and intersecting only at their
endpoints. The Minkowski dimension of 𝜕Ω is 𝑑 = 3

2 .

According to a result of Schief [67], OSC and SOSC are equivalent, although the validity of (119)
depends on the choice of the open set 𝑂 ( 𝑗 ) . Under this condition the value 𝑑 > 0 given by (116)
determines the Hausdorff and Minkowski dimension of 𝐹 ( 𝑗 ) .

Figure 6 shows some domains with piecewise self-similar boundary as discussed here, including the
standard Koch snowflake domain. Further examples of such domains will be discussed in Example 1,
see also Figure 7, and at the end of Section 7, see in particular Figure 8 and Example 2.

In view of the heat transfer problems we indent to study on such domains, it seems reasonable to
study separately the curvature properties of 𝜕Ω seen from inside Ω and from outside

Ω− := R𝑛 \Ω.

This requires to adapt the notion of fractal curvatures to these one-sided situations. We will assume
throughout that the parallel sets of 𝜕Ω are sufficiently regular in the sense of Definition 2. More
precisely, we assume that

(𝜀, 𝜕Ω) are regular pairs for Lebesgue almost all 𝜀 > 0. (120)

Recall that this is always satisfied in R2 and R3. Condition (120) implies that curvature measures
of 𝜕Ω(𝜀) are well-defined for almost all 𝜀 > 0 and we can introduce one-sided fractal curvatures as
follows:

𝐶frac
𝑘 (𝜕Ω,Ω) := ess lim

𝜀→0
𝜀𝑑−𝑘 𝐶𝑘 (𝜕Ω(𝜀),Ω) = ess lim

𝜀→0
𝜀𝑑−𝑘 𝐶𝑘 (Ω− (𝜀)) (121)

𝐶frac
𝑘 (𝜕Ω,Ω−) := ess lim

𝜀→0
𝜀𝑑−𝑘 𝐶𝑘 (𝜕Ω(𝜀),Ω−) = ess lim

𝜀→0
𝜀𝑑−𝑘 𝐶𝑘 (Ω(𝜀)) (122)
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are the inner and outer fractal curvatures of 𝜕Ω (or the fractal curvatures of 𝜕Ω relative to Ω and
Ω− , respectively), whenever these essential limits exist (which are understood with respect to the
Lebesgue measure). Note that in case both of the above limits exist, the fractal curvatures of 𝜕Ω (as
defined in (104)) exist as well and satisfy

𝐶frac
𝑘 (𝜕Ω) = 𝐶frac

𝑘 (𝜕Ω,Ω) + 𝐶frac
𝑘 (𝜕Ω,Ω−).

In order to improve the convergence behaviour, in these definitions the essential limits may be
replaced by limits along discrete sequences of 𝜀, or by average limits in the same way as in (105),
leading to inner and outer average fractal curvatures.
Remark 6. Note that under the regularity assumption (120), both of the essential limits in (121) are
indeed equivalent in case they exist, since 𝐶𝑘 (𝜕Ω(𝜀),Ω) = 𝐶𝑘 (Ω− (𝜀)) in this case for any regular
pair (𝜀, 𝜕Ω). We point out that for the latter limit in (121) to be defined, regularity from one side
of 𝜕Ω would be enough, namely that almost all pairs (𝜀,Ω) are regular. Hence it is defined also in
slightly more general situations (in R𝑛, 𝑛 ≥ 4), in which the first essential limit might not be defined.
A completely analogous remark applies to the limits in (122).

In the subsequent two sections we discuss two different approaches to computing such one-sided
fractal curvatures and obtain existence results and explicit formulas for them for domains with
piecewise self-similar boundaries, see Theorems 4 and 6. In the remainder of the present section we
recall some notations and well-known facts from the theory of self-similar sets. First we recall the
distributions of the logarithmic contraction ratios and introduce a related lattice condition adapted
to our situation of piecewise self-similar boundaries.
Definition 3. Recall that an iterated function system {𝑆 ( 𝑗 )1 , . . . , 𝑆

( 𝑗 )
𝑁 ( 𝑗) } or the generated self-similar

set 𝐹 ( 𝑗 ) is called lattice (with lattice constant ℎ), if the measure

�̃�
( 𝑗 )
0 :=

𝑁 ( 𝑗)∑︁
𝑖=1

1( ·) ( | ln 𝑟 ( 𝑗 )𝑖
|) (𝑟 ( 𝑗 )

𝑖
)𝑑

is lattice with constant ℎ, i.e., concentrated on the set ℎN. 𝐹 ( 𝑗 ) is called non-lattice, if no such ℎ
exists. We call the above generating system of 𝜕Ω lattice with lattice constant ℎ, if for some (or all)
of the 𝑗 ∈ {1, . . . , 𝑀} the measures �̃� ( 𝑗 )0 are lattice with the same constant ℎ and for the remaining
indexes 𝑗 the �̃� ( 𝑗 )0 are non-lattice. 𝜕Ω is called completely non-lattice, if none of the �̃� ( 𝑗 )0 is lattice.

Next recall that the sets 𝐹 ( 𝑗 ) may be constructed by means of the code spaces

Σ ( 𝑗 ) := {1, . . . , 𝑁 ( 𝑗 ) }N ,

i.e., the set of all infinite words over the alphabet {1, . . . , 𝑁 ( 𝑗 ) }. We write Σ
( 𝑗 )
𝑚 := {1, . . . , 𝑁 ( 𝑗 ) }𝑚

for the set of all words 𝑤 of length |𝑤 | = 𝑚, Σ ( 𝑗 )
∗ :=

⋃∞
𝑚=1 Σ

( 𝑗 )
𝑚 for the set of all finite words,

𝑤 |𝑚 := 𝑤1𝑤2 . . . 𝑤𝑚, if 𝑤 = 𝑤1𝑤2 . . . 𝑤𝑚𝑤𝑚+1 . . ., for the restriction of a (finite or infinite)
word to the first 𝑚 letters, and 𝑣𝑤 for the concatenation of a finite word 𝑣 and a word 𝑤. If
𝑤 = 𝑤1 . . . 𝑤𝑚 ∈ Σ

( 𝑗 )
𝑚 , then we also use the abbreviations

𝑆
( 𝑗 )
𝑤 := 𝑆 ( 𝑗 )𝑤1 ◦ . . . ◦ 𝑆 ( 𝑗 )𝑤𝑚

and 𝑟
( 𝑗 )
𝑤 := 𝑟 ( 𝑗 )𝑤1 . . . 𝑟

( 𝑗 )
𝑤𝑚

for the mapping and the corresponding contraction ratio. Finally, we set

𝐸
( 𝑗 )
𝑤 := 𝑆 ( 𝑗 )𝑤 (𝐸)

for any set 𝐸 ⊂ R𝑛 and 𝑤 ∈ Σ
( 𝑗 )
∗ . (For completeness, we also write 𝐸 ( 𝑗 )

∅ := 𝐸 for any 𝑗 .) In these
terms the set 𝐹 ( 𝑗 ) is determined by

𝐹 ( 𝑗 ) =
∞⋂
𝑚=1

⋃
𝑤∈Σ ( 𝑗)

𝑚

𝐾
( 𝑗 )
𝑤
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for an arbitrary compact set 𝐾 ⊂ R𝑛 with 𝑆 ( 𝑗 )
𝑖

(𝐾) ⊂ 𝐾 , 𝑖 = 1, . . . , 𝑁 ( 𝑗 ) . Iterated applications of the
self-similarity property yields

𝐹 ( 𝑗 ) =
⋃

𝑤∈Σ ( 𝑗)
𝑚

𝐹
( 𝑗 )
𝑤 , 𝑚 ∈ N. (123)

Alternatively, the self-similar fractal 𝐹 ( 𝑗 ) is the image of the code space Σ ( 𝑗 ) under the projection
𝜋 ( 𝑗 ) : Σ ( 𝑗 ) → 𝐹 ( 𝑗 ) given by

𝜋 ( 𝑗 ) (𝑤) := lim
𝑚→∞

𝑆
( 𝑗 )
𝑤 |𝑚 (𝑥0)

for an arbitrary starting point 𝑥0. The mapping 𝑤 ↦→ 𝑥 = 𝜋 ( 𝑗 ) (𝑤) is biunique except for a set of
points 𝑥 ∈ 𝐹 ( 𝑗 ) of vanishing 𝑑-dimensional Hausdorff measure H 𝑑 , where the Hausdorff dimension
𝑑 of 𝐹 ( 𝑗 ) is determined by (116). Up to exceptional points we identify 𝑥 ∈ 𝐹 ( 𝑗 ) with its coding
sequence and write 𝑥1𝑥2 . . . for this infinite word, i.e. 𝜋 ( 𝑗 ) (𝑥1𝑥2 . . .) = 𝑥. For brevity, we will later
on omit 𝜋 ( 𝑗 ) in this notation and write

𝑥 |𝑚 := 𝑥1 . . . 𝑥𝑚 and 𝑆
( 𝑗 )
𝑥 |𝑚 = 𝑆

( 𝑗 )
𝑥1 ◦ . . . ◦ 𝑆 ( 𝑗 )𝑥𝑚 (124)

for the corresponding finite words.

If 𝜈 ( 𝑗 ) denotes the infinite product measure on Σ ( 𝑗 ) of the probability measure on the alphabet
{1, . . . , 𝑁 ( 𝑗 ) }which assigns to 𝑖 the probability (𝑟 ( 𝑗 )

𝑖
)𝑑 , then the normalized 𝑑-dimensional Hausdorff

measure with support 𝐹 ( 𝑗 ) is the image of 𝜈 ( 𝑗 ) w.r.t. 𝜋 ( 𝑗 ) , i.e.,

𝜇 ( 𝑗 ) := H 𝑑 (𝐹 ( 𝑗 ) )−1H 𝑑 (𝐹 ( 𝑗 ) ∩ (·)) = 𝜈 ( 𝑗 ) ◦ 𝜋−1. (125)

It is also called the self-similar measure on 𝐹 ( 𝑗 ) , since we have

𝜇 ( 𝑗 ) =
𝑁 ( 𝑗)∑︁
𝑖=1

(𝑟 ( 𝑗 )
𝑖

)𝑑 𝜇 ( 𝑗 ) ◦ (𝑆 ( 𝑗 )
𝑖

)−1 . (126)

Furthermore, 𝐹 ( 𝑗 ) is a 𝑑-set. Indeed, by OSC, there exist positive constants 𝑐𝐹 ( 𝑗) and 𝐶𝐹 ( 𝑗) such that

𝑐𝐹 ( 𝑗) 𝑟
𝑑 ≤ H 𝑑 (𝐹 ( 𝑗 ) ∩ 𝐵(𝑥, 𝑟)) ≤ 𝐶𝐹 ( 𝑗) 𝑟

𝑑 (127)

for any 𝑥 ∈ 𝐹 ( 𝑗 ) and any 𝑟 ∈ (0, |𝑂 ( 𝑗 ) |).

If 𝐹 ( 𝑗 ) satisfies SOSC (119) with respect to 𝑂 ( 𝑗 ) , then one obtains for any 𝑝 ∈ N,∫
| ln 𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) ) |𝑝 𝜇 ( 𝑗 ) (𝑑𝑦) < ∞. (128)

(See Graf [32, proof of Proposition 3.4] for 𝑝 = 1. The proof for general 𝑝 is similar.) This implies,
in particular, that, for such 𝑂 ( 𝑗 ) ,

H 𝑑 (𝐹 ( 𝑗 ) ∩ 𝜕𝑂 ( 𝑗 ) ) = 0 , (129)

which can also be seen using other methods.

6 Associated fractal curvatures - local approach
We consider throughout a domain Ω ⊂ R𝑛 with piecewise self-similar boundary as introduced in
(115). In this section we suppose additionally that for each self-similar set 𝐹 ( 𝑗 ) in the boundary 𝜕Ω
there exists a strong feasible set 𝑂 ( 𝑗 ) such that

𝑂 ( 𝑗 ) ∩𝑂 (𝑖) = ∅, 𝑖 ≠ 𝑗 . (130)
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In view of our boundary problem, we additionally suppose that the 𝑆 ( 𝑗 )
𝑖

are mapping some local
interior neighborhoods of the boundary 𝜕Ω into itself. More precisely, for each 𝑗 = 1, . . . , 𝑀 there
exists some open set 𝐺 ( 𝑗 ) such that

𝐹 ( 𝑗 ) ∩𝑂 ( 𝑗 ) ⊂ 𝐺 ( 𝑗 ) and 𝑆 ( 𝑗 )
𝑖

(Ω ∩ 𝐺 ( 𝑗 ) ) ⊂ Ω ∩ 𝐺 ( 𝑗 ) , 𝑖 = 1, . . . , 𝑁 ( 𝑗 ) . (131)

We approximate Ω by outer parallel sets of small distances and consider limits of associated rescaled
curvatures as defined in (122). In order to use the piecewise self-similar structure of the boundary
and the classical Renewal theorem, we apply here an appropriate localization procedure by means of
bump functions.
Definition 4. Let 𝑎 > 1 and 𝑔 : [0,∞) → [0, 1] be some function with supp(𝑔) = [0, 1], which
is continuous on [0, 1] and satisfies 𝑔(𝑡) > 0 for 𝑡 ∈ [0, 1). Then the functions 𝐴𝜕Ω (𝑥, 𝜀) : R𝑛 →
[0,∞), defined by

𝐴𝜕Ω (𝑥, 𝜀) (𝑧) :=
𝜀𝑑 𝑔

(
|𝑥−𝑧 |
𝑎𝜀

)
∫
𝜕Ω
𝑔

(
|𝑦−𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦)

, if |𝑧 − 𝑥 | < 𝑎𝜀 ,

and 𝐴𝜕Ω (𝑥, 𝜀) (𝑧) := 0 for |𝑥 − 𝑧 | ≥ 𝑎𝜀, with parameters 𝑥 ∈ 𝜕Ω, 0 < 𝜀 ≤ 1, are collectively called
a localizing family of bump functions associated with 𝜕Ω.

First observe that the function 𝐴𝜕Ω (𝑥, 𝜀) is well-defined for any 𝑥 ∈ 𝜕Ω and any 𝜀 ≤ 1. Indeed, for
fixed 𝑥 and 𝑧 with |𝑥−𝑧 |

𝑎𝜀
< 1 denote 𝛿 := 1 − |𝑥−𝑧 |

𝑎𝜀
and 𝑟 := (𝛿 − 𝛿′)𝑎𝜀 for some 𝛿′ < 𝛿. Then the

integral in the denominator is nonzero. To see this note that for 𝑥 ∈ 𝐹 ( 𝑗 ) and 𝑦 ∈ 𝐵(𝑥, 𝑟) we get
|𝑦−𝑧 |
𝑎𝜀

≤ |𝑦−𝑥 |
𝑎𝜀

+ |𝑥−𝑧 |
𝑎𝜀

≤ 𝛿 − 𝛿′ + 1 − 𝛿 = 1 − 𝛿′. Hence,∫
𝜕Ω

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦) ≥

∫
𝐹 ( 𝑗)∩𝐵(𝑥,𝑟 )

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦)

≥ min
𝑢∈[0,1−𝛿′ ]

𝑔(𝑢) H 𝑑 (𝐹 ( 𝑗 ) ∩ 𝐵(𝑥, 𝑟)) > const 𝑟𝑑 > 0.

Therefore the function 𝐴𝜕Ω (𝑥, 𝜀) is well-defined. Standard examples for 𝑔 are the indicator function
1[0,1] , or 𝑔(𝑢) = max{1 − 𝑢, 0}, 𝑢 > 0. Note that the function (𝑥, 𝜀, 𝑧) ↦→ 𝐴𝜕Ω (𝑥, 𝜀) (𝑧) is Borel-
measurable. Moreover, setting

𝑏 := max
{
2𝑎, max

𝑚,𝜂 (𝑡 )
|𝑂 ( 𝑗 ) |

}
(132)

and recalling the notation (124), the bump functions 𝐴𝜕Ω (𝑥, 𝜀) satisfy the following properties.
Proposition 8.

supp(𝐴𝜕Ω (𝑥, 𝜀)) = 𝐵(𝑥, 𝑎𝜀) , (133)∫
𝜕Ω

𝐴𝜕Ω (𝑥, 𝜀) (𝑧)H 𝑑 (𝑑𝑥) = 𝜀𝑑 for all 𝑧 ∈ 𝜕Ω(𝜀) , (134)

𝐴𝜕Ω (𝑥, 𝜀) (𝑧) ≤ 𝐶 for all 𝑥 ∈ 𝜕Ω, 𝑧 ∈ 𝜕Ω(𝜀), 𝜀 < 1, and some constant 𝐶. (135)

Furthermore, if 𝑥 ∈ 𝐹 ( 𝑗 ) , 𝜀 ≤ 1 and 𝑚 ∈ N are such that 𝜀 < 𝑏−1𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )
𝑥 |𝑚) holds, then

𝐴𝜕Ω (𝑥, 𝜀) (𝑧) = 𝐴𝜕Ω
(
(𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑥, (𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀
) (
(𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧
)
, for all 𝑧. (136)

Proof. Equation (133) is obvious. In order to show (134) and (135) note that for any 𝑧 ∈ 𝜕Ω(𝜀) there
exists a 𝑢 ∈ 𝜕Ω such that |𝑢 − 𝑧 | = 𝜀. Then we get for 0 < 𝛿 < 𝑎 − 1 and any 𝑦 ∈ 𝜕Ω ∩ 𝐵(𝑢, 𝛿𝜀),

|𝑦 − 𝑧 |
𝑎𝜀

≤ |𝑦 − 𝑢 |
𝑎𝜀

+ |𝑢 − 𝑧 |
𝑎𝜀

≤ 𝛿

𝑎
+ 1
𝑎
=
𝛿 + 1
𝑎

=: 𝑐 < 1.
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Consequently, ∫
𝜕Ω

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦) ≥

∫
𝜕Ω∩𝐵(𝑢, 𝛿𝜀)

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦)

≥ min
𝑢∈[0,𝑐]

𝑔(𝑢) H 𝑑 (𝜕Ω ∩ 𝐵(𝑢, 𝛿𝜀)) > const 𝛿𝑑𝜀𝑑 := 𝐶′ 𝜀𝑑 .

Note that the constant 𝐶′ depends only on 𝛿, i.e., on 𝑎. In the last inequality we have used again the
𝑑-set property of the Hausdorff measure on 𝜕Ω which follows from those for the components 𝐹 ( 𝑗 ) .
This estimate together with the definition of 𝐴𝜕Ω implies, in particular, (134). Furthermore, since
the function 𝑔 in the numerator of the bump function is not greater than 1, we obtain (135).
Finally, (136) can be seen as follows. Recall that supp(𝑔) = [0, 1]. Let 𝑥 ∈ 𝐹 ( 𝑗 ) , 𝜀 > 0 and 𝑚 ∈ N
such that 𝜀 ≤ 𝑏−1𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )

𝑥 |𝑚) holds. Note that this inequality implies (𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀 ≤ 1. For any 𝑧
as above with 𝑧 ∉ 𝐵(𝑥, 𝑎𝜀), we have (𝑆 ( 𝑗 )

𝑥 |𝑚)
−1𝑧 ∉ 𝐵((𝑆 ( 𝑗 )

𝑥 |𝑚)
−1𝑥, 𝑎(𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀) and thus both sides of

(136) will be zero. So let from now on 𝑧 ∈ 𝐵(𝑥, 𝑎𝜀). Since 𝑏 ≥ 2𝑎, we obtain for any 𝑦 ∈ 𝜕Ω with
|𝑦 − 𝑧 | ≤ 𝑎𝜀 that |𝑦 − 𝑥 | ≤ |𝑦 − 𝑧 | + |𝑧 − 𝑥 | ≤ 2𝑎𝜀 ≤ 𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )

𝑥 |𝑚). This implies that 𝑦 ∈ 𝐹 ( 𝑗 )
𝑥 |𝑚 by

OSC and the disjointness of the 𝑂 ( 𝑗 ) for different 𝑗 . Consequently,∫
𝜕Ω

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦) =

∫
𝐹

( 𝑗)
𝑥 |𝑚

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦)

=

∫
𝐹

( 𝑗)
𝑥 |𝑚

𝑔

( ��(𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑦 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧
��

𝑎(𝑟 ( 𝑗 )
𝑥 |𝑚)−1𝜀

)
H 𝑑 (𝑑𝑦)

= (𝑟 ( 𝑗 )
𝑥 |𝑚)

𝑑

∫
𝐹 ( 𝑗)

𝑔

( ��𝑦 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧
��

𝑎(𝑟 ( 𝑗 )
𝑥 |𝑚)−1𝜀

)
H 𝑑 (𝑑𝑦), (137)

where for the second equality we have used that 𝑆 ( 𝑗 )
𝑥 |𝑚 is a similitude with contraction ratio 𝑟 ( 𝑗 )

𝑥 |𝑚,
which implies also

𝑔

(
|𝑥 − 𝑧 |
𝑎𝜀

)
= 𝑔

( ��(𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑥 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧
��

𝑎(𝑟 ( 𝑗 )
𝑥 |𝑚)−1𝜀

)
.

The third equality is due to the scaling properties of the Hausdorff measure on 𝐹 ( 𝑗 ) . Furthermore,
we have 𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )

𝑥 |𝑚) = 𝑟
( 𝑗 )
𝑥 |𝑚𝑑 ((𝑆

( 𝑗 )
𝑥 |𝑚)

−1𝑥, 𝜕𝑂 ( 𝑗 ) ) and | (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑥 | ≤ 𝑎(𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀.
Therefore, we obtain for any 𝑦 ∈ 𝜕Ω and any 𝑧 with |𝑦 − (𝑆 ( 𝑗 )

𝑥 |𝑚)
−1𝑧 | ≤ 𝑎(𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀 that

|𝑦 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑥 | ≤ 2𝑎 𝜀(𝑟 ( 𝑗 )
𝑥 |𝑚)

−1 ≤ 𝑏 𝜀(𝑟 ( 𝑗 )
𝑥 |𝑚)

−1 ≤ 𝑑 (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑥, 𝜕𝑂 ( 𝑗 ) ).

Hence, 𝑦 ∈ 𝐹 ( 𝑗 ) and therefore integration over 𝐹 ( 𝑗 ) in (137) may be replaced by integration over
𝜕Ω. This yields∫

𝜕Ω

𝑔

(
|𝑦 − 𝑧 |
𝑎𝜀

)
H 𝑑 (𝑑𝑦) = (𝑟 ( 𝑗 )

𝑥 |𝑚)
𝑑

∫
𝜕Ω

𝑔

( ��𝑦 − (𝑆 ( 𝑗 )
𝑥 |𝑚)

−1𝑧
��

𝑎(𝑟 ( 𝑗 )
𝑥 |𝑚)−1𝜀

)
H 𝑑 (𝑑𝑦).

The last two equalities lead to (136). □

Now we are ready to state the main result of this section regarding the limiting behaviour of the
Lipschitz-Killing curvature measures 𝐶𝑘 (Ω(𝜀), ·), 𝑘 = 0, . . . , 𝑛 − 1, as 𝜀 → 0, provided the corre-
sponding regularity condition (120) is fulfilled. For brevity, we will write

𝐶𝑘 (Ω(𝜀), 𝜑) :=
∫

𝜑(𝑧) 𝐶𝑘 (Ω(𝜀), 𝑑𝑧) for integrable functions 𝜑.
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Theorem 4. Let Ω be a bounded open set in R𝑛 with piecewise self-similar boundary as defined in
(115), i.e., 𝜕Ω =

⋃𝑀
𝑗=1 𝐹

( 𝑗 ) , where the 𝐹 ( 𝑗 ) are self-similar sets with the same Hausdorff dimension
𝑑 satisfying SOSC (119). For each 𝐹 ( 𝑗 ) there exists a strong feasible set 𝑂 ( 𝑗 ) such that (130) and
(131) hold.
Let 𝑘 ∈ {0, . . . , 𝑛− 1}. If 𝑘 ≤ 𝑛− 2, then we suppose additionally that the regularity condition (120)
is satisfied (which is always true for 𝑛 ≤ 3) and that the estimate

ess sup
𝜀≤1

1
𝑓 (𝜀)

∫
𝐹 ( 𝑗)

1
{
𝑑 (𝑦, 𝜕𝑂 ( 𝑗 )

𝑦1 ) ≤ 𝑏 𝜀

}
𝜀−𝑘𝐶var

𝑘 (Ω(𝜀), 𝐴𝜕Ω (𝑦, 𝜀)) H 𝑑 (𝑑𝑦) < ∞ (138)

holds for all 𝑗 ∈ {1, . . . , 𝑀}, some bounded function 𝑓 : (0,∞) ↦→ (0,∞) such that 𝑡 ↦→ 𝑓 (𝑒−𝑡 ),
𝑡 ∈ (0,∞), is directly Riemann integrable, and some family of bump functions 𝐴𝜕Ω (𝑥, 𝜀) as in
Definition 4 with constants 𝑎 > 1 and 𝑏 as in (132).

Then we obtain the following limits, where 𝜂 ( 𝑗 ) :=
∑𝑁 ( 𝑗)

𝑖=1 | ln 𝑟 ( 𝑗 )
𝑖

| (𝑟 ( 𝑗 )
𝑖

)𝑑 , 𝑗 = 1, . . . , 𝑀 .

(i) If the generating system for 𝜕Ω is completely non-lattice (cf. Def. 3), then the outer fractal
curvatures of 𝜕Ω (as defined in (122)) exist and are given by

𝐶frac
𝑘 (𝜕Ω,Ω−) =

𝑀∑︁
𝑗=1

𝐼
( 𝑗 )
𝑘
, where

𝐼
( 𝑗 )
𝑘

:= (𝜂 ( 𝑗 ) )−1
∫
𝐹 ( 𝑗)

∫ 𝑏−1𝑑 (𝑥,𝜕𝑂 ( 𝑗) )

𝑏−1𝑑 (𝑥,𝜕𝑂 ( 𝑗)
𝑥 |1 )

𝜀−(𝑘+1)𝐶𝑘 (Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)) 𝑑𝜀H 𝑑 (𝑑𝑥).

(ii) If there ist some ℓ < 𝑀 such that the sets 𝐹 (1) , . . . , 𝐹 (ℓ ) are non-lattice, and the others are
lattice with the same lattice constant ℎ, then one has for Lebesgue-a.a. 𝑢 ∈ [0, ℎ),

lim
𝑛→∞

𝑒 (𝑢+𝑛ℎ) (𝑑−𝑘 ) 𝐶𝑘
(
Ω(𝑒−(𝑢+𝑛ℎ) )

)
=

ℓ∑︁
𝑗=1

𝐼
( 𝑗 )
𝑘

+
𝑀∑︁
𝑗=ℓ+1

𝐿
( 𝑗 )
𝑘

(𝑢),

where 𝐼 ( 𝑗 )
𝑘

is as above and 𝐿 ( 𝑗 )
𝑘

(𝑢) is given by

(𝜂 ( 𝑗 ) )−1
∞∑︁
𝑚=1

𝑒−𝑘 (𝑢+𝑚ℎ)
∫
𝐹 ( 𝑗)

1
{
𝑏−1𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )

𝑥 |1) ≤ 𝑒
−(𝑢+𝑚ℎ) < 𝑏−1𝑑 (𝑥, 𝜕𝑂 ( 𝑗 ) )

}
𝐶𝑘

(
Ω(𝑒−(𝑢+𝑚ℎ) ), 𝐴𝜕Ω (𝑥, 𝑒−(𝑢+𝑚ℎ) )

)
H 𝑑 (𝑑𝑥).

Proof. The main arguments for (i) and (ii) are similar as in the proof of Theorem 3.1 in [92], where
a special bump function was used. We will give a detailed proof for our situation.
First recall from (109) the definition of the set Reg of regular distances to a set. We now denote

Reg∗ (Ω) :=
𝑀⋂
𝑗=1

⋂
𝑤∈Σ ( 𝑗)

∗

Reg
(
(𝑆 ( 𝑗 )𝑤 )−1 (Ω)

)
. (139)

From (110) we obtain
L

(
Reg∗ (Ω)𝑐

)
= 0. (140)

Note that 𝜀 ∈ Reg∗ (Ω) implies that (𝑟𝑤)−1𝜀 ∈ Reg∗ (Ω) for all 𝑤 ∈ Σ
( 𝑗 )
∗ , 𝑗 = 1, . . . , 𝑀 . In the sequel

we consider only such 𝜀, i.e., Lebesgue almost all.

Next recall thatH 𝑑-a.a. points 𝑥 ∈ 𝐹 ( 𝑗 ) have a unique coding sequence 𝑥1𝑥2𝑥3 . . ., which we identify
with 𝑥. If we define for such 𝑥, 𝑇 (𝑥) := (𝑆 ( 𝑗 )𝑥1 )−1 (𝑥), then 𝑇 (𝑥) ∈ 𝐹 ( 𝑗 ) and we can again identify
𝑇 (𝑥) with its coding sequence, i.e.,

𝑇 (𝑥) = 𝑥2𝑥3 . . . .
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Recall that 𝑏 = max
{
2𝑎,max𝑚,𝜂 (𝑡 ) |𝑂 ( 𝑗 ) |

}
. Let now 𝑥 ∈ 𝐹 ( 𝑗 ) , 𝜀 ≤ 1 and 𝑚 ∈ N be such that the

condition 𝜀 < 𝑏−1𝑑 (𝑥, 𝜕𝑆 ( 𝑗 )
𝑥 |𝑚𝑂

( 𝑗 ) ) is satisfied. Then

𝑑

(
𝑥, 𝜕𝑂

( 𝑗 )
𝑥 |𝑚

)
= 𝑟

( 𝑗 )
𝑥 |𝑚 𝑑

(
𝑇𝑚𝑥, 𝜕𝑂 ( 𝑗 )

)
,

and therefore 𝜀 < (𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀 ≤ 1 because of the choice of the constant 𝑏. Furthermore, this condition
implies that, for any 𝑎′ with 𝑎 < 𝑎′ < 2𝑎 − 1,

Ω(𝜀) ∩ 𝐵(𝑥, 𝑎′𝜀)◦ =
(
𝑆
( 𝑗 )
𝑥 |𝑚 (Ω) (𝜀)

)
∩ 𝐵(𝑥, 𝑎′𝜀)◦

= 𝑆
( 𝑗 )
𝑥 |𝑚

(
Ω((𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀)

)
∩ 𝐵(𝑥, 𝑎′𝜀)◦. (141)

In order to show the first equality, first note that by SOSC with disjoint 𝑂 ( 𝑗 ) and the inclusion
property (131) we get

Ω ∩ 𝐵(𝑥, 𝑎′𝜀)◦ = 𝑆 ( 𝑗 )
𝑥 |𝑚 (Ω) ∩ 𝐵(𝑥, 𝑎

′𝜀)◦.

Then it suffices to show that (
𝑆
( 𝑗 )
𝑤 𝐹 (𝑙)

)
(𝜀) ∩ 𝐵(𝑥, 𝑎′𝜀)◦ = ∅

for all pairs (𝑙, 𝑤) of numbers and words such that either 𝑙 = 𝑗 , 𝑤 ∈ 𝑊 ( 𝑗 )
𝑚 , 𝑤 ≠ 𝑥 |𝑚, or 𝑙 ≠ 𝑗 ,

𝑤 = 𝑥 |𝑚 or 𝑤 = ∅. (This means that there are no contributions to the parallel set Ω(𝜀) within the
ball 𝐵(𝑥, 𝑎′𝜀)◦ arising from the other parts of the boundary 𝜕Ω.)
Suppose the contrary, i.e., that there is some 𝑦 ∈ (𝑆 ( 𝑗 )𝑤 𝐹 (𝑙) ) (𝜀) ∩ 𝐵(𝑥, 𝑎′𝜀)◦ for such a pair (𝑙, 𝑤).
Then we have |𝑥 − 𝑦 | < 𝑎′𝜀 and there exists some 𝑧 ∈ 𝑆

( 𝑗 )
𝑤 (𝐹 (𝑙) ) such that |𝑦 − 𝑧 | ≤ 𝜀. Hence,

|𝑥 − 𝑧 | ≤ |𝑥 − 𝑦 | + |𝑦 − 𝑧 | < 𝑎′𝜀 + 𝜀 and thus, 𝑑 (𝑥, 𝑆 ( 𝑗 )𝑤 (𝐹 (𝑙) ) ≤ (𝑎′ + 1)𝜀 < 2𝑎𝜀. By SOSC
with disjoint 𝑂 ( 𝑗 ) this is in all three cases for the pairs (𝑙, 𝑤) a contradiction to the condition
𝑑 (𝑥, 𝜕𝑂 ( 𝑗 )

𝑥 |𝑚) ≥ 𝑏𝜀 ≥ 2𝑎𝜀. Consequently, the above intersection sets are empty, which leads to (141).
Therefore we can use the locality (114) of curvature measures and supp(𝐴𝜕Ω (𝑥, 𝜀)) = 𝐵(𝑥, 𝑎𝜀) in
order to obtain for 𝜀 ∈ Reg∗ (Ω) ∩ (0, 1], H 𝑑-a.a. 𝑥 ∈ 𝐹 ( 𝑗 ) , 𝑚 ∈ N and 𝜀 < 𝑏−1𝑑 (𝑥, 𝜕𝑆 ( 𝑗 )

𝑥 |𝑚 (𝑂
( 𝑗 ) ))

the following.

𝐶𝑘 (Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)) = 𝐶𝑘
((
𝑆
( 𝑗 )
𝑥 |𝑚Ω

)
(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
= 𝐶𝑘

(
𝑆
( 𝑗 )
𝑥 |𝑚

(
Ω

(
(𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀
))
, 𝐴𝜕Ω (𝑥, 𝜀)

)
.

By the covariance representation (136) of the bump functions, the last expression is equal to

𝐶𝑘

(
𝑆
( 𝑗 )
𝑥 |𝑚

(
Ω

(
(𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀
))
, 𝐴𝜕Ω

(
𝑇𝑚𝑥, (𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀

)
◦ (𝑆 ( 𝑗 )

𝑥 |𝑚)
−1

)
.

Finally, using the scaling property of the curvature measures under similarities we infer for 𝜀, 𝑥, 𝑚
as above,

𝐶𝑘
(
Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
= (𝑟 ( 𝑗 )

𝑥 |𝑚)
𝑘𝐶𝑘

(
Ω((𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀), 𝐴𝜕Ω (𝑇𝑚𝑥, (𝑟 ( 𝑗 )𝑥 |𝑚)

−1𝜀)
)
. (142)

Recall (134), i.e.,
∫
𝜕Ω
𝐴𝜕Ω (𝑥, 𝜀) (𝑧)H 𝑑 (𝑑𝑥) = 𝜀𝑑 for all 𝑧 ∈ 𝜕 (Ω(𝜀)). Together with Fubini’s

37



theorem and (142) this allows to localize the rescaled total curvatures as follows.

𝜀𝑑−𝑘𝐶𝑘
(
Ω(𝜀)

)
=

∫
𝜀−𝑘

∫
𝐴𝜕Ω (𝑥, 𝜀) (𝑧)H 𝑑 (𝑑𝑥)𝐶𝑘 (Ω(𝜀), 𝑑𝑧)

=

∫
𝜕Ω

𝜀−𝑘𝐶𝑘
(
Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
H 𝑑 (𝑑𝑥)

=

𝑀∑︁
𝑗=1

∞∑︁
𝑚=1

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑥, 𝜕𝑆 ( 𝑗 )

𝑥 |𝑚+1 (𝑂
( 𝑗 ) ) ≤ 𝜀 < 𝑏−1𝑑 (𝑥, 𝜕𝑆 ( 𝑗 )

𝑥 |𝑚 (𝑂
( 𝑗 ) )

)
𝜀−𝑘𝐶𝑘

(
Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
H 𝑑 (𝑑𝑥)

+
𝑀∑︁
𝑗=1

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑥, 𝜕𝑆 ( 𝑗 )

𝑥 |1 (𝑂
( 𝑗 ) )) ≤ 𝜀

)
𝜀−𝑘𝐶𝑘

(
Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
H 𝑑 (𝑑𝑥)

=: 𝑆1 (𝜀) + 𝑆2 (𝜀) . (143)

By our integrability assumption the last sum 𝑆2 (𝜀) vanishes as 𝜀 → 0, where 𝜀 ∈ Reg∗ (Ω). In
the first sum 𝑆1 (𝜀) we now will consider the summands with different 𝑗 separately and derive the
corresponding limit expression. Summation over 𝑗 then leads to the assertion. In view of (142) we
get for such a sum the expression

∞∑︁
𝑚=1

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑟

( 𝑗 )
𝑥 |𝑚𝑑 (𝑇

𝑚𝑥, 𝜕𝑆
( 𝑗 )
(𝑇𝑚𝑥

)1 (𝑂 ( 𝑗 ) )) ≤ 𝜀 < 𝑏−1𝑟
( 𝑗 )
𝑥 |𝑚𝑑 (𝑇

𝑚𝑥, 𝜕𝑂 ( 𝑗 ) )
)

𝜀−𝑘𝐶𝑘
(
Ω(𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

)
H 𝑑 (𝑑𝑥)

=

∞∑︁
𝑚=1

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑇𝑚𝑥, 𝜕𝑆 ( 𝑗 )(𝑇𝑚𝑥 )1 (𝑂

( 𝑗 ) )) ≤ (𝑟 ( 𝑗 )
𝑥 |𝑚)

−1𝜀 < 𝑏−1𝑑 (𝑇𝑚𝑥, 𝜕𝑂 ( 𝑗 ) )
)

𝜀−𝑘 (𝑟 ( 𝑗 )
𝑥 |𝑚)

𝑘𝐶𝑘
(
Ω((𝑟𝑥 |𝑚)−1𝜀), 𝐴𝜕Ω (𝑇𝑚𝑥, (𝑟 ( 𝑗 )𝑥 |𝑚)

−1𝜀)
)
H 𝑑 (𝑑𝑥) .

Recall that we identify the points 𝑥 ∈ 𝐹 ( 𝑗 ) with their coding sequences and that the normalized
Hausdorff measure 𝜇 ( 𝑗 ) on𝐹 ( 𝑗 ) is the image of the product measure 𝜈 ( 𝑗 ) on the code side. Substituting
𝑥 = 𝑥1 . . . 𝑥𝑚𝑥𝑚+1 . . . =: 𝑥1 . . . 𝑥𝑚𝑦1𝑦2 . . . = 𝑥 |𝑚 𝑦 in the integrals we obtain for the last expression

∞∑︁
𝑚=1

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 (𝑂 ( 𝑗 ) ) ≤ (𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )

)
𝜀−𝑘 (𝑟 ( 𝑗 )

𝑥 |𝑚)
𝑘𝐶𝑘

(
Ω((𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀), 𝐴𝜕Ω (𝑦, (𝑟 ( 𝑗 )𝑥 |𝑚)

−1𝜀)
)
H 𝑑 (𝑑 (𝑥 |𝑛 𝑦))

=

∞∑︁
𝑚=1

∫
𝐹 ( 𝑗)

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 (𝑂 ( 𝑗 ) )) ≤ (𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )

)
𝜀−𝑘 (𝑟 ( 𝑗 )

𝑥 |𝑚)
𝑘𝐶𝑘

(
Ω((𝑟 ( 𝑗 )

𝑥 |𝑚)
−1𝜀), 𝐴𝜕Ω (𝑦, (𝑟 ( 𝑗 )𝑥 |𝑚)

−1𝜀)
)
H 𝑑 (𝑑𝑦)𝜇(𝑑𝑥).

In order to translate this into the language of the classical Renewal theorem we denote the distribution
of 𝑟 ( 𝑗 )

𝑥 |𝑚 with respect to 𝜇 ( 𝑗 ) , i.e., of the product of 𝑚 i.i.d. random variables, by 𝜈 ( 𝑗 )𝑚 and that of
their absolute logarithmic values by �̃� ( 𝑗 )𝑚 . Then �̃� ( 𝑗 )𝑚 is the 𝑚-th convolution power of the discrete
distribution �̃� ( 𝑗 )0 =

∑𝑁 ( 𝑗)

𝑖=1 1( ·) ( | ln 𝑟 ( 𝑗 )𝑖
|) (𝑟 ( 𝑗 )

𝑖
)𝑑 .We further consider the associated renewal function

𝑈 ( 𝑗 ) (𝑠) :=
∞∑︁
𝑚=1

�̃�
( 𝑗 )
𝑚 ((0, 𝑠])

and substitute 𝜀 by 𝑒−𝑡 , i.e., 𝑡 ∈ 𝑇 , where

𝑇 := {𝑡 > 0 : 𝑒−𝑡 ∈ Reg∗ (Ω)}.
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In these notations we get for the right-hand side of the above equation the expression

∞∑︁
𝑚=1

∫ ∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 (𝑂 ( 𝑗 ) )) ≤ 𝑟−1𝜀 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )

)
𝜀−𝑘𝑟𝑘𝐶𝑘

(
Ω(𝑟−1𝜀), 𝐴𝜕Ω (𝑦, 𝑟−1𝜀)

)
H 𝑑 (𝑑𝑦)𝜈 ( 𝑗 )𝑚 (𝑑𝑟)

=

∞∑︁
𝑚=1

∫ 𝑡

0

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 (𝑂 ( 𝑗 ) )) ≤ 𝑒𝑠−𝑡 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )

)
𝑒 (𝑡−𝑠)𝑘𝐶𝑘

(
Ω(𝑒𝑠−𝑡 ), 𝐴𝜕Ω (𝑦, 𝑒𝑠−𝑡 )

)
H 𝑑 (𝑑𝑦) �̃� ( 𝑗 )𝑚 (𝑑𝑠)

=

∫ 𝑡

0

∫
𝐹 ( 𝑗)

1
(
𝑏−1𝑑 (𝑦, (𝑆 ( 𝑗 )𝑦1 (𝑂 ( 𝑗 ) )) ≤ 𝑒𝑠−𝑡 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )

)
𝑒 (𝑡−𝑠)𝑘𝐶𝑘

(
Ω(𝑒𝑠−𝑡 ), 𝐴𝜕Ω (𝑦, 𝑒𝑠−𝑡 )

)
H 𝑑 (𝑑𝑦)𝑑𝑈 ( 𝑗 ) (𝑠)

=

∫ 𝑡

0
𝑧 ( 𝑗 ) (𝑡 − 𝑠) 𝑑𝑈 ( 𝑗 ) (𝑠) =: 𝑍 ( 𝑗 ) (𝑡)

where 𝑧 ( 𝑗 ) (𝑡) is defined by∫
𝐹 ( 𝑗)

1
{
𝑑 (𝑦, 𝜕𝑂 ( 𝑗 )

𝑦 |1) ≤ 𝑏𝑒−𝑡 < 𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )
}
𝑒𝑡 𝑘𝐶𝑘

(
Ω(𝑒−𝑡 ), 𝐴𝜕Ω (𝑦, 𝑒−𝑡 )

)
H 𝑑 (𝑑𝑦) ,

defined on 𝑇 . We now introduce two auxiliary functions on (0,∞) by

𝑧 ( 𝑗 ) (𝑡) :=


𝑧 ( 𝑗 ) (𝑡), if 𝑡 ∈ 𝑇
lim sup

𝑡′→𝑡

𝑡 ′∈𝑇

𝑧(𝑡′), if 𝑡 ∈ (0,∞) \ 𝑇,

𝑍
( 𝑗 ) (𝑡) :=

∫ 𝑡

0
𝑧 ( 𝑗 ) (𝑡 − 𝑠)𝑑𝑈 ( 𝑗 ) (𝑠), 𝑡 > 0.

Then we infer from the last of the above equalities that

𝑍
( 𝑗 ) (𝑡) = 𝑍 ( 𝑗 ) (𝑡) for 𝑡 ∈ 𝑇. (144)

By assumption (138), |𝑧 ( 𝑗 ) | is bounded by a directly Riemann integrable function. (For 𝑘 = 𝑛 − 1
this is always satisfied, see Proposition 9 below.) Furthermore, if 𝑧(𝑡) is continuous at all 𝑡 ∈ 𝑇 , then
by construction, 𝑧 ( 𝑗 ) is also continuous at these 𝑡, i.e., at Lebesgue almost all. (It can be seen by
means of convergence for sequences of points.) In this case 𝑧 ( 𝑗 ) is directly Riemann integrable, see
e.g. Asmussen [7, Prop. 4.1, p.118]. Therefore the Renewal theorem in Feller [24, p.363] tells us that
in the non-lattice case

lim
𝑡→∞

𝑍
( 𝑗 ) (𝑡) = (𝜂 ( 𝑗 ) )−1

∫ ∞

0
𝑧 ( 𝑗 ) (𝑡) 𝑑𝑡 .

The right hand side agrees with
1
𝜂 ( 𝑗 )

∫ ∞

0
𝑧 ( 𝑗 ) (𝑡) 𝑑𝑡 ,

since 𝑧 ( 𝑗 ) (𝑡) = 𝑧 ( 𝑗 ) (𝑡) for Lebesgue-a.a. 𝑡.

Substituting then 𝑒−𝑡 by 𝜀 and summing over 𝑗 one obtains the first assertion, taking into regard that∑𝑀
𝑗=1 𝑍

( 𝑗 ) (𝑡) = 𝑆1 (𝑒−𝑡 ) in equations (143).

In the lattice case the Renewal theorem leads for Lebesgue-a.a. 𝑢 ∈ [0, ℎ) to

lim
𝑛→∞

𝑍 ( 𝑗 ) (𝑢 + 𝑛ℎ) = ℎ

𝜂 ( 𝑗 )

∞∑︁
𝑚=1

𝑧 ( 𝑗 ) (𝑢 + 𝑚ℎ).
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Then summation over 𝑗 yields the second assertion, using the above convergence for those 𝑗 , where
the corresponding system is non-lattice.

Thus, it remains to show that 𝑧 ( 𝑗 ) (𝑡) is continuous at 𝑡 ∈ 𝑇 , equivalently, that the function
𝑧 ( 𝑗 ) (− ln 𝜀) :=∫

𝐹 ( 𝑗)
1
{
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 𝑂

( 𝑗 ) ) ≤ 𝜀 < 𝑏−1𝑑 (𝑦, 𝜕𝑂 ( 𝑗 ) )
}
𝐶𝑘

(
Ω(𝜀), 𝐴𝜕Ω (𝑦, 𝜀)

)
H 𝑑 (𝑑𝑦)

is continuous at 𝜀 ∈ Reg∗ (Ω) ∩ (0, 1]. To this aim we will use the weak convergence (108),

lim
𝜀′→𝜀

𝐶𝑘 (Ω(𝜀′), ·) = 𝐶𝑘 (Ω(𝜀), ·)

at all 𝜀 ∈ Reg∗ (Ω). For brevity we denote the indicator function under the integral by 1(𝑦, 𝜀). By
Fubini’s theorem the above function is equal to∫ ∫

𝐹 ( 𝑗)
1(𝑦, 𝜀)𝐴𝜕Ω (𝑦, 𝜀) (𝑧) H 𝑑 (𝑑𝑦) 𝐶𝑘 (Ω(𝜀), 𝑑𝑧) .

Note that the measure H 𝑑 restricted to 𝐹 ( 𝑗 ) has no mass on spheres (see [64, Lemma 2.1.3]).
Therefore the function

∫
𝐹 ( 𝑗) 1(𝑦, 𝜀)𝐴𝜕Ω (𝑦, 𝜀) (𝑧) H 𝑑 (𝑑𝑦) is continuous at any (𝑧, 𝜀) ∈ R𝑛 × (0, 1]

and hence, uniformly continuous on compact neighborhoods. Consequently, the function∫
𝐹 ( 𝑗)

1(𝑦, 𝜀′)𝐴𝜕Ω (𝑦, 𝜀′) (𝑧) H 𝑑 (𝑑𝑦)

is continuous at 𝑧 uniformly in 𝜀′ in a neighborhood of 𝜀. This together with the above weak continuity
of𝐶𝑘 implies the desired continuity of the above function 𝑧 ( 𝑗 ) (− ln 𝜀) at all 𝜀 ∈ Reg∗ (Ω) ∩ (0, 1]. □

The following property of the surface area of the parallel sets will be useful in the subsequent
statement.
Remark 7. The surface area of the parallel sets 𝐾 (𝑟) of arbitrary compact sets 𝐾 ⊂ R𝑛 has the
following property:

H𝑛−1 (𝜕 (𝐾 (𝑟))) ≤ 𝑛

𝑟
H𝑛 (𝐾 (𝑟)), 𝑟 > 0. (145)

This follows from the Kneser property of the volume function 𝑟 ↦→ H𝑛 (𝐾 (𝑟)) of 𝐾 , which implies
𝑑
𝑑𝑟
H𝑛 (𝐾 (𝑟)) ≤ 𝑛

𝑟
H𝑛 (𝐾 (𝑟)), see e.g. Rataj, Schmidt and Spodarev [57, Lemma 4.6 and its proof],

and from the fact that d
d𝑟H

𝑛 (𝐾 (𝑟)) = H𝑛−1 (𝜕 (𝐾 (𝑟))) for all 𝑟 > 0 except countably many. (See [58]
and [59] for more details.)

Now we provide a sufficient condition for the local estimate (138).
Proposition 9. If

𝑐max := max
𝑚,𝜂 (𝑡 )

ess sup
𝜀≤1

sup
𝑦∈𝐹 ( 𝑗)

𝜀−𝑘 𝐶var
𝑘

(
𝐹 ( 𝑗 ) (𝜀), 𝐵(𝑦, 𝑎𝜀)

)
< ∞ ,

which is always true for 𝑘 = 𝑛 − 1, then for any 𝑝 > 1 there is some constant 𝐶 > 0 such that the
function 𝑓 with

𝑓 (𝑒−𝑡 ) = 𝐶min (1, 𝑡−𝑝)

fulfills condition (138) of Theorem 4.

Proof. First recall that 𝐶𝑛−1 (Ω(𝜀), ·) = 1
2H

𝑛−1 (Ω(𝜀) ∩ (·)). Then for 𝑘 = 𝑛− 1 the condition of the
lemma follows from the corresponding estimate for the volume measure H𝑛 (Ω(𝜀) ∩ (·)) together
with (145) (see [64, Remark 3.22]).
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Next note that min(1, 𝑡−𝑝) is bounded and directly Riemann integrable on [0,∞). Moreover,����∫
𝐹 ( 𝑗)

1
{
𝑏−1𝑑

(
𝑦, 𝜕𝑆

( 𝑗 )
𝑦1 𝑂

( 𝑗 )
)
≤ 𝜀

}
𝜀−𝑘𝐶𝑘 (Ω(𝜀), 𝐴𝜕Ω (𝑦, 𝜀)) H 𝑑 (𝑑𝑦)

����
≤

∫
𝐹 ( 𝑗)

1
{
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 𝑂

( 𝑗 ) ) ≤ 𝜀
}
𝜀−𝑘𝐶var

𝑘

(
𝐹 ( 𝑗 ) (𝜀), 𝐵(𝑦, 𝑎𝜀)

)
H 𝑑 (𝑑𝑦)

≤ 𝑐max

∫
𝐹 ( 𝑗)

1
{
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 𝑂

( 𝑗 ) ) ≤ 𝜀
}
H 𝑑 (𝑑𝑦)

≤ 𝑐max

∫
𝐹 ( 𝑗)

1
{���ln (

𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 𝑂
( 𝑗 ) )

)��� ≥ | ln 𝜀 |
}
H 𝑑 (𝑑𝑦)

≤ 𝑐max | ln 𝜀 |−𝑝
∫
𝐹 ( 𝑗)

���ln (
𝑏−1𝑑 (𝑦, 𝜕𝑆 ( 𝑗 )𝑦1 𝑂

( 𝑗 ) )
)���𝑝 H 𝑑 (𝑑𝑦)

≤ 𝑐max | ln 𝜀 |−𝑝
∫
𝐹 ( 𝑗)

(
const+

���ln 𝑑 (𝑥, 𝜕𝑂 ( 𝑗 ) )
���) 𝑝 H 𝑑 (𝑑𝑥) ≤ const | ln 𝜀 |−𝑝

with varying constants in the estimates. Here we have applied the Markov inequality together with
the moment property (128) of the logarithmic distance function. Setting 𝜀 = 𝑒−𝑡 we infer the desired
estimate if | ln 𝜀 | > 1. In the case | ln 𝜀 | ≤ 1 we use the fact that the whole integral is bounded by
𝑐H 𝑑 (𝐹 ( 𝑗 ) ). □

Remark 8. An analysis of the proofs shows that in Theorem 4 and Proposition 9 the essential
supremum and the essential limit can always be replaced by those over the set Reg∗ (Ω) from (139).
Moreover, completely analogous results hold for the inner fractal curvatures as defined in (121).

Furthermore, in the general case, i.e., independently of whether the generating system is lattice or
non-lattice, under some integrability conditions the following average limits exist:

(i) for H 𝑑-a.a. 𝑥 ∈ 𝐹 ( 𝑗 ) the average density at 𝑥

lim
𝛿→0

1
| ln 𝛿 |

∫ 𝑏−1𝑑 (𝑥,𝜕𝑂 ( 𝑗) )

𝛿

𝜀−𝑘𝐶𝑘
(
𝐹 ( 𝑗 ) (𝜀), 𝐴𝜕Ω (𝑥, 𝜀)

) 𝑑𝜀
𝜀
,

exists and assumes the same value D ( 𝑗 )
𝑘,𝜕Ω

, which is given by the constant 𝐼 ( 𝑗 )
𝑘

from Theorem 4
(i), i.e., D ( 𝑗 )

𝑘,𝜕Ω
= 𝐼

( 𝑗 )
𝑘
, 𝑗 = 1, . . . 𝑀;

(ii) the average outer fractal curvatures of 𝜕Ω exist and are given by

𝐶frac
𝑘 (𝜕Ω,Ω−) := lim

𝛿→0

1
| ln 𝛿 |

∫ 1

𝛿

𝜀𝑑−𝑘𝐶𝑘
(
Ω(𝜀)

) 𝑑𝜀
𝜀

=

𝑀∑︁
𝑗=1

𝐼
( 𝑗 )
𝑘
,

in particular they agree with 𝐶frac
𝑘

(𝜕Ω,Ω−), whenever the latter exist;

(iii) the average outer fractal curvature measures of 𝜕Ω

𝐶frac
𝑘 (𝜕Ω,Ω− , ·) := lim

𝛿→0

1
| ln 𝛿 |

∫ 1

𝛿

𝜀𝑑−𝑘𝐶𝑘
(
Ω(𝜀), ·

) 𝑑𝜀
𝜀
,

exist as weak limits of signed measures, and satisfy

𝐶frac
𝑘 (𝜕Ω,Ω− , ·) =

∫
𝜕Ω

1( ·) (𝑥) D𝑘,𝜕Ω (𝑥) H 𝑑 (𝑑𝑥) ,

where D𝑘,𝜕Ω (𝑥) :=
∑𝑀
𝑗=1 1𝐹 ( 𝑗) (𝑥) D ( 𝑗 )

𝑘,𝜕Ω
for H 𝑑-almost all 𝑥 ∈ 𝜕Ω.

The proofs are similar as in [64] for the case of self-similar sets, where a special bump function was
used. Here they are omitted.
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Figure 7: Examples of domains with piecewise self-similar boundaries. Left: A Koch-type fractal
curve as constructed in Example 1 (here with parameter 𝑝 = 1

3
√

2
). Right: Domain bounded by three

scaled copies of the same Koch-type curve as in Example 1.

Example 1. To illustrate our results, we discuss a class of snowflake-type domains inR2. They include
the Koch snowflake depicted in Figure 6 (left) and the domains in Figure 7. For 𝑝 ∈ [ 1

6 ,
1
3 ] let 𝐹 = 𝐹𝑝

be the Koch type curve generated by an IFS of four similarity mappings {𝑆1, 𝑆2, 𝑆3, 𝑆4} given as
follows: 𝑆1 (𝑥) = 1

3𝑥, 𝑆2 (𝑥) = 𝑝𝑔𝑝 (𝑥) + ( 1
3 , 0), 𝑆3 (𝑥) = 𝑝𝑔−1

𝑝 (𝑥) + ( 1
2 , ℎ𝑝), 𝑆4 (𝑥) = 1

3𝑥 +
2
3 , 𝑥 ∈ R2,

where 𝑔𝑝 denotes the counterclockwise rotation by angle 𝛼𝑝 := arccos( 1
6𝑝 ) and ℎ𝑝 :=

√︃
𝑝2 − ( 1

6 )2.
It is easy to see that this IFS satisfies OSC (the interior 𝑂 of the convex hull of 𝐹𝑝 is a feasible open
set) and that 𝐹𝑝 is a fractal curve with endpoints (0, 0) and (1, 0). The pieces 𝑆𝑖𝐹𝑝 and 𝑆𝑖+1𝐹𝑝
intersect in a single point for 𝑖 = 1, 2, 3. The Minkowski dimension 𝑑 of 𝐹𝑝 is given by the equation
2(1/3)𝑑 + 2𝑝𝑑 = 1. For 𝑝 = 1

3 the standard Koch curve is obtained, and for 𝑝 = 1
6 , the generated set

𝐹 is the line segment from (0, 0) to (1, 0). Note that the dimension 𝑑 of 𝐹 increases monotonically
from 1 to ln 4/ln 3 as the parameter 𝑝 varies from 1

6 to 1
3 , and that the set 𝐹 is lattice for 𝑝 = 1

3 , while
it is non-lattice for most choices of 𝑝 (more precisely for all 𝑝 such that ln 𝑝/ln(1/3) ∉ Q). Observe
that 𝐹 is contained in the closed half-space above the 𝑥1-axis.
In order to construct a domain with piecewise self-similar boundary, pick three points 𝑃1, 𝑃2 and
𝑃3 in R2 in general position (i.e. not on a line). Fix some 𝑝 ∈ [ 1

6 ,
1
3 ] and the generated set 𝐹 = 𝐹𝑝

as above. Replace each side of the triangle 𝑃1𝑃2𝑃3 by a scaled copy of 𝐹 with the same endpoints
in such a way that the copy has nonempty intersection with the interior of the triangle. For an
equilateral triangle and 𝑝 = 1

3 , one obtains the Koch snowflake, the general situation is depicted in
Figure 7 (right). The domain Ω formed in this way has a piecewise self-similar boundary as in (115)
with pieces 𝐹 (1) , 𝐹 (2) and 𝐹 (3) of the same Minkowski dimension 𝑑 ∈ (1, 2) for any 𝑝 ∈ ( 1

6 ,
1
3 ].

Moreover, the set 𝑂 ( 𝑗 ) := int(conv(𝐹 ( 𝑗 ) )), i.e. the interior of the convex hull of 𝐹 ( 𝑗 ) , is a strong
feasible open sets for 𝐹 ( 𝑗 ) , 𝑗 = 1, 2, 3, such that the assumptions (130) and (131) are satisfied. Hence
Theorem 4 is applicable directly for 𝑘 = 1, and for 𝑘 = 0, if there exists a function 𝑓 as required
by the hypothesis. For this it suffices to check that the constant 𝑐max in Proposition 9 is finite. This
can indeed be seen as follows: by (133) and (135) in Proposition 8, there is some constant 𝐶′ > 0
such that 𝐶var

𝑘
(𝐹 ( 𝑗 ) (𝜀), 𝐴𝜕Ω (𝑦, 𝜀)) ≤ 𝐶′ ·𝐶var

𝑘
(𝐹 ( 𝑗 ) (𝜀), 𝐵(𝑦, 𝑎𝜀)) holds for all 𝑦 ∈ 𝐹 ( 𝑗 ) and almost
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all 0 < 𝜀 < 1 (namely all 𝜀 such that (𝜀, 𝐹 ( 𝑗 ) ) is regular). Now, by [89, Lemma 3.3], there is some
constant 𝐶′′ such that

𝐶var
𝑘 (𝐹 ( 𝑗 ) (𝜀), 𝐵(𝑦, 𝑎𝜀)) ≤ 𝐶′′𝜀𝑘#Σ̂ ( 𝑗 ) (𝐵(𝑦, 𝑎𝜀), 𝜀),

where, for any set 𝐵 ⊂ R𝑛 and some fixed 𝑅 >
√

2|𝐹 ( 𝑗 ) |,

Σ̂ ( 𝑗 ) (𝐵, 𝜀) :=
{
𝜎 ∈ Σ

( 𝑗 )
∗ : 𝑅𝑟𝜎 ≤ 𝜀 < 𝑅𝑟𝜎 | |𝜎 |−1 and (𝑆 ( 𝑗 )𝜎 𝐹 ( 𝑗 ) ) (𝜀) ∩ 𝐵 ≠ ∅

}
.

(That the assumptions of [89, Lemma 3.3] are satisfied is shown for the Koch curve in [87, Example
5.3] and the same argument carries over to all the curves considered here.) By a standard argument
related to OSC, one can see that, for fixed 𝜀, the cardinality of the families Σ̂ ( 𝑗 ) (𝐵(𝑦, 𝑎𝜀), 𝜀) is
bounded uniformly in 𝑦, and by a scaling argument, that the bound is the same for all 𝜀. Since this
is true for any 𝑗 , this allows to conclude the existence of the constant 𝑐max in Proposition 9.

7 Inner and outer fractal curvatures via tilings
Formulas for fractal curvatures of a domain with piecewise self-similar boundary may be also be
obtained from ’generator formulas’ as discussed in [88]. They are based on a tiling constructed on
some feasible open set from OSC. As a preparation, we recall the tiling construction for a single
self-similar set 𝐹 ⊂ R𝑛 generated by the IFS {𝑆1, . . . , 𝑆𝑁 } and satisfying OSC. We discuss a mild
generalization of a result from [88] regarding the existence of relative fractal curvatures. Later we
apply this result to the situation of a domain Ω with piecewise self-similar boundary as described
above. We use the notation from Section 5 but omit the upper index 𝑗 as long as we are discussing
a single self-similar set. Beside OSC we assume as before that 𝐹 ⊂ R𝑛 has Minkowski dimension 𝑑
strictly less than 𝑛.

Let 𝑂 be some feasible open set for 𝐹. We are interested in the limits

𝐶frac
𝑘 (𝐹,𝑂) := ess lim

𝜀↘0
𝜀𝑑−𝑘𝐶𝑘 (𝐹 (𝜀), 𝑂) and

𝐶frac
𝑘 (𝐹,𝑂) := lim

𝛿↘0

1
| ln 𝛿 |

∫ 1

𝛿

𝜀𝑑−𝑘𝐶𝑘 (𝐹 (𝜀), 𝑂)
𝑑𝜀

𝜀
,

which we call the 𝑘-th fractal curvature and average 𝑘-th fractal curvature of 𝐹 relative to 𝑂,
respectively. In order to obtain a generator formula for 𝐶frac

𝑘
(𝐹,𝑂) or 𝐶frac

𝑘
(𝐹,𝑂), we require a

feasible set 𝑂 such that the following projection condition is satisfied (which we recall from [88]):

𝑆𝑖𝑂 ⊂ 𝜋−1
𝐹
(𝑆𝑖𝐹), for 𝑖 = 1, . . . , 𝑁. (146)

Here 𝜋𝐹 denotes the metric projection onto the set 𝐹. Note that 𝜋𝐹 is defined on the set Unp(𝐹) of
points 𝑥 ∈ R𝑛 which have a unique nearest point in 𝐹. The projection condition has the following
important implication, which we recall from [88, Lemma 3.19(i)]:
Lemma 3. If the projection condition (146) holds, then, for each 𝜀 > 0 and 𝑖 = 1, . . . , 𝑁 ,

𝐹 (𝜀) ∩ 𝑆𝑖𝑂 = (𝑆𝑖𝐹) (𝜀) ∩ 𝑆𝑖𝑂. (147)

Let

𝐺 := 𝑂 \
𝑁⋃
𝑖=1

𝑆𝑖𝑂 and Γ := 𝑂 \
𝑁⋃
𝑖=1

𝑆𝑖𝑂.

Note that 𝐺 is an open set but Γ is not closed in general. It satisfies 𝐺 ⊂ Γ ⊂ 𝐺 ∪ ⋃𝑁
𝑖=1 𝜕𝑆𝑖𝑂.

Moreover, 𝐺 = int(Γ). (Indeed, if 𝑥 ∈ int(Γ) \ 𝐺, then on the one hand there is some 𝑟 > 0 such
that the ball 𝐵(𝑥, 𝑟) is contained in int(Γ). On the other hand, 𝑥 ∉ 𝐺 implies 𝑥 ∈ 𝜕𝑆𝑚,𝜂 (𝑡 )𝑂 for
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some 𝑗 ∈ {1, . . . , 𝑁}. Hence there exists a point 𝑦 ∈ 𝑆𝑚,𝜂 (𝑡 )𝑂 with 𝑑 (𝑥, 𝑦) < 𝑟 , i.e., 𝑦 ∈ 𝐵(𝑥, 𝑟), a
contradiction.) Consider the set family

T (𝑂) := {𝑆𝜎𝐺 : 𝜎 ∈ Σ∗}

of all copies of 𝐺 generated by applying finitely many maps 𝑆𝑖 of the IFS. T (𝑂) is a tiling of the set
𝑂 in the following sense: the tiles 𝑆𝜎𝐺 are pairwise disjoint and their closed union covers𝑂, that is,

𝑅 ∩ 𝑅′ = ∅ for all 𝑅, 𝑅′ ∈ T (𝑂) with 𝑅 ≠ 𝑅′ and 𝑂 =
⋃

𝑅∈T (𝑂)
𝑅,

see [52, Theorem 5.7]. 𝐺 is called the generator of the tiling T (𝑂).

We consider the relative inradius of 𝐺 w.r.t. 𝐹, given by

�̃� := sup{𝑑 (𝑥, 𝐹) : 𝑥 ∈ 𝐺}. (148)

Note that �̃� is equivalently given by sup{𝑑 (𝑥, 𝐹) : 𝑥 ∈ 𝑂}, see [88, p. 303] for a proof.

The following statement is a generalization of [88, Proposition 4.9] in that we do not assume𝑂 to be a
strong feasible set here. This is an important extension in view of the later application to domains Ω,
for which the feasible set 𝑂 should be chosen as a subset of Ω or of the exterior Ω− which precludes
𝑂 to be strong.
Theorem 5. Let 𝐹 be a self-similar set in R𝑛 satisfying OSC with similarity dimension 𝑑 < 𝑛 and
let 𝑘 ∈ {0, . . . , 𝑛 − 1}. Let 𝑂 be a feasible open set for 𝐹 such that the projection condition (146)
and the following three conditions (i)-(iii) are satisfied:

(i) 𝑘 = 𝑛 − 1 or almost all 𝜀 ∈ (0, �̃�) are regular for 𝐹;

(ii) 𝐶var
𝑘

(𝐹 (𝜀), 𝜕Γ) = 0 for almost all 𝜀 ∈ (0, �̃�);

(iii) there are positive constants 𝑐, 𝛾 such that for almost all 𝜀 ∈ (0, �̃�)

𝐶var
𝑘 (𝐹 (𝜀), Γ) ≤ 𝑐𝜀𝑘−𝑑+𝛾 . (149)

Then 𝜀𝑑−𝑘𝐶var
𝑘

(𝐹 (𝜀), 𝑂) is bounded for 𝜀 ∈ (0, �̃�). Moreover, the average 𝑘-th fractal curvature of
𝐹 relative to 𝑂 exists and is given by

C̃𝑑𝑘 (𝐹,𝑂) =
1
𝜂

∫ �̃�

0
𝜀𝑑−𝑘−1𝐶𝑘 (𝐹 (𝜀), Γ) 𝑑𝜀. (150)

If 𝐹 is nonlattice, then also the 𝑘-th fractal curvature C𝑑
𝑘
(𝐹,𝑂) of 𝐹 relative to 𝑂 exists and equals

the expression in (150).

Proof. Fix some 𝑘 ∈ {0, . . . , 𝑛 − 2}. (The slightly easier case 𝑘 = 𝑛 − 1 is discussed separately at
the end.) Recall from (109) the set Reg(𝐹) of regular values of 𝐹 and let Reg′ (𝐹) be the set of
regular values such that 𝐶var

𝑘
(𝐹 (𝜀), 𝜕Γ) = 0. Set N := Reg′ (𝐹)𝑐 and observe that, by conditions

(i) and (ii), N is a Lebesgue null set. Let N∗ :=
⋃
𝜎∈Σ∗ 𝑟𝜎N and note that N∗ is also a null set.

Moreover, if 𝜀 ∈ N∗ and 𝜎 ∈ Σ∗, then 𝑟𝜎𝜀 ∈ N∗. (Indeed, 𝜀 ∈ N∗ means there are 𝜏 ∈ Σ∗ and
𝜀′ ∈ N such that 𝜀 = 𝑟𝜏𝜀

′. But then 𝑟𝜎𝜀 = 𝑟𝜎𝑟𝜏𝜀
′ = 𝑟𝜎𝜏𝜀′ with 𝜎𝜏 ∈ Σ∗ and thus 𝑟𝜎𝜀 ∈ N∗.) Set

Reg∗ := (0,∞) \N∗ and note that the observed invariance property for N∗ implies 𝑟−1
𝜎 Reg∗ ⊂ Reg∗

for any 𝜎 ∈ Σ∗, i.e., 𝜀 ∈ Reg∗ implies 𝑟−1
𝜎 𝜀 ∈ Reg∗. (Assume not. Then 𝑟−1

𝜎 𝜀 ∈ N∗ and thus
𝑟𝜎𝑟

−1
𝜎 𝜀 = 𝜀 ∈ N∗, a contradiction.)

For any 𝜀 ∈ Reg∗, we have, by Lemma 3 and the locality and scaling properties of the curvature
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measures,

𝐶𝑘 (𝐹 (𝜀), 𝑂) =
𝑁∑︁
𝑖=1

𝐶𝑘 (𝐹 (𝜀), 𝑆𝑖𝑂) + 𝐶𝑘 (𝐹 (𝜀), Γ)

=

𝑁∑︁
𝑖=1

𝐶𝑘 ((𝑆𝑖𝐹) (𝜀), 𝑆𝑖𝑂) + 𝐶𝑘 (𝐹 (𝜀), Γ)

=

𝑁∑︁
𝑖=1

𝑟𝑘𝑖 𝐶𝑘 (𝐹 (𝜀/𝑟𝑖), 𝑂) + 𝐶𝑘 (𝐹 (𝜀), Γ).

Indeed, 𝜀 ∈ Reg∗ implies 𝜀/𝑟𝑖 ∈ Reg∗ such that 𝐶𝑘 (𝐹 (𝜀/𝑟𝑖), ·) and thus also 𝐶𝑘 ((𝑆𝑖𝐹) (𝜀), ·) are
well-defined. Set

𝑍 (𝑡) := �̃�𝑑−𝑘𝑒 (𝑑−𝑘 )𝑡𝐶𝑘 (𝐹 (�̃�𝑒−𝑡 ), 𝑂) and 𝑧(𝑡) := �̃�𝑑−𝑘𝑒 (𝑑−𝑘 )𝑡𝐶𝑘 (𝐹 (�̃�𝑒−𝑡 ), Γ)

for each 𝑡 ∈ 𝑇∗ := {𝑡 ∈ R : �̃�𝑒−𝑡 ∈ Reg∗}. Note that both functions vanish for all 𝑡 ∈ 𝑇∗ ∩ (−∞, 0],
since this implies �̃�𝑒−𝑡 ≥ �̃� such that 𝑂 (and thus Γ) are contained in the interior of 𝐹 (�̃�𝑒−𝑡 ), where
the curvature measures have no mass. Substituting 𝜀 = �̃�𝑒−𝑡 and multiplying 𝜀𝑑−𝑘 = �̃�𝑑−𝑘𝑒 (𝑑−𝑘 )𝑡 in
the above equation, we obtain

𝑍 (𝑡) =
𝑁∑︁
𝑖=1

𝑟𝑑𝑖 𝑍 (𝑡 − | ln 𝑟𝑖 |) + 𝑧(𝑡) (151)

for all 𝑡 ∈ 𝑇∗. In terms of the discrete measure �̃�0 :=
∑𝑁
𝑖=1 1( ·) ( | ln 𝑟𝑖 |) 𝑟𝑑𝑖 this renewal equation can

be rewritten as

𝑍 (𝑡) =
∫ 𝑡

0
𝑍 (𝑡 − 𝑠) �̃�0 (𝑑𝑠) + 𝑧(𝑡), 𝑡 ∈ 𝑇∗.

Denote by �̃�𝑚 is the 𝑚-th convolution power of �̃�0 and the associated renewal function by 𝑈 (𝑠) :=∑∞
𝑚=0 �̃�𝑚 ((0, 𝑠]). Iterating the above equation, we get

𝑍 (𝑡) =
∫ 𝑡

0
𝑧(𝑡 − 𝑠) 𝑑𝑈 (𝑠)

for any 𝑡 ∈ 𝑇∗. In order to apply the Renewal theorem, we introduce two auxiliary functions on R by

𝑧(𝑡) :=


𝑧(𝑡), if 𝑡 ∈ 𝑇∗

lim sup
𝑡′→𝑡

𝑡 ′∈𝑇∗

𝑧𝑘 (𝑡′), if 𝑡 ∉ 𝑇∗,

𝑍 (𝑡) :=

{∫ 𝑡
0 𝑧(𝑡 − 𝑠)𝑑𝑈 (𝑠), 𝑡 > 0,

0 𝑡 ≤ 0.

First note that 𝑧 vanishes on (−∞, 0). Moreover, by the last equation, we have

𝑍 (𝑡) = 𝑍 (𝑡) for all 𝑡 ∈ 𝑇∗.

Condition (iii) implies there are positive constants 𝑐, 𝛾 such that

|𝑧(𝑡) | ≤ 𝑐�̃�𝛾𝑒−𝛾𝑡 , 𝑡 > 0. (152)

Hence |𝑧 | is bounded by a directly Riemann integrable function. Moreover, the weak convergence
(108) implies 𝐶𝑘 (𝐹 (𝜀′), Γ) → 𝐶𝑘 (𝐹 (𝜀), Γ) as 𝜀′ → 𝜀 for any 𝜀 ∈ Reg∗, since, by assumption (ii), Γ
is a continuity set of the measure 𝐶𝑘 (𝐹 (𝜀), ·). This implies the continuity of 𝑧 and thus of 𝑧 at each
𝑡 ∈ 𝑇∗. Hence 𝑧 is continuous almost everywhere and, by [7, Prop. 4.1, p.118], we can conclude that
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𝑧 itself is directly Riemann integrable. Therefore, by the Renewal theorem in Feller [24, p.363], we
get in the nonlattice case

lim
𝑡→∞

𝑍 (𝑡) = 1
𝜂

∫ ∞

0
𝑧(𝑡) 𝑑𝑡.

Since 𝑧(𝑡) = 𝑧(𝑡) for Lebesgue-a.a. 𝑡, the right hand side agrees with

1
𝜂

∫ ∞

0
𝑧(𝑡) 𝑑𝑡 = 1

𝜂

∫ �̃�

0
𝜀𝑑−𝑘𝐶𝑘 (𝐹 (𝜀), Γ)

𝑑𝜀

𝜀
. (153)

Now the existence of the essential limit C𝑑
𝑘
(𝐹,𝑂) and the expression stated for it in (150) are

transparent. If 𝐹 is lattice with lattice constant ℎ, then Feller’s Renewal theorem states that for
Lebesgue-a.a. 𝑢 ∈ [0, ℎ)

lim
𝑛→∞

𝑍 (𝑢 + 𝑛ℎ) = ℎ

𝜂

∞∑︁
𝑚=1

𝑧(𝑢 + 𝑚ℎ). (154)

In this relation we can replace 𝑍 by 𝑍 and 𝑧 by 𝑧 for Lebesgue a.a. 𝑢 ∈ [0, ℎ). (More precisely, we
can do this for all 𝑢 ∈ [0, ℎ) such that 𝑢 + 𝑘ℎ ∈ 𝑇∗ for all 𝑘 ∈ N0, which is a subset of [0, ℎ) of full
Lebesgue measure.) Finally, the existence of the limits in (154) implies that also the average limit

lim
𝑇→∞

1
𝑇

∫ 𝑇

0
𝑍 (𝑡)𝑑𝑡 = lim

𝑇→∞

1
𝑇

∫ 𝑇

0
𝑍 (𝑡)𝑑𝑡 = C̃𝑘 (𝐹,𝑂)

exists and equals the expression in (153), see [28, p.1959] or [50, Lemma 3.2].

In the case 𝑘 = 𝑛−1 we have𝐶𝑛−1 (𝐹 (𝜀), ·) = 1
2H

𝑛−1 (𝜕𝐹 (𝜀) ∩ ·), which is well-defined for all 𝜀 > 0
(and not only for regular values of 𝐹, which is why the regularity condition in (i) is not needed in this
case). Hence the functions 𝑧 and 𝑍 are defined for all 𝑡 and the renewal equation (151) can be derived
in the same way as above but for all 𝑡. (Here the auxiliary functions 𝑧 and 𝑍 are not needed.) The
continuity of 𝑧 almost everywhere follows now in the same way as before from condition (ii). Since
condition (iii) implies the estimate (152) (for 𝑧 instead of 𝑧), we can conclude the direct Riemann
integrability of 𝑧. Now all the assertions follow as before from Feller’s Renewal theorem. □

Remark 9. (i) In formula (150) the relative inradius �̃� appears as the endpoint of the domain of
integration. It may be replaced with any larger constant without changing the value of the integral,
since 𝜕 (𝐹 (𝜀)) ∩ Γ = ∅ for 𝜀 > �̃� and thus 𝐶𝑘 (𝐹 (𝜀), Γ) = 0.

(ii) Since Γ = 𝐺 ∪ (𝜕Γ ∩ Γ), condition (ii) in Theorem 5 implies that 𝐶𝑘 (𝐹 (𝜀), Γ) = 𝐶𝑘 (𝐹 (𝜀), 𝐺)
holds for a.a. 𝜀 > 0. Hence in formula (150) the set Γ may be replaced by 𝐺 (and similarly in
condition (iii)).
Remark 10. For the case 𝑘 = 𝑛, i.e. for the measures 𝐶𝑛 (𝐹 (𝜀), ·) = 𝜆𝑛 (𝐹 (𝜀) ∩ ·) a statement
analogous to Theorem 5 holds. In this case the assumptions (i) and (ii) can be omitted and (iii)
simplifies to the existence of constants 𝑐, 𝛾 > 0 such that, for all 𝜀 ∈ (0, �̃�),

𝜆𝑛 (𝐹 (𝜀) ∩ Γ) ≤ 𝑐𝜀𝑛−𝑑+𝛾 . (155)

Moreover, in the conclusion a slightly different formula is obtained for the (average) relative
Minkowski content of 𝐹 relative to 𝑂:

M̃𝑑 (𝐹,𝑂) = 1
𝜂

∫ ∞

0
𝜀𝑑−𝑘−1𝜆𝑛 (𝐹 (𝜀) ∩ Γ) 𝑑𝜀. (156)

Note that, in contrast to (150), in this formula the integration extends over the whole positive axis,
which is related to the fact that the volume does not vanish for 𝜀 > �̃�. Since 𝜆𝑛 (𝐹 (𝜀) ∩ Γ) = 𝜆𝑛 (Γ)
for 𝜀 ≥ �̃�, (156) may also be written as

M̃𝑑 (𝐹,𝑂) = 1
𝜂

∫ �̃�

0
𝜀𝑑−𝑘−1𝜆𝑛 (𝐹 (𝜀) ∩ Γ) 𝑑𝜀 + 𝜆𝑛 (Γ)

𝜂

�̃�𝑑−𝑛

𝑛 − 𝑑 .
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The statement for 𝑘 = 𝑛 may be proved following the lines of the proof of [88, Proposition 3.18].
We do not assume here that the set 𝑂 is strong, but instead the required estimates for the function 𝜑
are now derived from the assumption (155) and the projection condition (146), which, by Lemma 3,
implies (𝑆𝑖𝐹) (𝜀) ∩ 𝑆𝑖𝑂 = 𝐹 (𝜀) ∩ 𝑆𝑖𝑂. Finally, to obtain the formula (156), one needs to combine
this with the computation in the proof of [88, Theorem 3.17, see p.306/307 starting from eq. (3.39)],
which carries over to the present situation.

Now we will employ Theorem 5, to compute inner and outer fractal curvatures for domains Ω ⊂ R𝑛

with piecewise self-similar boundary as defined in (115). We will concentrate on the approximation
of Ω from inside and derive formulas for inner fractal curvatures. For the outer fractal curvatures
corresponding results can be derived, see Remark 12 at the end. Instead of working with a strong
feasible open set for each 𝐹 ( 𝑗 ) as in the previous section, we will choose feasible open sets 𝑈 ( 𝑗 )

which are adapted to the domain Ω. More precisely, we assume that for each 𝑗 = 1, . . . , 𝑀 there is a
nonempty feasible open set𝑈 ( 𝑗 ) ⊂ Ω satisfying the following conditions:

𝑈 ( 𝑗 ) ∩𝑈 (ℓ ) = ∅, for 𝑗 ≠ ℓ, (157)

𝑆
( 𝑗 )
𝑖
𝑈 ( 𝑗 ) ⊂ 𝜋−1

𝐹 ( 𝑗) (𝑆
( 𝑗 )
𝑖
𝐹 ( 𝑗 ) ), for 𝑖 = 1, . . . , 𝑁 ( 𝑗 ) , (158)

𝑈 ( 𝑗 ) ⊂ 𝜋−1
𝜕Ω

(𝐹 ( 𝑗 ) ). (159)

Moreover, we assume that the sets𝑈 ( 𝑗 ) cover the essential part of Ω in the following sense: there are
positive constants 𝜀0, 𝑐, 𝛾 such that for almost all 0 < 𝜀 < 𝜀0

𝐶var
𝑘 (𝜕Ω(𝜀), 𝑋) ≤ 𝑐𝜀𝑘−𝑑+𝛾 , (160)

where 𝑋 := Ω \ ⋃
𝑚,𝜂 (𝑡 ) 𝑈

( 𝑗 ) .

Condition (157) is the same as (130) and the assumption 𝑈 ( 𝑗 ) ⊂ Ω should be compared with (131).
Condition (158) is just the projection condition (146) from above, which we require here for each
of the sets 𝑈 ( 𝑗 ) , and (159) is similar to the projection condition ensuring that the points of 𝑈 ( 𝑗 ) are
projected to the right piece 𝐹 ( 𝑗 ) of 𝜕Ω under the metric projection onto 𝜕Ω.

The assumptions are not very restrictive from the point of view of the domain Ω. We just use our
freedom to choose suitable open sets𝑈 ( 𝑗 ) . In particular, in the examples depicted in Figures 6 and 7
the sets 𝑈 ( 𝑗 ) can be chosen in such a way that all the assumptions (157)–(160) are satisfied. For a
certain subclass of the sets in Example 1 we discuss this in detail in Example 2 below. However,
all four conditions (157)–(160) might not always be satisfiable together, see Remark 11 for a further
discussion of this.
Theorem 6. Let Ω ⊂ R𝑛 be a domain with piecewise self-similar boundary as in (115), composed
of self-similar sets 𝐹 ( 𝑗 ) , 𝑗 = 1, . . . , 𝑀 satisfying OSC. Suppose that for the 𝐹 ( 𝑗 ) feasible open sets
𝑈 ( 𝑗 ) ⊂ Ω exist such that the conditions (157)–(160) hold. Let 𝑘 ∈ {0, . . . , 𝑛 − 1}. Assume that for
each 𝑗 conditions (i)-(iii) of Theorem 5 are satisfied (for the set 𝑈 ( 𝑗 ) and the generated tiling). If
𝑘 ≤ 𝑛 − 2, assume additionally that almost all 𝜀 ∈ (0, 𝑔) are regular for 𝜕Ω, where 𝑔 denotes the
inradius of Ω. Then the inner average 𝑘-th fractal curvature 𝐶frac

𝑘
(𝜕Ω,Ω) of 𝜕Ω exists and is given

by

𝐶frac
𝑘 (𝜕Ω,Ω) =

𝑀∑︁
𝑗=1
𝐶frac
𝑘 (𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ). (161)

If Ω is completely non-lattice, then also the inner 𝑘-th fractal curvature 𝐶frac
𝑘

(𝜕Ω,Ω) of 𝜕Ω exists
and is given by

𝐶frac
𝑘 (𝜕Ω,Ω) =

𝑀∑︁
𝑗=1
𝐶frac
𝑘 (𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ). (162)
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Proof. First observe that the assumptions on the sets 𝐹 ( 𝑗 ) and𝑈 ( 𝑗 ) ensure that, by Theorem 5 above,
𝐶frac
𝑘

(𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ) exists in general and 𝐶frac
𝑘

(𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ) exists in case 𝐹 ( 𝑗 ) is non-lattice. Moreover,
we can decompose the curvature measure of 𝜕Ω(𝜀) inside Ω as follows for any 𝜀 ∈ (0, 𝑔) that is
regular for 𝜕Ω and all the 𝐹 ( 𝑗 ) . By (157) and the definition of 𝑋 , we have for all such 𝜀

𝐶𝑘 ((𝜕Ω) (𝜀),Ω) =
𝑀∑︁
𝑗=1
𝐶𝑘 ((𝜕Ω) (𝜀),𝑈 ( 𝑗 ) ) + 𝐶𝑘 ((𝜕Ω) (𝜀), 𝑋)

=

𝑀∑︁
𝑗=1
𝐶𝑘 (𝐹 ( 𝑗 ) (𝜀),𝑈 ( 𝑗 ) ) + 𝐶𝑘 ((𝜕Ω) (𝜀), 𝑋). (163)

For the last equality note that (159) implies

(𝜕Ω) (𝜀) ∩𝑈 ( 𝑗 ) = 𝐹 ( 𝑗 ) (𝜀) ∩𝑈 ( 𝑗 )

for such 𝜀 and all 𝑗 , and therefore, by (114), 𝐶𝑘 ((𝜕Ω) (𝜀),𝑈 ( 𝑗 ) ) = 𝐶𝑘 (𝐹 ( 𝑗 ) (𝜀),𝑈 ( 𝑗 ) ). (For a
proof of the above set equality note that one inclusion is immediate from 𝐹 ( 𝑗 ) ⊂ 𝜕Ω. For the
other inclusion let 𝑥 ∈ (𝜕Ω) (𝜀) ∩𝑈 ( 𝑗 ) . Then, by (159), 𝑥 ∈ 𝜋−1

𝜕Ω
(𝐹 ( 𝑗 ) ), implying the existence of a

sequence (𝑥𝑛)𝑛∈N with 𝑥𝑛 → 𝑥 as 𝑛→ ∞ and 𝑥𝑛 ∈ 𝜋−1
𝜕Ω

(𝐹 ( 𝑗 ) ) for each 𝑛. The latter condition implies
𝑑 (𝑥𝑛, 𝐹 ( 𝑗 ) ) ≤ 𝑑 (𝑥𝑛, 𝜕Ω\𝐹 ( 𝑗 ) ) for each 𝑛which is preserved in the limit, i.e. for 𝑥, since 𝐹 ( 𝑗 ) is closed.
Thus, we conclude the existence of some point 𝑧 ∈ 𝐹 ( 𝑗 ) such that 𝑑 (𝑥, 𝐹 ( 𝑗 ) ) = |𝑥−𝑧 | = 𝑑 (𝑥, 𝜕Ω) ≤ 𝜀
which yields 𝑥 ∈ 𝐹 ( 𝑗 ) (𝜀).) If the generating system for 𝜕Ω is completely non-lattice, then we can
multiply 𝜀𝑑−𝑘 in equation (163) and take the essential limit as 𝜀 ↘ 0. Then, by Theorem 5, all the
summands on the right of equation (163) converge (the 𝑗-th to 𝐶frac

𝑘
(𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) )) except the last one,

which vanishes due to (160). Indeed, the absolute value of 𝐶𝑘 ((𝜕Ω) (𝜀), 𝑋) is bounded from above
by 𝐶var

𝑘
((𝜕Ω) (𝜀), 𝑋) and thus, by (160), 𝜀𝑑−𝑘 |𝐶𝑘 ((𝜕Ω) (𝜀), 𝑋) | ≤ 𝑐𝜀𝛾 which vanishes as 𝜀 ↘ 0.

This shows the existence of𝐶frac
𝑘

(𝜕Ω,Ω) and the relation (162) in the completely non-lattice case. In
the general case one can similarly use (163) to decompose the integral

∫ 𝑔
𝛿
𝜀𝑑−𝑘𝐶𝑘 ((𝜕Ω) (𝜀),Ω) 𝑑𝜀𝜀

into
𝑀∑︁
𝑗=1

∫ 𝑔

𝛿

𝜀𝑑−𝑘𝐶𝑘 (𝐹 ( 𝑗 ) (𝜀),𝑈 ( 𝑗 ) ) 𝑑𝜀
𝜀

+
∫ 𝑔

𝛿

𝜀𝑑−𝑘𝐶𝑘 ((𝜕Ω) (𝜀), 𝑋)
𝑑𝜀

𝜀
.

Now, again by (160), the absolute value of the last integral can be bounded by some constant. Thus,
multiplying | ln 𝛿 |−1 and taking the limit as 𝛿 ↘ 0, the last summand vanishes. Doing the same
with the other integrals yields the average limits 𝐶frac

𝑘
(𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ), which exist by Theorem 5. Note

here that the relative inradii �̃� ( 𝑗 ) of the sets 𝑈 ( 𝑗 ) appearing in the formulas in Theorem 5 satisfy
�̃� ( 𝑗 ) ≤ 𝑔 for each 𝑗 and thus, by Remark 9(i), we can replace the upper bound 𝑔 of the 𝑗-th integral
by �̃� ( 𝑗 ) without changing its value. This yields the existence of the average limit 𝐶frac

𝑘
(𝜕Ω,Ω) and

the formula stated in (161). Finally observe that for the for case 𝑘 = 𝑛 − 1 the additional regularity
assumption on 𝜕Ω is not needed and all of the above arguments work without this. □

Example 2. (Example 1 continued) Let Ω be a snowflake-type domain as introduced in Example 1
generated by placing a copy 𝐹 ( 𝑗 ) of the same Koch-type curve 𝐹𝑝 on each side of a triangle with
vertices 𝑃1, 𝑃2 and 𝑃3. For simplicity let us assume now that the triangle is equilateral. (In the
general case the considerations below are more involved.) For each 𝐹 ( 𝑗 ) , 𝑗 = 1, 2, 3 we choose
𝑈 ( 𝑗 ) as follows. The three segments 𝑃𝑖𝑆, 𝑖 = 1, 2, 3 from 𝑃𝑖 to the centre 𝑆 of the triangle divide
Ω into three open parts, see Figure 6 (left). Let 𝑈 ( 𝑗 ) be the one closest to 𝐹 ( 𝑗 ) . Note that
𝑈 ( 𝑗 ) = {𝑥 ∈ Ω : 𝑑 (𝑥, 𝐹 ( 𝑗 ) ) < 𝑑 (𝑥, 𝜕Ω \ 𝐹 ( 𝑗 ) )}, from which it is clear that these sets satisfy
𝑈 ( 𝑗 ) ⊂ Ω as well as conditions (157) and (159). Moreover, by looking at the images 𝑆 ( 𝑗 )

𝑖
𝑈 ( 𝑗 ) , it

is easy to verify that 𝑈 ( 𝑗 ) is a feasible set for 𝐹 ( 𝑗 ) and that the projection condition (158) holds.
Finally, the set 𝑋 = Ω \ ⋃

𝑚,𝜂 (𝑡 ) 𝑈
( 𝑗 ) consists of the three segments 𝑃𝑖𝑆 excluding the points 𝑃𝑖 .

One can show that, for any 𝜀 ∈ (0, 𝑔), where 𝑔 is the inradius of Ω, the intersection 𝜕 (𝜕Ω(𝜀)) ∩ 𝑋
consists of three points. Since, for any 𝐾 ⊂ R2 and almost every 𝜀 > 0, 𝐶var

0 (𝐾 (𝜀), {𝑥}) ≤ 1
2 for any
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point 𝑥, condition (160) is satisfied. Hence, Theorem 6 applies and the fractal curvatures of 𝜕Ω may
be determined by computing the relative fractal curvatures 𝐶frac

𝑘
(𝐹 ( 𝑗 ) ,𝑈 ( 𝑗 ) ).

Remark 11. It is a natural question to ask whether for any domain Ω ⊂ R𝑛 with piecewise self-
similar boundary as in (115) it is possible to choose feasible open sets𝑈 ( 𝑗 ) such that all the conditions
(157)–(160) hold. It turns out that the setting is too general and that there are simple situations in
which some of the conditions are not satisfiable. For instance, if one of the generating IFS contains
a map 𝑆 ( 𝑗 )

𝑖
such that 𝑆 ( 𝑗 )

𝑖
Ω∩Ω = ∅, then condition (159) is not satisfiable. (Such a situation occurs

e.g. if the Koch snowflake is generated by IFSs consisting of two maps.) The generating maps have
to preserve (at least locally) the side of the boundary, i.e. images 𝑆 ( 𝑗 )

𝑖
(𝑥) of points 𝑥 ∈ Ω close to

𝐹 ( 𝑗 ) should also be inside Ω. It seems that most of the time this can be ensured by choosing suitable
IFS’s generating the 𝐹 ( 𝑗 ) .

Similarly, if the self-similar sets 𝐹 ( 𝑗 ) generating 𝜕Ω have strong overlaps, then it will be impossible
to find feasible open sets 𝑈 ( 𝑗 ) such that (157) and (160) hold at the same time. An example is
provided by a domain generated by six Koch curves arranged as indicated in Figure 8 (right). Some
of them coincide in a whole first level copy.

Therefore some additional restrictions are necessary to ensure the existence of suitable sets 𝑈 ( 𝑗 ) .
However, in many cases (which avoid the two situations described above) the following considerations
help to find suitable open sets𝑈 ( 𝑗 ) : From [88, Proposition 3.16] it is known that for any self-similar
set 𝐹 ( 𝑗 ) satisfying OSC there is a strong feasible open set 𝑉 ( 𝑗 )

𝑐 satisfying the projection condition
(158). In [8] it was called the central open set. Moreover, a feasible set 𝑈 ( 𝑗 ) satisfies (158) if and
only if it is a subset of 𝑉 ( 𝑗 )

𝑐 , cf. [88, p.302]. Therefore, any candidate for 𝑈 ( 𝑗 ) satisfying conditions
(158) and (159) has to be a subset of the set 𝑉 ( 𝑗 ) := 𝑉 ( 𝑗 )

𝑐 ∩Ω ∩ int
(
𝜋−1
𝜕Ω

(𝐹 ( 𝑗 ) )
)
. In many situations

𝑉 ( 𝑗 ) itself is a feasible set satisfying also (157) and (160). The Koch-snowflake, depicted in Figure 6
(left), is such a case. More generally, if Ω is such a domain in R2 and the pairwise intersections of
the generating self-similar sets 𝐹 ( 𝑗 ) contain at most one point, then condition (157) will be satisfied
for 𝑉 (1) , . . . , 𝑉 (𝑁 ) (and hence also for any collection of sets 𝑈 (1) , . . . ,𝑈 (𝑁 ) such that 𝑈 ( 𝑗 ) ⊆ 𝑉 ( 𝑗 )

for each 𝑗). However, in general the sets 𝑉 ( 𝑗 ) itself will not be feasible. It is easy to see that these
sets satisfy the disjointness condition 𝑆 ( 𝑗 )

𝑖
𝑉 ( 𝑗 ) ∩ 𝑆 ( 𝑗 )

𝑘
𝑉 ( 𝑗 ) = ∅ for 𝑖 ≠ 𝑘 , which they inherit from the

sets 𝑉 ( 𝑗 )
𝑐 . But the inclusion 𝑆 ( 𝑗 )

𝑖
𝑉 ( 𝑗 ) ⊆ 𝑉 ( 𝑗 ) is not true in general. It is not clear at the moment how

to find good feasible subsets in general. Finally, we point out that the set 𝑋 = Ω \⋃
𝑚,𝜂 (𝑡 ) 𝑉

( 𝑗 ) may
be large, as in the example in Figure 8 (left), but this does not necessarily preclude (160) to hold.
Remark 12. A statement completely analogous to Theorem 6 holds for the outer approximation of
Ω, leading to outer fractal curvatures of 𝜕Ω as defined in (122). All one has to do is to replace each
instance of Ω = Ω+ by the complementary domain Ω− := Ω

𝑐
. In this case all feasible open sets𝑈 ( 𝑗 )

have to be constructed in Ω− .
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