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Abstract: Because disruption happens unpredictably and generates serious impact in supply chain
and production environments in the real world, it is important to develop approaches to handle
disruption. This paper investigates disruption handling in part input sequencing of flexible manufac-
turing systems (FMSs). An algorithm is proposed for FMS part input sequencing to handle machine
breakage. Evaluation is performed for the proposed algorithm by simulation experiments and result
analyses. Finally, conclusions are summarized with managerial implications discussed and further
research works suggested.

Keywords: disruption handling; machine breakage; part input sequencing; FMS scheduling; dynamic
scheduling; reactive scheduling

1. Introduction

Disruption events occur unpredictably in supply chain (SC) and production environ-
ments. Unexpected events in real-world manufacturing environments include resource-
related events and operation-related events [1]. Disruption happens in various fields in
supply chain and production environments. Supply disruption, production disruption,
and transportation disruption are examples of disruption forms [2]. With the increase in SC
activities and global business activities, the impact of disruption could be substantial [3].
Because of the uncertainty in disruption event occurrence and the seriousness of disruption
impact, disruption handling is an important issue. Manufacturing systems should be
flexible so as to absorb disturbance on a short horizon [1].

Flexible manufacturing systems (FMSs) produce a middle volume and a wide variety
of part types [4,5]. The systems aim to achieve efficiency of mass production systems
and flexibility of job shops. FMSs possess not only computer numerical control machines
but also automated material handling devices. These devices include automated guided
vehicles, rail-guided vehicles, robots, and so forth. Researchers categorize different types
of FMSs mainly as flexible flow systems and general flexible machining systems [6]. It is
very complicated to manage FMS production. An FMS with capacity constraint may not
produce orders in time, resulting in some parts having to be sent to a job shop [7].

Supply chain engineering is a very important issue in the area of production research.
Because of the serious impact of disruption in supply chains and in production systems,
research efforts are placed on disruption handling in supply chains and in production
systems. The mitigation of disruption risk can be made proactive or reactive. Therefore,
there are two types of disruption handling approaches for production scheduling, that is,
proactive scheduling and reactive scheduling [8]. Proactive scheduling takes into account
unexpected disruption to build protection when schedules are generated. Reactive schedul-
ing adjusts schedules when unexpected disruption events happen. Dynamic systems can
be managed by applying advanced information technology such as Radio Frequency Iden-
tification (RFID). Therefore, the application of advanced information technology makes
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it possible to obtain and process information to handle disruption reactively. This paper
applies reactive scheduling to handle machine disruption in FMS part input sequencing.
The paper proposes an algorithm to provide a solution for part input sequencing of FMSs
with machine breakage.

The remainder of the paper is described in the following. Section 2 presents related
works. In Section 3, an algorithm for part input sequencing of FMSs to handle machine
breakage is proposed. Evaluation with the analyses of the results of the proposed algorithm
is described in Section 4. Conclusions, managerial implications, and further works are
summarized finally in Section 5.

2. Related Works

Disruption handling in supply chain environments has been investigated by re-
searchers. For example, selection of part suppliers and schedule of customer orders over
a planning horizon were studied under disruption risk in supply chains with a solu-
tion approach proposed to optimize the expected cost and customer service level [9]. A
mixed-integer programming (MIP)-based approach was developed for decision- making to
simultaneously select part suppliers and schedule production and delivery in an SC with
disruption risk [10]. The adjustment in order activity in a four-echelon SC for recovery from
disruption was investigated with dynamic order-up-to policies developed to obtain the
benefits of the dynamic policies incorporated by a metaheuristic parameter search [3]. A
two-period modeling approach and a multi-period modeling approach with mixed-integer
programming were developed with supply chain disruption risk, requiring a very short
computational time to obtain proven optimal solutions for reasonably sized problems [11].
Production ordering dynamics in the situation of disruption were suggested after studying
production ordering behavior in a supply chain under disruption risk [12]. Integration of lot
sizing and supplier selection under disruption risk with lead time uncertainty was studied
with reliability and the price of suppliers considered and polyhedral-budgeted uncertainty
sets applied to obtain a lot size for minimizing total cost [13]. A novel quantitative approach
was developed for SC viability under ripple effect with the two conflicting objectives of
cost and customer service level considered to obtain very high computation efficiency [14].

Disruption handling in production systems has been studied. For example, the lot-
sizing and sequencing problem was investigated for production lines considering random
machine breakage with an optimal approach developed based on the decomposition
of the problem [15]. A model and a solution approach were developed for production
inventory management in an imperfect production environment with numerical examples
demonstrated for real-time disruption recovery [16]. The continuous flow problem with
processing capacity disruption was studied with schedule robustness considered and a
method developed for schedule robustness analysis based on attainable sets [8]. A flexible
production inventory model was proposed to manage production and inventory with the
consideration of disruptions of demand and production, for a manufacturer to decrease
losses [17]. A model was formulated by applying genetic algorithm as well as pattern
search to handle production disruption for an imperfect production inventory system with
multiple products and a single stage [18]. A heuristic-based column generation approach
was proposed for production planning to mitigate disruption from demand uncertainty for
flexible manufacturing systems with good numerical results [19].

Scheduling in flexible manufacturing environments with disruption has been investi-
gated by researchers. The following provides a brief summary. In particular, flexible job
shop (FJS) scheduling considering machine disruption is summarized. In early research,
reactive scheduling policies were proposed, such as when-to-schedule, how-to-schedule,
and so forth, for handling machine breakage and processing time variation in a flexible
manufacturing system [20]. A genetic hybrid control architecture ORCA was proposed
for an FMS, which could provide the ability to switch between a hierarchy and heterarchy
architecture when an unexpected event occurs [21]. A game model was developed for the
flexible job shop scheduling problem subject to machine breakdown with two objectives of
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robustness and stability considered in their game procedure in rescheduling [22]. Evolu-
tionary algorithms were applied to the FJS scheduling problem for improving makespan
and stability with a comparison of the two proposed algorithms on example problems [23].
A hybrid approach was proposed for the FJS scheduling problem in dynamic environ-
ments for scheduling and rescheduling in disruption and experiments were performed for
evaluation with the result of the competitiveness of the approach obtained [24]. Schedul-
ing/rescheduling of flexible job shops were considered for machine recovery with an
improved Jaya algorithm developed to minimize makespan in scheduling and to minimize
both instability and makespan in rescheduling, generating the improved Jaya algorithm
better than NSGAII and ISFLA in the non-dominated results [25]. Production scheduling
and maintenance planning were considered in a flexible job shop in the situation of ma-
chine deterioration and a real-time system was proposed, which used a hybrid GA, an
integrated model, and hybrid rescheduling policies [26]. A hybrid deep Q-network was
built for dynamic FJS scheduling and for training to face disruption and experiments were
performed to compare the method to scheduling rules, demonstrating the superiority of
the proposed method [27]. A hierarchical-based deep reinforcement learning method was
proposed for FJS scheduling and rescheduling and comparisons were made between the
method and scheduling rules and other dynamic methods, demonstrating the superiority
of the proposed method [28]. A flexible job shop scheduling method was proposed to
consider machine breakdown and other dynamic events and to apply their dynamic event
response strategy and their multi-objective model and to apply a multi-objective particle
swam arithmetic optimization [29]. Even though disruption handling in FJS scheduling
and in FMS scheduling has been investigated by researchers, the investigation of disruption
handling in FMS part input sequencing is not seen. This paper investigates disruption
handling in FMS part input sequencing. An algorithm for part input sequencing of FMSs
with machine breakage is proposed.

3. Proposed Algorithm

The application of segment set functions to FMS scheduling problems has been con-
ducted. For example, the functions have been utilized for developing the simultaneous part
input sequencing and robot scheduling algorithm to simultaneously sequence and input
parts and to schedule a robot in FMSs [5]. The functions are utilized here in developing
the proposed algorithm. The functions are described by discrete mathematics. Discrete
mathematics involves algorithm, logic, Boolean algebras, and so forth [30].

Segment set functions include the concepts of sets, domains, ranges, parts, and so
forth. The functions consist of pair-wise elements of domains and ranges. For a simple set
function, the 1st element of the function is a part in a set. The 2nd element of the function
is an integer number representing the range of the function. For a transform function, the
1st element of the function is also a part in a set. The 2nd element of the function is the
range of the function. The domain of the function is in multiple regions. The range of the
function has segment values corresponding to different sets of parts. For a weight function,
the 1st element of the function is similarly a part in a set. The 2nd element of the function is
the range of the function. Different weights are assigned to the function to correspond to
different sets of parts. For an overall function, the 1st element of the function is similarly a
part in a set. The 2nd element of the function is similarly the range of the function. The
range of the function has segment values corresponding to different sets.

A set of parts in the preprocess area of an FMS at time t are denoted as Ax(t), Ax(t) ={
bhi

∣∣gbhix(t) = 1
}

, where x is a part set indicator, bhi is part h of order i, i is an order index,
i = 1, 2, · · · , h is an part index, h = 1, 2, · · · ri, ri is the production requirement for order

i; gbhix(t) is the part set status, gbhix(t) =

{
1, part bhi is in set Ax(t);
0, otherwise.

.
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Ax(t) is classified as the other two sets of Aa(t) and Ab(t). Subset Aa(t) is a balanced
set. Subset Ab(t) is an unbalanced set.

Aa(t) =
{

bhi
∣∣bhi ∈ Ax(t) ∧ gbhia(t) = 1 ∧ Mbhi1 = ĵ

}
, (1)

Ab(t) =
{

bhi
∣∣bhi ∈ Ax(t) ∧ gbhib(t) = 1 ∧ Mbhi1 ̸= ĵ

}
, (2)

Aa(t) and Ab(t) are classified as other four sets, Au(t), Av(t), Am(t), and An(t).
Among those, Au(t) and Av(t) are subsets of Aa(t).

Au(t) =
{

bhi
∣∣bhi ∈ Aa(t) ∧ gbhiu(t) = 1 ∧ Mbhi1 = ĵ ∧ Mbhi2 = j̃

}
, (3)

Av(t) =
{

bhi
∣∣bhi ∈ Aa(t) ∧ gbhiv(t) = 1 ∧ Mbhi1 = ĵ ∧ Mbhi2 ̸= j̃

}
, (4)

Am(t) and An(t) are subsets of Ab(t).

Am(t) =
{

bhi
∣∣bhi ∈ Ab(t) ∧ gbhim(t) = 1 ∧ Mbhi1 ̸= ĵ ∧ Mbhi1 = j̃

}
. (5)

An(t) =
{

bhi
∣∣bhi ∈ Ab(t) ∧ gbhin(t) = 1 ∧ Mbhi1 ̸= ĵ ∧ Mbhi1 ̸= j̃

}
. (6)

The symbols in the above equations are explained in the following. gbhiq(t) indicates

the status of a part set, gbhiq(t) =

{
1, part bhi is in set Aq(t);
0, otherwise.

Mbhik expresses the

machine for k of part bhi, k is an operation index. ĵ expresses the machine that has the
minimum of ηj(t). j̃ expresses the machine that has the second minimum of ηj(t). j is
a machine indicator. ηj(t) expresses the workload of machine j. For the above sets, the
segment set functions can be obtained. A detailed description of these segment set functions
is provided in [5].

An algorithm is proposed by applying the segment set functions to part input sequenc-
ing of FMSs for handling machine breakage. The proposed algorithm is segment set-based.
It also applies the earliest due date scheduling rule for machine scheduling. Its aim is to
achieve part input sequencing of FMSs to handle a machine breakage. It is simply called
the machine disruption handling algorithm (MDH Algorithm, Algorithm 1). The proposed
algorithm is depicted as follows. Additional symbols utilized in the algorithm are listed in
Table 1.

Algorithm 1: Machine Disruption Handling Algorithm

Step 1. Initialize t = t0, ρ(t) = 0, δ(t) = 0, mr(t) = 0, mj(t) = 1, j ∈ J.
Step 2. Check the current t, If t ≥ T, Stop.
Step 3. Check the current status of part bhi. If part bhi finishes processing, δ(t) = 1, then t = chi.

If δ(t) = 0, go to Step 10.
Step 4. Obtain machine status. mj(t), j ∈ J. If ∀j ∈ J, mj(t) ∨ mr(t) = 0, then identify and

remove broken machine. Remove parts from broken machine.

BM(t) =
{

j
∣∣j ∈ J ∨ mj(t) = 0

}
, t = tp, mr(t) = 1.

Step 5. Place parts in preprocess area in Ax(t), Ax(t) =
{

bhi
∣∣gbhi x(t) = 1

}
. Update parts at

BM(t) in set Ae(t), Ae(t) =
{

bhi
∣∣gbhie(t) = 1

}
. Update parts in Ax(t) for not processing at BM(t)

in set Ao(t), Ao(t) =
{

bhi
∣∣bhi ∈ Ax(t) ∧ gbhio(t) = 1

}
. Update parts in set Ax(t) for processing at

BM(t) in set Ac(t), Ac(t) =
{

bhi
∣∣bhi ∈ Ax(t) ∧ gbhic(t) = 1

}
.

Step 6. If (mr(t) ̸= 0) ∧ (Ao(t) ̸= ϕ), then Ay(t) =
{

bhi
∣∣bhi ∈ Ao(t)

}
, go to Step 7, else if

(mr(t) = 0) ∧ (Ae(t) ̸= ϕ), then Ay(t) =
{

bhi
∣∣bhi ∈ Ae(t)

}
, go to Step 7, else if

(mr(t) = 0) ∧ (Ac(t) ̸= ϕ) ∨ (mr(t) = 0) ∧ (Ao(t) ̸= ϕ), then
Ay(t) =

{
bhi

∣∣{bhi ∈ Ac(t)
}
∪
{

bhi ∈ Ao(t)
}}

.
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Algorithm 1. Cont.

Step 7. Obtain workload in the FMS at time t. Obtain the least workload machine,

j̃ =
{

j
∣∣j ∈ J ∧ ηj(t) = min

j∈J
ηj(t)

}
. Also, obtain the 2nd least workload machine

j̃ =

{
j
∣∣j ∈ J ∧ ηj(t) = min

j∈J,j ̸= ĵ
ηj(t)

}
. Ax(t) = Ay(t). Apply Equation (1) to (6) to obtain subsets

Aq(t) for q = a, b, also for q = u, v, m, n. gbhiq(t) = 1, for q = x, a, b, also for q = u, v, m, n.
Step 8. Obtain segment set functions by equations in [5]. Obtain the simple set functions λq of

set set Aq(t) by Equation (13) for q = x, a, b, also for q = u, v, m, n. Obtain the transform function
λ by Equations (14) and (19). Assign weights ξq for q = u, v, m, n. ξu = −5K for Au(t), ξv = −3K
for Av(t), ξm = −K for Am(t), ξn = 0 for An(t). K = 0.5S. Obtain the weight function λ̃ applying
Equations (15) and (18). Obtain the overall function λ̂ by Equations (16), (17) and (20).

Step 9. Obtain the minimal value of λ̂, λ̂(t) = min
bhi∈Ax(t)

{
λ̂q(t, bhi), q = u, v, m, n

}
. Obtain the

input part

b∗ =

{
bhi|bhi ∈ Ax(t) ∧ ahi = min

bhi∈Ax(t)

{
ahi|λ̂q(t, bhi) = λ̂(t), q = u, v, m, n

}}
, δ(t) = 0. u(t) =

mhi1 + t, t = u(t).
Step 10. If ρ(t) = 1, u(t) = fbhik(t), t = u.(t). Obtain mbhik(t), g = mbhik(t), ρ(t) = 0, Obtain

machine queue set Ag(t) =
{

bhi
∣∣gbhi g(t) = 1

}
, else go to Step 2.

Step 11. Identify the part to be processed in the following.

p∗ =

{
bhi|bhi ∈ Ag(t) ∧ ahi = min

bhi∈A\g(t)

{
ahi

∣∣dhi = min
bhi∈Ag(t)

dhi

}}
, gbhi g(t) = 0, go to Step 2.

Table 1. Additional symbols utilized in Algorithm 1.

Notation Explanation

Indices and Sets
g Machine queue set indicator
J Machine set, J = {1,2,· · · ,M}
q Part set indicator

Parameters
ahi Arrival time of bhi
dhi Due date of bhi
K Constant
M Number of machines

mhik Robot move time for k of bhi
S Size of preprocess area
T Production cycle
t0 Initial time
ξq Weight of Aq(t)

Variables
Ac(t) Part set for processing at BM(t)
Ae(t) Part set needs repairing at t
Ag(t) Machine queue set g at t
Ao(t) Part set for not processing at BM(t)
Aq(t) Part set q at t
Ay(t) Part set y at t

b∗ Part for inputting
BM(t) Broken machine at t

chi Completion time of bhi
fbhik(t) Completion time of k of bhi at t
gbhi g(t) gbhi g(t) =

{
1, bhi is in Ag(t);
0, otherwise.

gbhiq(t) gbhiq(t) =
{

1, bhi is in Aq(t);
0, otherwise.

mbhik(t) Machine finishing k of bhi at t
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Table 1. Cont.

Notation Explanation

mj(t)
Machine operating status if it is available at t

mj(t) =

{
1, machine j is available at t;
0, otherwise.

mr(t)
Machine repair status if a broken machine is repairing at t

mr(t) =

{
1, a brokrn machine is repairing at t;
0, otherwise.

p∗ Part for processing
tp Machine broken time

δ(t)
Part processing status when a part finishes its processing at t

δ(t) =

{
1, a part finishes its processing at t;
0, otherwise.

λ Transform function
λ̃ Weight function
λ̂ Overall function
λq Simple set function for Aq(t)

λ̂(t) Minimal value of λ̂

λ̂(t, bhi) Range of λ̂ for bhi at t
µ(t) Temporary completion time

ρ(t)
Part operation status when a part finishes an operation at t

ρ(t) =

{
1, a part finishs an operation at t;
0, otherwise.

The proposed MDH Algorithm (Algorithm 1) is a dynamic algorithm. It utilizes the
information of the dynamic workload to make an input decision. The dynamic workload
is described in [5]. When a part completes operations, Algorithm 1 then inputs a part
dynamically. The proposed algorithm identifies a broken machine on an FMS shop floor.
It also identifies part processing at a broken machine. The algorithm handles machine
breakage according to a different part processing status at a broken machine to identify
parts for inputting. Advanced information technology like RFID can be applied for the
implementation of a shop floor monitoring system. The shop floor monitoring system
collects and processes dynamic information on an FMS shop floor. The proposed algorithm
runs with the shop floor monitoring system that applies RFID to identify and handle
machine breakage.

4. Evaluation with Result Analyses

The evaluation of the proposed algorithm is based on a simulation. It is difficult to
simulate machine breakage and repair in flexible manufacturing systems in real-world
production environments. Therefore, the proposed Algorithm 1 is evaluated by simulation
experiments and statistical analyses in the situation with no machine breakage. The
proposed algorithm is compared to an FMS part input sequencing algorithm, the state-
dependent part input algorithm (SPI algorithm) in the literature [31]. The compared
algorithm, the SPI algorithm (Algorithm A1), is provided in Appendix A.

The simulation model of the FMS and the simulation experiment settings are the
same as those in [5,31]. One of the FMS scenarios in the numerical study in [31] does
not obtain the best or the worst results among the four scenarios studied. This scenario
was used for numerical study in [5]. This scenario is also utilized here for evaluating the
proposed algorithm. The data used for evaluation are provided in Appendix B. Due dates
for parts are dhi = 7500 + U(0, 6500). The adjustable constant is 7500 s. The uniformly
distributed random variable is in the range of 0 to 6500 s. The parameters are set according
to preliminary experiments so that the FMS generates approximately thirty percent of
tardy parts.
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Two approaches are compared using common random number technique for each pair
of approaches so as to decrease variance. Ten independent simulation runs are performed
with terminating simulation used. The simulation time per run for each approach is
200,000 s or 3333 min. There are more than 1000 parts produced during this simulation
time. The system is in a steady state.

The performance measures used for evaluating the proposed algorithm include TP,
MF, and RU. TP represents total parts produced, that is, the total number of parts produced
in a production cycle. MF represents mean flowtime, that is, the total flowtime divided by
the total parts produced. RU represents robot utilization, that is, the sum of the total time
of robot moves divided by a production cycle.

The simulation data of TP, MF, and RU are analyzed. Averages of the performance mea-
sures TP, MF, and RU of Algorithm 1 from 10 independent simulation runs are displayed in
Table 2. Averages of the performance measures TP, MF, and RU of Algorithm A1 from 10
independent simulation runs are also displayed in Table 2. The absolute improvement of
Algorithm 1 versus Algorithm A1 is computed. The relative improvement of Algorithm 1
versus Algorithm A1 is also computed. The following equations are utilized for computing
the absolute improvement and the relative improvement.

ω =
(
∑10

r=1(ψr − φr)
)

/10, (7)

ϖ =
(
∑10

r=1(ψr − φr)/φr

)
∗ 10, (8)

where ω is absolute improvement. ϖ is relative improvement (%). r is simulation run index.
ψr is the performance measure of approach ψ in simulation run r. φr is the performance
measure of approach φ in simulation run r. The absolute improvement and relative im-
provement of Algorithm 1 versus Algorithm A1 for all performance measures TP, MF, and
RU are also in Table 2.

Table 2. Comparison of Algorithm 1 to Algorithm A1.

Measure TP
(Parts)

MF
(Minutes)

RU
(%)

Algorithm 1 1254.9 86.38 71.03
Algorithm A1 1251.8 87.36 70.87

ω 3.1 0.98 0.16
ϖ (%) 0.25 1.12 0.23

Test statistic 1.4 * 2.44 * 1.17
Note: A bold number indicates the improvement of a performance measure. * indicates significant improvement
of a performance measure.

It can be seen from the table that the averages of TP, MF, and RU by the proposed
Algorithm 1 are 1254.9 parts, 86.4 min, and 71.03%, respectively. The averages of TP,
MF, and RU by the comparative Algorithm A1 are 1251.8 parts, 87.4 min, and 70.87%,
respectively. Algorithm 1 has better performance than Algorithm A1 for all performance
measures of TP, MF, and RU as shown in the table. In the table, the absolute improvements
ω of TP, MF, and RU by Algorithm 1 versus Algorithm A1 are 3.1 parts, 0.98 min, and
0.16%, respectively. The relative improvements ϖ of TP, MF, and RU for Algorithm 1 versus
Algorithm A1 are 0.25 parts, 1.12 min, and 0.23%, respectively. The absolute and relative
improvements in the table display the improvements of all the performance measures: TP,
MF, and RU. The values in the table display that all performance measures obtained by
Algorithm 1 are better than those obtained by Algorithm A1.

Significance tests are applied. The paired t-tests are conducted. The significance level
is 0.1. The t-test statistic has the critical value of 1.37 at a significance level of 0.1. The test
statistics obtained for the relative improvements by Algorithm 1 are 1.4, 2.44, and 1.17 for
TP, MF, and RU, respectively, as illustrated in Table 2. The results show that TP and MF are
improved significantly. Because MF improves, parts are produced faster with more parts
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produced. That TP and MF are significantly improved indicates a significant production
increase. The results indicate that production is significantly increased by Algorithm 1 in
comparison to Algorithm A1.

In summary, the comparative results show significant production increase by Algo-
rithm 1 compared to Algorithm A1. All performance measures of TP, MF, and RU obtained
by Algorithm 1 show improvements in comparison to the comparative Algorithm A1. The
comparative results indicate that the performance of Algorithm 1 is improved compared to
Algorithm A1. That is, Algorithm 1 is superior to Algorithm A1 from the literature in the
situation with no machine breakage.

5. Conclusions and Future Work

Disruption happens in the real world in supply chain and production environments.
This paper studies disruption handling of machine breakage in FMS part input sequencing.
The MDH Algorithm is proposed for part input sequencing of FMSs with machine breakage.
The proposed algorithm is based on reactive scheduling. Because of the difficulty in
simulating FMS machine breakage and repair in real-world production environments, the
proposed algorithm is evaluated in a situation with no machine breakage. The proposed
algorithm is compared to an existing FMS part input sequencing algorithm from the
literature, the state-dependent part input algorithm. The comparative results indicate that
the proposed MDH Algorithm improves the performance significantly, generating the
significant increase in total parts produced and mean flowtime decrease in the situation
with no machine breakage. The evaluation results indicate the superiority of the MDH
Algorithm in comparison to the state-dependent part input algorithm in terms of total parts
produced, mean flowtime, and robot utilization in the situation with no machine breakage.

This paper contributes an applicable and effective algorithm for part input sequencing
of FMSs to handle machine breakage. Managerial implications include the following. The
proposed algorithm provides an applicable approach to the managers of FMSs to make
FMS part input sequencing decisions for handling machine breakage. Disruption usually
happens unpredictably in the real world. Real-time decision making applying advanced
information technology such as RFID makes it possible to detect and handle disruption
reactively and quickly. The proposed algorithm makes it possible to realize real-time
decision making for part input sequencing of FMSs with machine breakage.

There are more random factors that affect FMS part input sequencing such as high-tech
devices added on an FMS shop floor and rushed orders arriving at an FMS. Suggestions for
future research could be to develop more effective algorithms to handle more situations
of disruption in FMS part input sequencing. Additional suggestions for future research
could be the development of decision support systems for part input sequencing of FMSs
to handle machine disruption.
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Appendix A

Algorithm A1: State-Dependent Part Input Algorithm

Step 1. Form part set M(t) from waiting parts in the preprocess area of an FMS at time t.
Step 2. Partition the parts in M(t) into subsets of balanced set X(t) and unbalanced set

Y(t). X(t) possesses the parts having their first operation at the least loaded machine to help
balance workload. Y(t) possesses the parts not having the first operation at the least loaded
machine. X(t) and Y(t) are further divided into another two subsets individually so that
M(t) = ∪qGq(t), q = β, γ, µ, ν. X(t) = Gβ(t) ∪ Gγ(t). Y(t) = Gµ(t) ∪ Gν(t).

Step 3. Obtain the following simple set functions, λe for M(t), λs for balanced set, and λp for
unbalanced set,
λe : M(t) → I. λe =

{(
αi, λe(t, αi)

)
| αi ∈ M(t), λe(t, αi) ∈ I

}
. λs : X(t) → I. λs ={(

αi, λs(t, αi)
)
| αi ∈ X(t), λs(t, αi) ∈ I

}
. λp : Y(t) → I. λp ={(

αi, λp(t, αi)
)
| αi ∈ Y(t), λp(t, αi) ∈ I

}
. Obtain the simple set functions λq, q = β, γ, µ, ν for the

subsets of balanced and unbalanced sets Gq(t), q = β, γ, µ, ν. λβ : Gβ(t) → I. λβ ={(
αi, λβ(t, αi)

)
| αi ∈ Gβ(t), λβ(t, αi) ∈ I

}
. λγ : Gγ(t) → I. λγ ={(

αi, λγ(t, αi)
)
| αi ∈ Gγ(t), λγ(t, αi) ∈ I

}
. λµ : Gµ(t) → I. λµ ={(

αi, λµ(t, αi)
)
| αi ∈ Gu(t), λµ(t, αi) ∈ I

}
. λν : Gν(t) → I. λν ={(

αi, λν(t, αi)
)
| αi ∈ Gν(t), λν(t, αi) ∈ I

}
.

Step 4. Obtain the segment set function, λ′: M(t)→I.
λ′ =

{{(
αi, λq(t, αi)

)
| αi ∈ Gq(t), λq(t, αi) ∈ I

}
, q = β, γ, µ, ν

}
. Obtain the transform function

that is also a segment set function, λ : M(t) → I. λ ={{(
αi, λq(t, αi)

)
| αi ∈ Gq(t), λq(t, αi) ∈ I

}
, q = β, γ, µ, ν

}
. λβ(t, αi) = λs(t, αi) + λβ(t, αi), αi ∈

Gβ(t); λγ(t, αi) = λs(t, αi), αi ∈ Gγ(t); λµ(t, αi) = λµ(t, αi), αi ∈ Gµ(t); λν(t, αi) = 0, αi ∈ Gν(t).
Step 5. Assign weights ξq, q = β, γ, µ, ν, ξβ = −5K for Gβ(t), ξγ = −3K for Gγ(t), ξµ = −K

for Gµ(t), ξν = 0 for Gν(t). K = 0.5S. λ̂s(t, αi) < λ̂p(t, αi) is satisfied as explained in [31].
Step 6. Obtain the weight function,

λ̃ : M(t) → I. λ̃ =
{{(

αi, λ̃q(t, αi)
)
| αi ∈ Gq(t), λ̃q(t, αi) ∈ I

}
, q = β, γ, µ, ν

}
. λ̃q(t, αi) =

λq(t, αi) + ξq, q = β, γ, µ, ν. Obtain the overall function,
λ̂ : M(t) → I. λ̂ =

{{(
αi, λ̂q(t, αi)

)
| αi ∈ Gq(t), λ̂q(t, αi) ∈ I

}
, q = β, γ, µ, ν

}
. λ̂β(t, αi) =

λe(t, αi) + λs(t, αi) + λβ(t, αi) + ξβ, αi ∈ Gβ(t); λ̂γ(t, αi) = λe(t, αi) + λs(t, αi) + ξγ, αi ∈
Gγ(t); λ̂µ(t, αi) = λe(t, αi) + λµ(t, αi) + ξµ, αi ∈ Gµ(t); λ̂ν(t, αi) = λe(t, αi) + ξν, αi ∈ Gν(t).

Step 7. Identify the minimal value of λ̂, λ̂(t) = min
αi∈M(t)

{
λ̂q(t, αi), q = β, γ, µ, ν

}
. Then, input the

part corresponding to the minimal element in the range of the overall function and arriving the
earliest.

Table A1. Symbols in state-dependent part input algorithm.

Notation Explanation

Indices
αi Part in order i, i = 1, 2, · · ·
q Part set indicator

Parameters
K Constant
S Size of preprocess area
ξq Weight of Gq(t)

Variables
Gq(t) Part set q at t
M(t) Set of parts in preprocess area at t
X(t) Balanced set of parts at t
Y(t) Unbalanced set of parts at t
λe Simple set function for M(t)
λp Simple set function for Y(t)
λq Simple set function for Gq(t)
λs Simple set function for X(t)
λ′ Segment set function
λ Transform function
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Table A1. Cont.

Notation Explanation

λ̃ Weight function
λ̂ Overall function

λ̂(t) Minimal value of λ̂
λe(t, αi) Range of λe for M(t) at t
λp(t, αi) Range of λp for Y(t) at t
λq(t, αi) Range of λq for Gq(t) at t
λq(t, αi) Range of λ for Gq(t) at t
λ̃q(t, αi) Range of λ̃ for Gq(t) at t
λ̂q(t, αi) Range of λ̂ for Gq(t) at t
λs(t, αi) Range of λs for X(t) at t

Appendix B Data Used in Evaluation

Table A2. Production information.

Part
Type

Prod.
Req.

Part
Type

Prod.
Req.

Part
Type

Prod.
Req.

1 6% 10 8% 19 6%
2 2% 11 2% 20 4%
3 2% 12 6% 21 4%
4 2% 13 2% 22 6%
5 10% 14 4% 23 4%
6 2% 15 6% 24 2%
7 6% 16 4% 25 4%
8 2% 17 2%
9 2% 18 2%

Table A3. Processing times and part routes.

Type Route Processing Time (Seconds)

1 1 6 3 8 115 165 135 285
2 6 8 9 4 7 1 2 5 3 165 185 195 145 175 115 125 155 135
3 4 1 2 5 6 45 15 25 55 65
4 5 1 4 2 6 8 155 115 145 125 165 185
5 4 2 6 8 1 245 225 265 185 15
6 3 1 8 35 15 85
7 6 7 4 5 1 3 2 65 175 45 155 115 135 125
8 8 4 2 185 345 325
9 2 5 6 3 1 4 225 255 165 135 115 245
10 9 1 7 8 195 115 175 185
11 4 5 3 1 9 7 2 8 6 245 255 35 115 295 275 225 185 165
12 8 5 6 3 9 1 7 185 155 65 135 195 15 175
13 3 2 6 7 5 135 125 165 175 155
14 5 1 4 7 6 2 450 110 440 470 160 420
15 7 1 3 5 70 210 130 250
16 6 4 1 8 2 160 140 110 180 120
17 3 5 2 8 1 130 350 320 180 110
18 6 3 1 8 4 60 30 10 80 40
19 1 7 6 8 2 4 3 110 470 160 180 420 440 130
20 9 6 5 1 8 4 2 195 165 155 15 185 145 125
21 2 7 5 3 225 275 255 135
22 7 5 6 2 3 1 170 150 160 120 130 110
23 4 1 7 2 5 145 115 175 125 155
24 7 4 1 9 75 45 15 95
25 8 3 5 2 6 4 1 9 85 235 255 225 165 245 115 295
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