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A B S T R A C T

We formulate a fairly general deterministic problem of scheduling electric vehicle (EV) regular charging tasks
on parallel chargers over time. Charging task is called regular if it is performed at the same time and in the
same place. The charging time and place can be fixed or selectable The scheduling decision time range can
be an interval or a circle. Charging tasks may or may not be preemptive. Each charging preemption may
imply a setup time and a cost. Each task requires a given amount of energy to be received from the chargers.
This energy determines the charging time requirement. The chargers consume electric power which can be
limited from above. The objective is to minimize the cost of the chargers and their locations, received energy,
maximum power and setups, or a function of task completion times. The problem is typical for urban electric
buses with fixed timetables and charging points at depots or along the route. It can also be a part of a more
general EV routing and charging scheduling problem, which is often decomposed into the routing and charging
scheduling parts in order to reduce computational complexity. Various special cases of this problem have been
studied in the literature, in the theoretical and practical contexts. We review and analyze these special cases
using traditional scheduling terminology, thereby creating a bridge between theoretical machine scheduling
and practical charging scheduling research.
1. Introduction and general problem setting

The demand for charging electric vehicles (EVs) permanently in-
creases in the last years. The EV charging devices (chargers) are ex-
pensive equipment with significant space requirements, and charging
processes contribute significantly to the power load of electrical net-
works. The efficient usage of vehicle chargers and optimal scheduling
of charging processes can reduce the number of chargers and energy
cost, make charging service more convenient for transport workers and
passengers, and decrease peak power loads of electrical networks.

This review is inspired by the results of the project ‘‘Planning
Process and Tool for Step-by-Step Conversion of the Conventional or
Mixed Bus Fleet to a 100% Electric Bus Fleet’’ (PLATON) of the Elec-
tric Mobility Europe initiative (https://service.ifak.eu/PLATON-Web/
home.html). The public transport operators involved in this project
are faced with the challenge of efficiently using charging equipment
and electricity for on-board battery electric buses operating on a fixed
timetable. This challenge reduces to the parallel machine scheduling
problem discussed in this review.

Public transport operators usually own electric buses and charging
equipment. They possess all the data to make appropriate routing and
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charging scheduling decisions. The real charging scheduling decisions
for city public electric transport mainly follow the first-come, first-
served rule, and the number of chargers at a charging station is simply
determined by the maximum number of electric buses simultaneously
present at the station between their trips. Recently, an increasing
number of publications have appeared that provide deeper research
into the modeling, optimization and algorithmic aspects of charging
scheduling for city public electric buses and EVs in general.

Scheduling of EV charging tasks is often part of the studies on
routing and charging scheduling of EVs. A popular approach to effi-
ciently solving this combined problem is to decompose it into routing
and charging scheduling sub-problems, such that a potential solution
to the routing sub-problem provides input to the charging scheduling
sub-problem, the solution of which is used to evaluate the combined
decision.

We focus on deterministic problems that are adequate for the op-
eration of city public electric buses according to fixed timetables, in
which each bus travels along the same route each day or each shift
and requires regular battery charging. We call battery charging regular
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if it occurs at the same time and in the same place. Other examples
of regular charging include airport and intercity shuttles, schoolbuses,
electric battery railcars (trains, tramways) and ferry boats. ‘‘Regular
charging tasks’’ mentioned in the title of this article are opposed to
‘‘irregular charging tasks’’, for which charging locations, times and
power consumptions may vary.

In some routing and charging scheduling applications, a vehicle
may need to take a detour to visit a charging station, which is called
 deadheading. If a deadheading decision (to take a charging detour
r not) needs to be made, then the corresponding charging task is
bviously irregular. Kullman et al. (2021) consider irregular charging
asks with EV deadheading for charging. Their model includes a fixed
equence of stops to be visited by a single EV and a charging station
etween any two consecutive stops that can be visited or not. The only
ecision to make is whether to visit each charging station or not. In this
rticle we do not study decisions of this kind.

In a two-stage decomposition approach to the EV routing and
harging scheduling problem, the first stage allows for fixing not only

the EV routes but also the actual charging locations. This ensures that
the charging tasks in the second-stage sub-problem become regular,
even if they were initially irregular in the original problem. Battaïa
et al. (2023) call the sequence of actual charging points for a bus route
a charging scenario and enumerate these scenarios to solve the more
general problem of designing electric bus services.

In reality, arrival and departure times and energy requirements of
electric buses are subject to small uncertain variations. These variations
can be compensated for by adopting a robustness approach, such as
reducing charging time windows to guaranteed sizes and increasing
energy requirements to maximum values. Recent reviews of uncertain,
stochastic and queue-theoretic formulations of the charging scheduling
problems are provided by Ji et al. (2023), Mahyari et al. (2023), Yan
et al. (2023) and Lai and Li (2024). These problems mainly concern
irregular charging of EVs of different owners at charging stations of
different owners. We do not address problems of EV fleet composition,
routing, and infrastructure design unless they relate to charging sched-
ules. Recent results on such problems can be found, for example, in
Mahmutoğullarıand Yaman (2023), Su et al. (2023), Vichitkunakorn
t al. (2024), Lera-Romero et al. (2024), Havre et al. (2024) and Park

and Lee (2024).
A sufficiently general regular charging scheduling problem is formu-

ated in the next section. We classify deterministic EV regular charging
cheduling models based on their assumptions such as linear or circular
ime, prohibiting charging task preemptions or not, tightness of the
harging time windows, cost structure, and energy and power con-
traints. In order to facilitate the classification, we use the traditional
cheduling three-field notation 𝛼|𝛽|𝛾. It is described in Section 3. In the

classical scheduling models, it is assumed that the time is linear, and
perations cannot extend beyond the end of a given linear time interval.

Models with linear time are reviewed in Sections 4 and 5 with the
assumptions of no charging task preemptions and allowed preemptions,
espectively.

We focus on computational complexity of the classical parallel
achine scheduling problems with job release dates and deadlines,

i.e., on NP-hardness or optimal polynomial time algorithms. Scheduling
odels with circular time are discussed in Section 6. Practical regular

harging scheduling problems in Sections 4–6 are classified by means
of the 𝛼|𝛽|𝛾 notation. For each initial, more general EV routing and
charging scheduling problem, we specify whether the charging tasks
are regular or not and whether deadheading decisions need to be made.
Existing research trends, challenges and suggestions for future research
are given in the last section.

2. General problem statement

In the classical scheduling terminology, the chargers can be viewed
as parallel machines and the charging events (tasks) as jobs. There exist
2 
numerous parallel machine scheduling models that can be appropriate
for EV regular charging scheduling. We propose a review of charging
scheduling models and relevant theoretical parallel machine scheduling
models, which can provide new solution ideas for the public transport
decision makers, and new practical motivations for the scheduling
theorists. The common aspects of the reviewed models can be described
in the traditional machine scheduling terminology as follows. We stress
that these models are approximations of the real processes.

Jobs of a set 𝑁 = {1,… , 𝑛} (EV regular charging tasks) have to
be processed on parallel machines (chargers) of a set 𝑀 = {1,… , 𝑚}
installed in locations (charging stations) of a set 𝐿. The machine set
𝑀 is partitioned into subsets 𝑀𝑞 , 𝑞 ∈ 𝐿, such that machines of the
ame subset 𝑀𝑞 are installed in the same location. Each job 𝑗 and

location 𝑞 are associated with a fixed time window [𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 ], initial
energy level 𝑒0𝑞 𝑗 , required energy level 𝑒𝑞 𝑗 ≥ 𝑒0𝑞 𝑗 and concave charging
functions 𝑓𝑖𝑗 (𝛥) for chargers 𝑖 ∈ 𝑀𝑞 . In city electric bus routing and
charging applications, the initial and required energy levels depend
on the charging location due to the energy consumption when driving
from a stop to a charging location and from a charging location to the
next stop. Likewise, different travel times to different charging locations
explain the dependence of time windows on charging locations.

The shape of the function 𝑓𝑖𝑗 (𝛥) mainly depends of the charger’s
electric power and EV’s battery. Times 𝑟𝑞 𝑗 and 𝑑𝑞 𝑗 are called release
date and deadline of job 𝑗, respectively, in location 𝑞. The value of
𝑓𝑖𝑗 (𝛥), 𝑖 ∈ 𝑀𝑞 , is the amount of energy that is received by job 𝑗 with
𝑒0𝑞 𝑗 = 0 from charger 𝑖 during charging time 𝛥. By this definition, the
processing (charging) time of job 𝑗 on charger 𝑖 from an energy level 𝑒(1)𝑗
to an energy level 𝑒(2)𝑗 , so that 𝑒(2)𝑗 > 𝑒(1)𝑗 , is equal to 𝑓−1

𝑖𝑗 (𝑒(2)𝑗 ) −𝑓−1
𝑖𝑗 (𝑒(1)𝑗 ),

where 𝑓−1
𝑖𝑗 (⋅) denotes the inverse function of 𝑓𝑖𝑗 . It is assumed that the

inverse functions exist. This assumption implies that there is no job
with zero processing requirements in the problem input. Each job 𝑗
must be processed (EV must be charged from the initial level 𝑒0𝑞 𝑗 to
the required level 𝑒𝑞 𝑗) within one of its time windows [𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 ] on one
of the machines in a location 𝑞 ∈ 𝐿.

The machines (chargers) differ by their processing (charging) speeds
velocities) 𝑣𝑖𝑗 that may depend on the machine and the job. These
peeds are relative to some, perhaps abstract, machine with unit speed,

which we denote as 𝑖∗. If job 𝑗 is completely processed on a machine
𝑖∗ ∈ 𝑀𝑞 with unit speed, then its processing time requirement on this
machine is denoted as 𝑝𝑞 𝑗 and it is calculated as 𝑝𝑞 𝑗 = 𝑓−1

𝑖∗𝑗 (𝑒𝑞 𝑗 ) −𝑓−1
𝑖∗𝑗 (𝑒

0
𝑞 𝑗 ).

If job 𝑗 is completely processed on an arbitrary machine 𝑖 ∈ 𝑀𝑞 , then
its processing time requirement on this machine is denoted as 𝑝𝑞 𝑖𝑗 and
it satisfies 𝑝𝑞 𝑖𝑗 = 𝑝𝑞 𝑗∕𝑣𝑖𝑗 = 𝑓−1

𝑖𝑗 (𝑒𝑞 𝑗 ) − 𝑓−1
𝑖𝑗 (𝑒0𝑞 𝑗 ).

Preemptions of job processing (charging process) can be permitted
or not. Irrespectively of the preemptions, all parts of the same job (EV
charging task) must be performed in the same location (charging sta-
tion), i.e., on machines of the same set 𝑀𝑞 , 𝑞 ∈ 𝐿. Each uninterrupted
part of job 𝑗 on machine 𝑖 is preceded by a machine setup time 𝑠𝑖𝑗 ,
and it is associated with a cost 𝑐𝑠𝑒𝑡𝑖𝑗 . Setup times are non-anticipated,
hat is, they must start and complete inside one of the respective job
ime windows. Therefore, relations 𝑑𝑞 𝑗 − 𝑟𝑞 𝑗 ≥ 𝑠𝑖(𝑞)𝑗 + 𝑝𝑖(𝑞)𝑗 , 𝑗 ∈ 𝑁 ,
ust be satisfied for a machine 𝑖(𝑞) ∈ 𝑀𝑞 with the maximal speed

n each location 𝑞 ∈ 𝐿. In the public EV charging applications, the
etup time is needed for a current EV to leave the charger and for a
ew EV to approach the charger and connect to it. Typically, the first
post-processing) setup operation takes much less time and effort than
he second (pre-processing) operation, which depends on the job (EV
o be charged) and the machine (charger). Therefore, setup time 𝑠𝑖𝑗
nd cost 𝑐𝑠𝑒𝑡𝑖𝑗 are assumed to be sequence independent (they do not
epend on the job preceding job 𝑗). The setup cost can be associated
ith the workload dependent salary of the personnel that is responsible

or vehicle movements in the charging location.
It is restrictively assumed that no job (EV battery) looses its energy

during setup or downtime during which the battery is not charged for
any reason. For a given job 𝑗, denote by (𝐼 ,… , 𝐼 ) all its maximal
1 𝑘
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uninterrupted processing (charging) time intervals on machines of the
same set 𝑀𝑞 , 𝑞 ∈ 𝐿, in a given schedule. Assume that the intervals occur
n the machines 𝑖1,… , 𝑖𝑘 in the increasing order of their start times.
he machines can repeat in this sequence, i.e., an EV can be charged
everal times by the same charger during the same visit of a charging
tation. Denote by 𝛥𝑞 𝑖𝑟𝑗 , 𝑒0𝑞 𝑖𝑟𝑗 and 𝑒𝑞 𝑖𝑟𝑗 processing time (charging time
uration), initial energy level and final energy level, respectively, of
ob 𝑗 in the interval 𝐼𝑟, 𝑟 = 1,… , 𝑘. For each job 𝑗 and location 𝑞, it
s required that 𝑒0𝑞 𝑖1𝑗 = 𝑒0𝑞 𝑗 , 𝑒𝑞 𝑖𝑟−1𝑗 = 𝑒0𝑞 𝑖𝑟𝑗 , 𝑟 = 2, 3,… , 𝑘, 𝑒𝑞 𝑖𝑘𝑗 = 𝑒𝑞 𝑗 ,
nd ∑𝑘

𝑟=1 𝛥𝑞 𝑖𝑟𝑗𝑣𝑖𝑟𝑗 = 𝑝𝑞 𝑗 , which means that 𝑗 is completely processed
(feasibly charged) in 𝑞.

No job or setup can be performed by more than one machine
imultaneously and no machine can perform more than one job or setup
imultaneously. We call a machine that processes some job at a time 𝑡

as an active machine at this time. No machine is active during its setup
or downtime. Each machine 𝑖 is associated with a fixed purchase and
nstallation cost 𝑐𝑚𝑎𝑐𝑖 , which is paid if this machine is active at least
nce, and a fixed electric power 𝑤𝑖, which is consumed at any time
hen the machine is active. The total power supply functions 𝑊𝑞(𝑡),
∈ 𝐿, can be given, where 𝑊𝑞(𝑡) is an upper bound on the total power

onsumed by all active machines at time 𝑡 in location 𝑞. The maximum
onsumed power is associated with the unit cost 𝑐𝑝𝑤𝑟. Each location
∈ 𝐿 is associated with a fixed cost 𝑐𝑙 𝑜𝑐𝑞 , which is paid if at least one

ob 𝑗 is processed in the time window [𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 ].
The time horizon can be an interval or a circle [0, 𝑇 ] (with time

oving clockwise). If time is circular, then times 0 and 𝑇 are the same
ime point. Each time instant 𝑡 and location 𝑞 ∈ 𝐿 can be associated
ith the unit energy cost 𝑐𝑒𝑛𝑒𝑞 (𝑡). The problem is to find a feasible

charging schedule such that some of the equipment and location costs,
operational costs, power and energy costs and costs dependent of job
completion times are minimized. We denote this problem as the Regular
Charging Scheduling Problem (RCSP).

Our main practical motivation is charging scheduling of city electric
buses running on a fixed timetable, where each bus takes the same
route. In this case, deadheading is not required if charging stations
are located at a depot and the buses charge there only at night, or if
charging stations are located at terminal stations or intermediate stops
with sufficient idle time that can be used by buses to recharge. This
occurs in many urban public electric transport applications, as well as
in other applications where electric vehicles make regular trips and
have regular charging events with charging stations located directly
along their routes.

City electric buses are typically charged once per day at the depot
r once per trip (return or one way) at a terminus. In our terminology,
he corresponding charging event is a job. If an electric bus needs to be
harged along its route, it is usually assigned a charging location, which
ust be selected from a given set of bus stops. Arrival and departure

imes are determined by the fixed passenger timetable for each such
top. Given the fact that the bus is charged once and at the same
ocation on each trip, this information determines the charging time
nterval, the initial and desired energy levels and the energy cost for
he respective job. Energy costs can vary depending on location. For
ach job, the charging scheduling decision includes the selection of a
harging station (if two or more are available) and the charging time
lots at that station’s chargers in the appropriate time window.

Remark 1. If there is a single machine location (|𝐿| = 1), then we omit
ocation index 𝑞, and if |𝐿| = 1 and the machines are identical, then we
mit machine index 𝑖 in the notation of problem parameters.

Remark 2. Scheduling problems with circular time should not be
mixed with cyclic, rotating and periodic scheduling problems, in which
jobs must complete in a linear time interval (often called cycle), and
their schedule repeats an infinite number of times.
3 
3. Three-field notation

We adapt the traditional scheduling notation 𝛼|𝛽|𝛾. In all the studied
roblems, there are 𝑚 parallel machines (chargers) and 𝑛 jobs with
elease dates and deadlines. The number of machines 𝑚 can be a given
onstant (part of the problem type), it can be a part of the problem
nstance and it can be a decision variable. In the EV routing and

charging scheduling research, vehicle charging under the assumption
hat the number of chargers 𝑚 is limited (bounded from above by a

constant) is called capacitated charging. In this case, it is not guaranteed
that there will be an appropriate free charger at the time when an EV
arrives to the charging station.

In 2017, Montoya et al. (2017) cited no literature on capacitated
charging and mentioned it as an interesting topic for future work. Six
ears later, de Vos et al. (2024) considered capacitated charging and

reviewed several relevant papers. There exist different opinions about
the need to study capacited charging. In particular, for the problem of
scheduling and charging electric tow trains Diefenbach et al. (2023)
assume that all charging stations have sufficient space and capacity.
They write ‘‘Clearly, this may not always be the case in practice, where
charging capacities can be limited by space or the charging infras-
tructure’s capacity. Nevertheless, it presents a common assumption in
the literature’’. To support the consideration of capacitated charging,
Froger et al. (2022) argue that in practice each charging station has
a fixed and often small number of chargers. An important reason for
this are high purchase, installation and operation costs of the chargers.
Perumal et al. (2022) state that slow chargers have a low installation
cost and a low charging power, whereas fast chargers have a high
installation cost and a high charging power.

Remark 3. The 𝑚 machines each of which is supposed to be active
t least once must be distinguished from the machines that are simul-
aneously active at time 𝑡. Denote number of the latter machines as
(𝑡). They alone contribute to the power consumption at time 𝑡. Denote
aximum number of machines that are active at each time instant,
ax𝑡{𝑚(𝑡)}, as 𝑚max. It is clear that 𝑚max ≤ 𝑚. If the supplied power

s limited by the same value 𝑊 and the power of all machines is equal
o 𝑤, then 𝑚max ≤ min{𝑚, ⌊𝑊 ∕𝑤⌋}.

The first field is 𝛼 ∈ {1, 𝑃 , 𝑄, 𝑅}, where 1 means that 𝑚 = 1,
𝑃 denotes identical machines, 𝑄 states for uniform machines, and 𝑅
enotes the most general case of unrelated machines. Values of 𝛼 other

than 𝛼 = 1 imply that there are two or more machines. If the machines
are identical, then the charging functions, processing (charging) speeds,
setup times and costs, machine costs and powers are the same for all
machines: 𝑓𝑖𝑗 (𝛥) = 𝑓𝑗 (𝛥), 𝑣𝑖𝑗 = 1, 𝑠𝑖𝑗 = 𝑠𝑗 , 𝑐𝑠𝑒𝑡𝑖𝑗 = 𝑐𝑠𝑒𝑡𝑗 , 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 ,
𝑤𝑖 = 𝑤 for all 𝑖 ∈ 𝑀 . If the machines are uniform, then 𝑣𝑖𝑗 = 𝑣𝑖,
that is, the processing speed depends of the machine (charger) and it
does not depend of the job (EV’s battery). The setup times and costs
may remain arbitrarily dependent of the job and the machine. In the
nrelated machine case, the job processing time on a machine depends
n the job and the machine. Notations 𝑃 𝑚, 𝑄𝑚 and 𝑅𝑚 are used instead
f 𝑃 , 𝑄 and 𝑅 to show that the number of machines 𝑚 is fixed (it is
 part of the problem type and not part of the problem instance or
ecision variable). Notations 𝑃∞, 𝑄∞ and 𝑅∞ are used if there is an
nlimited number of copies of each of the 𝑚 machines. In this case, all
obs can be processed in parallel on copies of any machines.

The second field is a subset of the union of eight sub-fields: 𝛽 ⊆
8
𝑠=1𝛽𝑠. Notation ◦ is used if respective sub-field is not present in the
econd field. The sub-fields are the following.

• 𝛽1 ∈ {◦, 𝑐 𝑖𝑟𝑐}. If 𝛽1 = ◦, then time is linear. If 𝛽2 = 𝑐 𝑖𝑟𝑐, then time
is circular.

• 𝛽2 ∈ {◦, 𝑝𝑚𝑡𝑛}. If 𝛽2 = ◦, then no preemption is allowed. If
𝛽2 = 𝑝𝑚𝑡𝑛, then preemptions are allowed.

• 𝛽3 ∈ {◦, 𝑀𝑞}. If 𝛽3 = ◦, then there is a single machine location
(|𝐿| = 1). Notation 𝑀 indicates that there are several locations.
𝑞
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• 𝛽4 ⊂ {◦, 𝑟𝑞 𝑗 , 𝑟𝑗 , 𝑟𝑗 = 𝑟, 𝑑𝑞 𝑗 , 𝑑𝑗 , 𝑑𝑗 = 𝑑}. If 𝛽4 = ◦, then the (charging)
time window is the same for all jobs and it is unrestricted.
Notation 𝛽4 ∈ {𝑟𝑞 𝑗 , 𝑟𝑗} specifies that the release dates are arbitrary
for the respective machine environment (with several locations
and single location), and notation 𝛽4 ∈ {𝑑𝑞 𝑗 , 𝑑𝑗} specifies that the
deadlines are arbitrary. Notations 𝑟𝑗 = 𝑟 and 𝑑𝑗 = 𝑑 are used if
all the release dates are equal and all the deadlines are equal,
respectively.

• 𝛽5 ∈ {◦, 𝑠𝑖𝑗 , 𝑠𝑗 , 𝑠𝑗 = 𝑠}. If 𝛽5 = ◦, then the setup times are all
equal to zero. If 𝛽5 = 𝑠𝑖𝑗 , then arbitrary non-zero setup times are
given. Notations 𝑠𝑗 and 𝑠𝑗 = 𝑠 are used if setup times are job (EV)
dependent and machine (charger) independent, and they are all
the same, respectively.

• 𝛽6 ∈ {◦, 𝑊𝑞(𝑡), 𝑊 (𝑡), 𝑊𝑞(𝑡) = 𝑊𝑞 , 𝑊 (𝑡) = 𝑊 }. If 𝛽6 = ◦, then the
power supply in unlimited. If 𝛽6 ∈ {𝑊𝑞(𝑡), 𝑊 (𝑡)} then a dynamic
upper bound 𝑊𝑞(𝑡) or 𝑊 (𝑡) on the total power of the simultane-
ously active machines (chargers) is given in each location 𝑞 ∈ 𝐿
or in the single location. Notations 𝑊𝑞(𝑡) = 𝑊𝑞 and 𝑊 (𝑡) = 𝑊 are
used if this upper bound is time-independent.

• 𝛽7 ⊂ {◦, 𝑐𝑚𝑎𝑐𝑖 , 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 , 𝑐𝑒𝑛𝑒𝑞 (𝑡), 𝑐𝑒𝑛𝑒(𝑡), 𝑐𝑒𝑛𝑒𝑞 (𝑡) = 𝑐𝑒𝑛𝑒𝑞 , 𝑐𝑒𝑛𝑒(𝑡) =
𝑐𝑒𝑛𝑒, 𝑐𝑝𝑤𝑟, 𝑐𝑠𝑒𝑡𝑖𝑗 , 𝑐𝑠𝑒𝑡𝑖𝑗 = 𝑐𝑠𝑒𝑡, 𝑐𝑙 𝑜𝑐𝑞 , 𝑐𝑙 𝑜𝑐𝑞 = 𝑐𝑙 𝑜𝑐}. If 𝛽7 = ◦, then machine,
energy, supplied power, setup and location costs are all equal to
zero. If 𝛽7 ≠ ◦, then the respective costs are non-zero and they
are arbitrary or characterized by the given equality.

• 𝛽8 ∈ {◦, 𝑝𝑖𝑗 = 𝑝𝑖, 𝑝𝑞 𝑗 = 𝑝𝑞 , 𝑝𝑞 𝑗 = 𝑑𝑞 𝑗 − 𝑟𝑞 𝑗 , 𝑝𝑞 𝑖𝑗 ∈ 𝑆}. If 𝛽8 =
◦, then the processing time 𝑝𝑞 𝑖𝑗 can be any number according
to the machine environment. Notations 𝑝𝑖𝑗 = 𝑝𝑖 and 𝑝𝑞 𝑗 = 𝑝𝑞
are used to indicate that times 𝑝𝑖𝑗 depend only on the machine
and, in the case of identical or uniform machines, only on the
location, respectively. Notation 𝑝𝑞 𝑗 = 𝑑𝑞 𝑗 − 𝑟𝑞 𝑗 means that if job
𝑗 is processed on a machine in location 𝑞, then it occupies time
window [𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 ] completely. Respective models are studied under
the name fixed interval scheduling in the literature. If 𝛽8 = (𝑝𝑞 𝑖𝑗 ∈
𝑆), then 𝑝𝑞 𝑖𝑗 are restricted to take values from the set 𝑆 that has
to be explicitly given. Each value 𝑝 ∈ 𝑆 is associated with a subset
of machines 𝑀(𝑝) ≠ ∅ and a subset of jobs 𝑁(𝑝) ≠ ∅ such that if
job 𝑗 ∈ 𝑁(𝑝) is processed on machine 𝑖 ∈ 𝑀(𝑝) then its processing
time is equal to 𝑝.

The third field specifies the goal of the charging scheduling decision,
∈ {−, 𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑓 ), 𝐹 (𝐶1,… , 𝐶𝑛)}, where 𝐶𝑗 denotes job 𝑗 completion

time, 𝑓 ⊆ {𝐿, 𝑚, 𝑚max, 𝐸 , 𝑊 , 𝑊max, 𝑆 𝑒𝑡𝑢𝑝,∑ 𝑇𝑗}, and notations in the lat-
ter set represent locations (𝐿), number of required machines (𝑚),
maximum number of simultaneously active machines (𝑚max), energy
(𝐸), power (𝑊 ), power of simultaneously active machines (𝑊max),
setups (𝑆 𝑒𝑡𝑢𝑝), and total tardiness (∑ 𝑇𝑗), respectively. Tardiness is
defined as 𝑇𝑗 = max{0, 𝐶𝑗 − 𝑑𝑗}. If 𝛾 = −, then the goal is to find a
feasible charging schedule or determine that it does not exist. If 𝛾 is
equal to 𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑓 ) then the goal is to find a feasible charging schedule
that minimizes the sum of the costs associated with the objects given
by 𝑓 . If 𝛾 = 𝐹 (𝐶1,… , 𝐶𝑛), then the goal is to minimize a function of job
completion times. The following remarks can be useful in classifying
and solving a charging scheduling problem.

Remark 4. An algorithm for the decision problem 𝛼|𝑟𝑗 , 𝑑𝑗 , 𝛽|−, 𝛼 ∈
{𝑃 𝑚, 𝑄𝑚, 𝑅𝑚}, can be used to solve the respective problem 𝛼
|𝑟𝑗 , 𝑑𝑗 , 𝛽 , 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚), 𝛼 ∈ {𝑃 , 𝑄, 𝑅}, of minimizing the num-
ber of active machines, by applying a bisection search over the range
𝑚 ∈ {1,… , 𝑛}, in which the problem 𝛼|𝑟𝑗 , 𝑑𝑗 , 𝛽|−, 𝛼 ∈ {𝑃 𝑚, 𝑄𝑚, 𝑅𝑚},
with fixed number of machines 𝑚 is solved 𝑂(log 𝑛) times.

Remark 5. The energy minimization is not trivial only if there are
different locations (|𝐿| ≥ 2) or the energy cost function 𝑐𝑒𝑛𝑒(𝑡) is not
onstant (𝑐𝑒𝑛𝑒(𝑡) ≠ 𝑐𝑒𝑛𝑒). If it is constant and |𝐿| = 1, then the total
nergy cost is equal to 𝑐𝑒𝑛𝑒

∑

𝑗∈𝑁 (𝑒𝑗 − 𝑒0𝑗 ).
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Remark 6. If preemptions are prohibited, then there is a single setup
receding the uninterrupted job processing. In this case, the total setup
ost is equal to ∑

𝑖∈𝑀
∑

𝑗∈𝑁 𝑐𝑠𝑒𝑡𝑖𝑗 𝑥𝑖𝑗 , where 𝑥𝑖𝑗 = 1 if job 𝑗 is processed
n machine 𝑖 and 𝑥𝑖𝑗 = 0, otherwise. For the case of identical machines
nd no preemptions, the total setup cost is equal to ∑

𝑗∈𝑁 𝑐𝑠𝑒𝑡𝑗 .

Remark 7. The no energy loss assumption for the setups can be partly
relaxed by assuming that the time of restoration of the energy level at
the end of the setup to that in the beginning of the setup is included into
the setup time. Machines must be considered as active during setups in
this case.

Remark 8. The no preemption case can be appropriate for modeling
he situation in which EV re-charging is realized by the battery ex-
hange. In this case, the machines are the battery exchange points, and
he processing times 𝑝𝑞 𝑖𝑗 are independent of the energy levels.

Remark 9. The problem 𝛼|𝑟𝑗 , 𝑑𝑗 , 𝑐 𝑖𝑟𝑐 , 𝛽|− with circular time reduces
to the problem 𝛼|𝑟𝑗 , 𝑑𝑗 , 𝛽|− with linear time if there is a point in
time 𝑡 that is not strictly inside any time window, 𝑡 ∉ ∪𝑗∈𝑁 (𝑟𝑗 , 𝑑𝑗 ).
f [0, 𝑇 ] is the time circle, then any time point 𝜏 ≠ 𝑡 in an in-
tance of the problem 𝛼|𝑐 𝑖𝑟𝑐 , 𝑟𝑗 , 𝑑𝑗 , 𝛽|− corresponds to the point 𝜏0 =
{

𝜏 − 𝑡, if 𝑡 < 𝜏 ≤ 𝑇
𝑇 − 𝑡 + 𝜏 , if 0 ≤ 𝜏 < 𝑡 in the respective instance of the problem

|𝑟𝑗 , 𝑑𝑗 , 𝛽|−. Consideration of the time point 𝑡 ∉ ∪𝑗∈𝑁 (𝑟𝑗 , 𝑑𝑗 ) is specific.
f 𝑡 ∉ ∪𝑗∈𝑁{𝑟𝑗 , 𝑑𝑗}, then 𝑡 can be removed from the input of both

problems. Release dates 𝑟𝑗 = 𝑡 in 𝛼|𝑐 𝑖𝑟𝑐 , 𝛽 , 𝑟𝑗 , 𝑑𝑗 |− turn into 𝑟𝑗 = 0 in
𝛼|𝛽 , 𝑟𝑗 , 𝑑𝑗 |−, and deadlines 𝑑𝑗 = 𝑡 in 𝛼|𝑐 𝑖𝑟𝑐 , 𝛽 , 𝑟𝑗 , 𝑑𝑗 |− turn into 𝑑𝑗 = 𝑇
in 𝛼|𝛽 , 𝑟𝑗 , 𝑑𝑗 |−.

4. Linear time, no preemptions

In this section, time is assumed to be linear. In Section 4.1, we re-
view existing computational complexity and algorithmic results for the
non-preemptive parallel machine scheduling problems and their special
cases. EV routing and non-preemptive charging scheduling problems
re reviewed in Section 4.2.

4.1. Non-preemptive parallel machine scheduling

Note that any of the algorithms described below can generate an
infeasible schedule. In this case, no feasible schedule exists for the re-
spective problem instance. The classical scheduling problems 𝛼|𝑟𝑗 , 𝑑𝑗 |−,
𝛼 ∈ {1, 𝑃 , 𝑄, 𝑅}, with no preemptions are special cases of the regular
charging scheduling problem RCSP, in which there is a single machine
location (|𝐿| = 1), all costs are equal to zero (𝑐𝑙 𝑜𝑐𝑞 = 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑒𝑛𝑒(𝑡) =
𝑐𝑠𝑒𝑡𝑖𝑗 = 0), and the power supply is unlimited (𝑊 (𝑡) = ∞).

The easiest non-preemptive single-machine problem with arbitrary
ob processing times, release dates and deadlines, 1|𝑟𝑗 , 𝑑𝑗 |−, is already
P-hard in the strong sense (Lenstra et al., 1977). This problem is solv-

able in 𝑂(𝑛 log 𝑛) time if 𝑟𝑗 and 𝑑𝑗 are agreeable such that 𝑟𝑗 < 𝑟ℎ implies
𝑑𝑗 ≤ 𝑑ℎ for any jobs 𝑗 and ℎ, or if 𝑝𝑗 = 𝑝 and 𝑟𝑗 and 𝑑𝑗 are multiples
of 𝑝, or equivalently, 𝑝𝑗 = 1 and 𝑟𝑗 and 𝑑𝑗 are integer, 𝑗 ∈ 𝑁 . The
lgorithm is described by the following Earliest Deadline First (EDF) rule:
t any time when the machine is ready for job processing, schedule

ob with the earliest deadline of all jobs available at this time (see for
xample, Lawler, 1994). Problems 1|𝑟𝑗 , 𝑑𝑗 = 𝑑|− and 1|𝑟𝑗 = 0, 𝑑𝑗 |− with
qual deadlines and equal release dates, respectively, can be solved in
(𝑛 log 𝑛) time by sequencing the jobs in the Earliest Release Date First
ERDF) order (first-come, first-served rule) and the Earliest Deadline First
EDF) order, respectively.

The problem 1|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− cannot be solved by the above rule
because 𝑟𝑗 and 𝑑𝑗 are not necessarily multiples of 𝑝. Garey et al. (1981)
proposed a specialized 𝑂(𝑛 log 𝑛) time algorithm for this problem that
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is based on the concepts of ‘‘forbidden regions’’, ‘‘backscheduling algo-
rithm’’ and ‘‘task load tree’’. Simons and Warmuth (1989) generalized
deas of Garey et al. (1981) to develop an 𝑂(𝑚𝑛2) time algorithm

for the problem 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|−. Dourado et al. (2009) presented
an 𝑂( 𝑛

2 log𝑚
𝑚 + 𝑛 log 𝑛) time graph-theoretic algorithm for a problem

more general than 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1|−, see also Brucker and Shakhle-
ich (2016). Demaine et al. (2013), Angel et al. (2014) and Brauner

et al. (2021) propose polynomial time algorithms for the problem
𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1, 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚) with an extra constraint that
o machine can stand idle between its start and completion times.

The problem 𝑃 |𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|− is the classical strongly NP-
hard problem whose special case is 3-Partition, and the problem
𝑃 2|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|− is the classical ordinary NP-hard problem equivalent
to Partition (Garey & Johnson, 1979). Therefore, problems
|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|− and 𝑅|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|− are NP-hard in the strong

ense and problems 𝑄𝑚|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|− and 𝑅𝑚|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|−, 𝑚 ≥ 2,
re NP-hard in the ordinary sense. Kravchenko and Werner (2011) solve
he problem 𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚max) in polynomial time. Their

approach is a reduction to a Linear Programming (LP) problem.
The uniform machine scheduling problem 𝑄|𝑟𝑗 = 𝑟, 𝑑𝑗 , 𝑝𝑗 = 𝑝|− can

be solved in 𝑂(𝑛 log 𝑛) time by the following algorithm of Dessouky et al.
(1990): Determine non-decreasing sequence of earliest job completion
times 𝑡1,… , 𝑡𝑛 on 𝑚 uniform machines, provided that the jobs start after
he common release date 𝑟. Then, assuming 𝑑1 ≤ ⋯ ≤ 𝑑𝑛, match job 𝑗
nd the earliest completion time 𝑡𝑗 , 𝑗 ∈ 𝑁 . This matching is equivalent

to assigning job with the earliest deadline to the machine where it will
be completed the earliest if all jobs start after the common release date
𝑟. The following modification of this algorithm is an 𝑂(𝑛 log 𝑛) algorithm
for the ‘‘mirror’’ problem 𝑄|𝑟𝑗 , 𝑑𝑗 = 𝑑 , 𝑝𝑗 = 𝑝|−: Determine the non-
decreasing sequence 𝑡1,… , 𝑡𝑛. Calculate non-decreasing sequence of
atest job start times 𝑑 − 𝑡𝑛, 𝑑 − 𝑡𝑛−1,… , 𝑑 − 𝑡1 on 𝑚 machines. Assuming
𝑟1 ≤ ⋯ ≤ 𝑟𝑛, match job 𝑗 and the latest start time 𝑑− 𝑡𝑛+1−𝑗 , 𝑗 ∈ 𝑁 . This

atching defines job sequences on the machines in the non-decreasing
rder of release dates. Finally, determine common machine start time
s max𝑗∈𝑁{𝑟𝑗 − 𝑑 + 𝑡𝑛+1−𝑗}. Discussion of other mirror scheduling
roblems can be found in Chen et al. (2021). Computational complexity

of the problems 𝑄|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− and 𝑄𝑚|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− for 𝑚 ≥ 2 is
nknown. The problem 𝑄|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1|− is solved by the optimal flow

algorithm of Federgruen and Groenevelt (1986) that is designed for the
preemptive problem 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |−.

The case 𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1, 3}|− is NP-hard in the strong sense, and
he cases 𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1, 2}|− and 𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1,∞}|− are poly-

nomially solvable by a matching technique (Lenstra et al., 1990).
Vakhania et al. (2014) proposed a two-phase method to solve the
problem 𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {𝑝, 2𝑝}|− in polynomial time. Lin and Li (2004)
esigned an 𝑂(𝑛3 log 𝑛𝑣) time network flow algorithm for the problem

𝑅|𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑 , 𝑝𝑖𝑗 ∈ {𝑝∕𝑣𝑖,∞}|−, in which 𝑣 is the least common mul-
iple of the machine speeds 𝑣1,… , 𝑣𝑚, and each job 𝑗 can be processed

only on an admissible subset of the machines defined by 𝑝𝑖𝑗 ≠ ∞. A
simpler 𝑂(𝑚𝑛) time algorithm is proposed in Lin and Li (2004) for the
latter problem if the family of admissible machine subsets is convex.
Results on fixed interval scheduling problems 𝛼|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑞 𝑗 = 𝑑𝑞 𝑗 − 𝑟𝑞 𝑗 |𝛾
have been reviewed by Kolen et al. (2007) and Kovalyov et al. (2007) in
007. Recent publications in this area can be found in Muir and Toriello

(2023). Computational complexity of the problems in this section and
respective references are summarized in Table 1.

4.2. EV routing and non-preemptive charging scheduling

As in most previous studies, we assume that EV routing includes
he assignment of EVs to the service trips in space and time. Due to the
imited driving range, EVs need to be re-charged during their services.

e additionally assume that EV routing includes visiting charging
tations. If the routing decision is fixed, then each EV visits a specified

harging station in the specified time window to replenish its battery. A
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non-preemptive charging event during such a visit is a non-preemptive
job in our terminology.

Non-preemptive capacitated charging. The vast majority of publica-
ions on routing and non-preemptive capacitated charging of EVs are
evoted to the case of multiple charging station locations. Each charg-
ng event 𝑗 ∈ 𝑁 on charger 𝑖 ∈ 𝑀𝑞 in location 𝑞 ∈ 𝐿 is characterized
y the time interval [𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 ]. The release date 𝑟𝑞 𝑗 is determined by the
V’s earliest possible arrival time to location 𝑞 and the deadline 𝑑𝑞 𝑗 is
etermined by the EV’s latest possible departure time from 𝑞 between
wo consecutive service trips associated with the charging event 𝑗. We
irst review papers studying single location and then multiple charging
ocations. Papers of each of the two types are reviewed in chronological
rder.
Single charging location. A pure regular charging scheduling prob-

em with soft deadlines to minimize total tardiness, 𝑃 |𝑟𝑗 , 𝑑𝑗 |
∑

𝑇𝑗 ,
is described by Hernández-Arauzo et al. (2015). It is modeled as
a constraint satisfaction problem. Chen et al. (2018) consider regu-
ar charging tasks of electric buses at a single fast charging station,

equipped with an energy storage system that accommodates energy
at cheaper times. The charging scheduling sub-problem is close to
𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒(𝑡), 𝑐𝑝𝑤𝑟

|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊max). Nguyen et al. (2018) consider
identical parallel machine scheduling problem with a single additional
resource and mentioned charging scheduling as an application. If the
resource represents the number of active identical chargers, then this
problem is the regular non-preemptive charging scheduling problem
𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑊 (𝑡)|

∑

𝐶𝑗 , with the dynamic limited power supply and the
objective of minimizing the total (or average) job completion time.

A mixed fleet of hybrid and electric buses with irregular charg-
ing and no deadheading is considered by Rinaldi et al. (2020). The
regular charging scheduling sub-problem can be expressed as
𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1, 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸). Alvo et al. (2021) study the problem
of dispatching diesel and electric buses. The charging is regular and the
orresponding scheduling model is 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑊 (𝑡) = 𝑊 |−. Zhang et al.

(2021) assume that the trip schedule of electric buses is predetermined
and a charging event occurs between two consecutive trips, which leads
to the simple regular charging scheduling sub-problem 𝑃 |𝑟𝑗 , 𝑑𝑗 |−. The
same sub-problem appears in Nolz et al. (2022) where pickup and deliv-
ery of parcels by EVs is studied. Minimizing total energy and power cost
is the objective of the charging scheduling sub-problem in Duan et al.
(2023), which can be denoted as 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊 ). In the
initial problem, the charging tasks are regular and no deadheading
is needed. He J. Yan et al. (2023) consider a situation in which an
electric bus is charged at a given terminal and historical data is used to
determine time windows for regular charging. The charging scheduling
sub-problem is 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝, 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸).

Multiple charging locations. Li (2014) proposes a vehicle scheduling
and charging model for electric transit buses with irregular battery
swapping or fast charging at several stations. Once the bus route is
determined, bus charging tasks become regular. The regular charging
scheduling sub-problem is 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑗 = 𝑝𝑞|−. van Kooten Niek-
erk et al. (2017) mention charging station location costs, capacitated
charging and limited electric power in their study of EV scheduling.
Charging is irregular with possible deadheading, and it becomes regular
once a route decision has been made. The corresponding regular charg-
ng scheduling sub-problem could be 𝑅|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑊 (𝑡), 𝑐𝑒𝑛𝑒(𝑡), 𝑐𝑝𝑤𝑟,
𝑙 𝑜𝑐
𝑞 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐿, 𝐸 , 𝑊max). However, it is not part of the studies in van

Kooten Niekerk et al. (2017). Janovec and ani (2019) consider public
Vs and their irregular charging without deadheading at depot and

terminal stops. The regular charging part of their research concerns
𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |−. Although Tang et al. (2019) study a stochastic problem
of scheduling electric buses with irregular charging and deadheading,
they present a robust deterministic model whose regular charging
scheduling part is 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑗 = 𝑑𝑞 𝑗 − 𝑟𝑗 |−.

A problem of routing and charging alternative fuel vehicles is stud-
ied by Bruglieri et al. (2019, 2021). Charging is irregular with possible
deadheading. If the routing decision is fixed, then the problem boils
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Table 1
Linear time and no preemptions: computational complexity.

Problem Complexity, algorithm Reference

1|𝑟𝑗 , 𝑑𝑗 |− strongly NP-hard Lenstra et al. (1977)

1|𝑟𝑖 < 𝑟𝑗 ⇒ 𝑑𝑖 ≤ 𝑑𝑗 |− 𝑂(𝑛 log 𝑛), EDF rule Lawler (1994)

1|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1|− 𝑂(𝑛 log 𝑛), EDF rule Lawler (1994)

1|𝑟𝑗 , 𝑑𝑗 = 𝑑|− 𝑂(𝑛 log 𝑛), ERDF order Lawler (1994)

1|𝑟𝑗 = 0, 𝑑𝑗 |− 𝑂(𝑛 log 𝑛), EDF order Lawler (1994)

1|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− 𝑂(𝑛 log 𝑛), forbidden regions Garey et al. (1981)

𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− 𝑂(𝑚𝑛2), forbidden regions Simons and Warmuth (1989)

Generalized 𝑃 |𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1|− 𝑂( 𝑛
2 log𝑚
𝑚

+ 𝑛 log 𝑛), graph-theoretic Dourado et al. (2009)

𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1, 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚) with machine no-idle polynomial Angel et al. (2014), Brauner et al. (2021), Demaine et al. (2013)

𝛼2|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|−, 𝛼 ∈ {𝑃 , 𝑄, 𝑅} NP-hard Garey and Johnson (1979)

𝛼|𝑟𝑗 = 0, 𝑑𝑗 = 𝑑|−, 𝛼 ∈ {𝑃 , 𝑄, 𝑅} strongly NP-hard Garey and Johnson (1979)

𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚max) polynomial, LP Kravchenko and Werner (2011)

𝑄|𝑟𝑗 = 𝑟, 𝑑𝑗 , 𝑝𝑗 = 𝑝|− 𝑂(𝑛 log 𝑛), matching Dessouky et al. (1990)

𝑄|𝑟𝑗 , 𝑑𝑗 = 𝑑 , 𝑝𝑗 = 𝑝|− 𝑂(𝑛 log 𝑛), matching Dessouky et al. (1990)

𝑄|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|− unknown

𝑄𝑚|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑝|−, 𝑚 ≥ 2 unknown

𝑄|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 1|− 𝑂(𝑚𝑛3), max-flow Federgruen and Groenevelt (1986), Karzanov (1974)

𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1, 3}|− strongly NP-hard Lenstra et al. (1990)

𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1, 2}|− polynomial, matching Lenstra et al. (1990)

𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {1,∞}|− polynomial, matching Lenstra et al. (1990)

𝑅|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {𝑝, 2𝑝}|− polynomial, two-phase Vakhania et al. (2014)

𝑅|𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑 , 𝑝𝑖𝑗 ∈ {𝑝∕𝑣𝑖 ,∞}|− 𝑂(𝑛3 log 𝑛𝑣), 𝑣 = 𝐿𝐶 𝑀(𝑣1 ,… , 𝑣𝑚) Lin and Li (2004)

‘‘Convex’’ 𝑅|𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑 , 𝑝𝑖𝑗 ∈ {𝑝∕𝑣𝑖 ,∞}|− 𝑂(𝑚𝑛) Lin and Li (2004)

𝛼|𝑟𝑗 , 𝑑𝑗 , 𝑝𝑞 𝑗 = 𝑑𝑞 𝑗 − 𝑟𝑞 𝑗 |𝛾 various Kolen et al. (2007), Kovalyov et al. (2007), Muir and Toriello (2023)
e

c

w
l

=
e

a

i

c
t
r
a
A
i
t

down to 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑗 = 𝑝𝑞|−. Abdelwahed et al. (2020) consider
regular fast-charging of electric buses at several stations, with a sta-
tion dependent setup time preceding a single charging event of each
bus. The charging scheduling part of their problem can be described
as 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑗 = 𝑝, 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊 ). Minimizing energy cost
and peak power are the objectives in a multi-depot EV routing and
charging scheduling problem of Wu et al. (2022). Charging is irreg-
lar and deadheading for charging may be needed. The respective
egular charging scheduling sub-problem is 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑗 = 𝑝, 𝑐𝑒𝑛𝑒(𝑡)|
 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊max).
Lam et al. (2022) extend the classical vehicle routing problem with

ime windows by considering EVs and capacitated charging stations,
harging decisions and deadheading for charging. The regular charg-
ng sub-problem is 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |−. Similar problems and the same
harging sub-problem are considered in Froger et al. (2022), de Vos
t al. (2024) and Gkiotsalitis et al. (2023). Alam Md and Guo (2023)
nvestigate the problem of routing and charging electric freight vehicles

that employ the platoon driving protocol. Charging events have to
be decided (they are irregular) and occur along the route without
involving a deadheading. The regular charging scheduling sub-problem
is the problem 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑐𝑒𝑛𝑒𝑞 (𝑡) = 𝑐𝑒𝑛𝑒𝑞 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸).

Similar to Nguyen et al. (2018), An et al. (2023) consider total
completion time minimization in their study of a regular charging
scheduling problem, although, for multiple charging locations. The
respective problem is 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |

∑

𝐶𝑗 . Bragin et al. (2024) study
 joint routing, goods delivery and charging scheduling problem for
lectric heavy trucks to minimize the total labor, charging, and tar-
iness costs with respect to the goods delivery times. Charging deci-
ions have to be made (implying irregular charging) and deadheading
s possible. If trucks are assigned to the trips and actual charging
laces are fixed, then the (regular) charging scheduling sub-problem
s 𝑃 |𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑐𝑒𝑛𝑒𝑞 (𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 ,∑ 𝑇𝑗 ).

The remaining literature on deterministic routing and non-preemptiv
charging scheduling concerns non-capacitated charging, for which the
number of chargers (machines) of the same type (with the same speed)
 b

6 
can be limited from above by the maximum number of intersecting
harging time windows.
Non-preemptive non-capacitated charging. As for capacitated charging,

e first review studies considering single location and then multiple
ocations.
Single charging location. Leou and Hung (2017) study a pure regular

charging scheduling problem 𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑊 (𝑡), 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊𝑚𝑎𝑥)
with three distinct energy cost periods. Rogge et al. (2018) suggest that
initially irregular charging becomes regular when the vehicle schedule
is fixed. In addition, each charging event is accompanied by a pre-
processing and a post-processing setup time of 15 min. Their regular
charging scheduling sub-problem can be written as 𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑐𝑚𝑎𝑐 , 𝑐𝑒𝑛𝑒(𝑡)

𝑐𝑒𝑛𝑒, 𝑠𝑗 = 𝑠|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝐸). The original charging scheduling mod-
ls developed by Zhou et al. (2020) and Zhou et al. (2022) include

irregular charging and deadheading, and their regular counterparts are
𝑃∞|𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸) (with three distinct energy cost periods)
nd 𝑄∞|𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒(𝑡) = 𝑐𝑒𝑛𝑒|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸), respectively.

Masone et al. (2021) and Boccia et al. (2023) focus on the problem
of optimizing electric Automated Guided Vehicle (AGV) transfer and
charging operations in a production environment. The aim is to speed
up the production process. It is assumed that, for each AGV, a set of its
transfer operations is followed by a charging operation to be performed
n the same location. Any number of charging operations of different

AGVs can be performed in parallel, which implies that the number of
hargers is equal to the number of AGVs. Charging operations need
o be timed, so they are irregular, but charging deadheadings are not
equired. A regular charging sub-problem of this problem in which the
ssignment of the transfer operations to the charging operations of each
GV is fixed, can be modeled by the problem 𝑃∞|𝑠𝑖𝑗 = 𝑠𝑗 , 𝑝𝑗 = 𝑝|𝐶max,

n which the setup time 𝑠𝑗 plays the role of the total duration of the
ransfer operations assigned to the charging operation 𝑗.
Multiple charging locations. Mak et al. (2013), Adler (2014), Adler

and Mirchandani (2017) and Verma (2018) study a problem of routing
EVs through a network where EVs irregularly recharge or swap their
atteries at the battery recharging and exchange stations. All but Verma
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(2018) assume that recharging the battery takes the same time 𝑝 and
swapping the battery takes the same time 𝑝∕𝑣, 𝑣 > 1. This problem
contains uniform machine scheduling problem 𝑄∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑗 = 𝑝|
𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐿) as a sub-problem. Verma (2018) assumes that the time of
recharging the battery depends on the battery and that the charging
time window constraints can be violated at a cost.

Wang et al. (2017) developed and tested a model to optimize
electric bus regular recharging schedules. The model can be represented
in a simplified form as 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑖𝑗 = 𝑝, 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 , 𝑐𝑙 𝑜𝑐𝑞 = 𝑐𝑙 𝑜𝑐 |
𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝐿). Goeke and Schneider (2015) study a problem of routing
a mixed fleet of electric and conventional vehicles, with irregular EV
charging. If the routing decision is fixed, then their charging schedul-
ing problem is 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |−. The same charging scheduling sub-
problem appears in EV routing problem of Wang and Zhao (2023).
There are electric buses of different types and multiple charging sta-
tions each dedicated to a specific bus type in Li et al. (2019). The regu-
lar charging scheduling sub-problem of the general problem with irreg-
ular charging can be described as 𝑅∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑖𝑗 ∈ {𝑝𝑞 𝑗 ,∞}, 𝑐𝑚𝑎𝑐𝑖 |

𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚).
Olsen and Kliewer (2020) and Olsen et al. (2022) explore the

nonlinear charging process of EVs in the context of routing, irregular
charging and deadheading decisions for public electric buses. They
assume unbounded capacities of the charging stations and identical
chargers. Their experiments with real data demonstrate that the as-
sumptions of linear and constant charging times underestimates and
overestimates, respectively, sizes of actual time windows for charging.
Diefenbach et al. (2023) present a similar EV scheduling problem
with multiple charging stations in an in-plant logistics setting. They
explicitly consider common charging setup times. Since preemptions
are prohibited, the setup applies once for each visit of the charging
station. A regular charging scheduling sub-problem of these problems
is the problem 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑠𝑞 𝑖𝑗 = 𝑠|−. Li et al. (2020) integrate
V scheduling, charger quantification, and assigning them to EVs for
rregular charging. Deadheadings are possible. The respective regular
harging scheduling sub-problem is 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝐸).

Wen et al. (2016), Yao et al. (2020) and He et al. (2020) do not
consider charging setup times in their EV routing problems with dead-
eadings for charging. The regular charging scheduling sub-problems
an be viewed as 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |−, 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚) and
𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊 ), respectively. A charging scheduling sub-
problem in Ferro et al. (2020) is 𝑅∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑐𝑒𝑛𝑒𝑞 = 𝑐𝑒𝑛𝑒, 𝑊𝑞(𝑡) = 𝑊𝑞|

𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸), and in van Oosterom et al. (2023) it is 𝑅∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑝𝑞 𝑖𝑗
∈ {𝑝𝑞 𝑗 ,∞}|−. Liu and Ceder (2020) minimize the number of chargers as
the secondary criterion. The regular charging sub-model of their model
s the problem 𝑅∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚). The original problems in

the last three studies suggest irregular charging and deadheadings.
Similar to Alam Md and Guo (2023), Scholl et al. (2023) study the

problem of routing and irregular charging electric freight vehicles that
employ the platoon driving protocol. Their regular charging scheduling
sub-problem is 𝑃∞|𝑀𝑞 , 𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒𝑞 (𝑡) = 𝑐𝑒𝑛𝑒𝑞 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸). The difference
from Alam Md and Guo (2023) is the unlimited number of chargers
n each location. The solution to the problem in Zhou et al. (2024) in-

cludes the assignment of electric buses to the trips, as well where, when
and for how long to recharge them. The respective charging is irregular
and permits deadheading. If the assignment of trips to buses is fixed,
then the problem reduces to 𝑃∞|𝑀𝑞 , 𝑟𝑞 𝑗 , 𝑑𝑞 𝑗 , 𝑐𝑒𝑛𝑒𝑞 (𝑡) = 𝑐𝑒𝑛𝑒𝑞 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸).

5. Linear time, preemptions allowed

Computational complexity and algorithmic results for classical pre-
emptive parallel machine scheduling problems are reviewed in Sec-
tion 5.1. EV routing and preemptive charging scheduling problems are
reviewed in Section 5.2.
7 
5.1. Preemptive parallel machine scheduling

Similar to the non-preemptive case, classical preemptive scheduling
problems 𝛼|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |−, 𝛼 ∈ {1, 𝑃 , 𝑄, 𝑅}, are special cases of the
regular charging scheduling problem RCSP, in which there is a single
machine location (|𝐿| = 1), all costs are equal to zero, and the power
upply is unlimited. Each preemption can be associated with a machine
etup. We firstly consider the case of no setups (zero setup times and
osts) and then the case with setups.
No setups. The problem 1|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− with a common job re-

ease date is solved in 𝑂(𝑛 log 𝑛) time by the Earliest Deadline First rule
Moore, 1968). For this problem, if there exists a feasible schedule,

then there exists a feasible schedule with no preemptions. The problem
|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− with arbitrary release dates and deadlines is solved

in 𝑂(𝑛2) time by a straightforward implementation of the following
lgorithm (Horn, 1974): at a decision time point, assign a job with the

earliest deadline among all available jobs. The decision time point is
such that a new job becomes available or the currently assigned job
is completed. A new available job with an earlier deadline than the
current one preempts the current uncompleted job, whose (remaining)
processing time is updated accordingly. Schwan and Zhou (1992) and
Kim (1994) proposed 𝑂(𝑛 log 𝑛) implementations of this algorithm based
on efficient data structures such as balanced binary tree in Schwan and
Zhou (1992) and a heap in Kim (1994). A feasible solution for the
roblem 1|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− can have at most 𝑛 − 1 preemptions and this

bound is tight (Baker et al., 1983).
The well-known Wrap Around rule of McNaughton (1959) solves

the problem 𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− with the same release dates and
the same deadlines in 𝑂(𝑛) time. The rule is: If 𝑝𝑗 > 𝑑 for some job
𝑗 ∈ 𝑁 or ∑

𝑗∈𝑁 𝑝𝑗 > 𝑚𝑑, then no feasible schedule exists. Otherwise,
consider machines in any order and consider jobs in any order. Assign
jobs to the current machine one after another starting from the common
release date (time zero) until the common deadline 𝑑 is reached. If the
current job is not completed at time 𝑑, then preempt it and assign its
remaining part to the next machine starting from time zero. The process
stops when all jobs are completed. If a feasible solution is found, then
it has no more than 𝑚− 1 preemptions and it can be easily modified to
have at most 𝑛 − 2 preemptions.

Problems 𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 = 𝑑|− and 𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− are mirror im-
ges of each other with respect to the time direction (release dates of
he former problem determine deadlines for the latter problem if time
oes from the future time 𝑑 towards the past times 𝑟𝑗). The problem
|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− with a common release date is solved in 𝑂(𝑛 log 𝑛𝑚)

ime by an efficient implementation of the following algorithm of
Sahni (1979): Consider machines in any order and consider jobs in the
arliest Deadline First order. Partition the job set 𝑁 into disjoint subsets

𝑁1,… , 𝑁𝑘 such that jobs in the same subset 𝑁𝑙 have the same deadline
denoted as 𝑑(𝑙), and the subsets are numbered in the increasing order
of the distinct deadlines. The algorithm consists of at most 𝑘 stages. In
stage 𝑙, jobs of the set 𝑁𝑙 are scheduled in the time intervals [𝑇𝑖, 𝑑(𝑙)]
on machines 𝑖 ∈ 𝑀 , where 𝑇𝑖 is the completion time of machine 𝑖
after processing jobs of the subsets 𝑁1,… , 𝑁𝑙−1. The jobs from 𝑁𝑙 are
considered in any order. If 𝑝𝑗 > max𝑖∈𝑀{𝑑(𝑙)−𝑇𝑖} for 𝑗 ∈ 𝑁𝑙, then there
is no feasible schedule and algorithm stops. If 𝑝𝑗 ≤ max𝑖∈𝑀{𝑑(𝑙)−𝑇𝑖} for
𝑗 ∈ 𝑁𝑙, then job 𝑗 is scheduled on the machine with the least available
capacity 𝑑(𝑙) − 𝑇𝑖, 𝑖 ∈ 𝑀 . If neither of the two conditions is satisfied,
then job 𝑗 is assigned to fully occupy interval [𝑇𝑥, 𝑑(𝑙)] on machine 𝑥
with the largest available capacity not exceeding 𝑝𝑗 . If job 𝑗 is not
completely processed on machine 𝑥, then its remaining part is assigned
to start at time 𝑇𝑦 on machine 𝑦 with the smallest available capacity
that exceeds 𝑝𝑗 . The process continues with the next job. The efficient
implementation of this algorithm employs a balanced search tree data
structure.

As it has been shown by Shioura et al. (2018), the problem 𝑃
|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− with arbitrary release dates and deadlines is solved in
𝑂(𝑛3) time through the max-flow type formulation of Horn (1974) and
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the max-flow algorithm of Karzanov (1974) (see also Ahuja et al.,
1994). The simplest uniform machine problem 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|−

ith common release date and common deadline is solved in 𝑂(𝑛 +
log𝑚) time by the algorithm of Gonzales and Sahni (1978). The

lgorithm is a series of five procedures. If a feasible schedule exists,
hen it generates a feasible schedule with at most 2(𝑚− 1) preemptions.

Sahni and Cho (1980) presented a proof of a necessary and suffi-
ient condition for the existence of a feasible schedule in the problem
|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− with equal release dates and arbitrary deadlines.
he proof is constructive and leads to an 𝑂(𝑛𝑚+𝑛 log 𝑛) time algorithm
or this problem. The algorithm generates at most 𝑘(𝑚− 1) + 𝑛 preemp-
ions, where 𝑘 is the number of distinct deadlines. The algorithm can be

used to solve the ‘‘mirror’’ problem 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 = 𝑑|− with arbitrary
release dates and equal deadlines. The problem 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− with
arbitrary release dates and deadlines is solved by a reduction to the
max-flow problem in a network with 𝑂(𝑛) nodes and 𝑂(𝑚𝑛2) arcs
(Federgruen & Groenevelt, 1986). Therefore, it can be solved in 𝑂(𝑚𝑛3)
time by the algorithm of Karzanov (1974).

Lawler and Labetoulle (1978) reduce the unrelated machine prob-
lem 𝑅|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− with equal release dates and equal dead-
lines to a linear programming problem. The respective solution has at
most 𝑂(𝑚2) preemptions. Gonzales et al. (1990) propose an 𝑂(𝑛) time
lgorithm for the problem 𝑅2|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|−. It generates at most
wo preemptions. The algorithm is claimed to be generalized to solve
he problem 𝑅𝑚|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− in 𝑂(𝑛𝑚) time. For the latter case

the number of preemptions is not mentioned. Dondeti and Emmons
(1993) propose polynomial-time algorithms for two special cases of the
linear-time problem 𝑅|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 ∈ {𝑑𝑗 − 𝑟𝑗 ,∞}, 𝑐𝑚𝑎𝑐𝑖 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚),
and adapt them for the same cases of the circular-time problem
𝑅|𝑐 𝑖𝑟𝑐 , 𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑖𝑗 ∈ {𝑑𝑗 − 𝑟𝑗 ,∞}, 𝑐𝑚𝑎𝑐𝑖 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚).

Setups. There exist studies of preemptive parallel machine schedul-
ing problems, in which the number of preemptions is limited. These
problems are decision versions of the problem 𝛼|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡
(𝑆 𝑒𝑡𝑢𝑝) to minimize the number of setups because the number of setups
is equal to the number of preemptions plus 𝑛.

Soper and Strusevich (2022) recall that the number of preemptions
in an optimal schedule is at most one for 𝑃 2|𝑝𝑚𝑡𝑛|𝐶max, and at most
two for 𝛼|𝑝𝑚𝑡𝑛|𝐶max, 𝛼 ∈ {𝑄2, 𝑅2}. In Soper and Strusevich (2019),
they solve the problem 𝑄2|𝑝𝑚𝑡𝑛|𝐶max with at most one preemption in
olynomial time and prove that the same problem for 𝑅2|𝑝𝑚𝑡𝑛|𝐶max is
P-hard. Shchepin and Vakhania (2008) prove ordinary NP-hardness of

the problem 𝑃 |𝑝𝑚𝑡𝑛|𝐶max with at most 𝑚− 2 preemptions. They propose
a linear programming solution approach for the problem 𝑅|𝑝𝑚𝑡𝑛|𝐶max

ith restricted processing times and no more than 2𝑚− 3 preemptions,
nd prove ordinary NP-hardness of this problem if the number of
reemptions does not exceed 2𝑚 − 4.

Monma and Potts (1989) prove that the problem 𝑃2|𝑝𝑚𝑡𝑛, 𝑠𝑗 |𝐶max
is NP-hard in the ordinary sense. Haned et al. (2024) prove ordinary
NP-hardness of the special cases 𝑃2|𝑝𝑚𝑡𝑛, 𝑝𝑗 = 1, 𝑠𝑗 |𝐶max and 𝑃 2|𝑝𝑚𝑡𝑛, 𝑠𝑗
 1|𝐶max. They also propose an 𝑂(log𝑚) algorithm for the problem

𝑃 |𝑝𝑚𝑡𝑛, 𝑝𝑗 = 𝑝, 𝑠𝑗 = 𝑠|𝐶max, and a pseudo-polynomial dynamic program-
ming algorithm for the problem 𝑃 2|𝑝𝑚𝑡𝑛, 𝑠𝑗 |𝐶max. Boudhar et al. (2024)
orrect this algorithm and prove strong NP-hardness of the problems
|𝑝𝑚𝑡𝑛, 𝑝𝑗 = 1, 𝑠𝑗 |𝐶max and 𝑃 |𝑝𝑚𝑡𝑛, 𝑠𝑗 = 1|𝐶max. Results in this section

and respective references are summarized in Table 2.

5.2. EV routing and preemptive charging scheduling

When considering EV charging, an important question is whether
charging preemptions of the same EV are allowed or not. If they
are allowed, then each preemption must be associated with a non-
zero setup time and cost. Ignoring these requirements may lead to
infeasible charging schedules in public transport applications because
each preemption needs a worker and a time to remove a previous EV
from the charger and attach a new EV to it. The setup may take several

minutes, which cannot be neglected in real applications and discrete

8 
time models such as in de Vos et al. (2024), where the time unit in test
nstances is set to 1, 2, 5, 10 or 30 min.

Literature on preemptive charging scheduling is scarce. We review
it in chronological order. Sassi and Oulamara (2016) study a joint
problem of assigning EVs and conventional vehicles to a set of fixed
tours and of regular scheduling EV charging tasks in the same loca-
tion. The supplied power is limited that implies a limited number of
simultaneously active chargers. The primary objective is to maximize
the weighted number of used EVs, and the secondary objective is to
minimize the energy cost. The charging scheduling sub-problem is
𝑃∞|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑊 (𝑡), 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸). Fernandes et al. (2017) con-
sider regular charging scheduling of EVs at the same charging station,
subject to a constant power upper bound. Their problem can be rep-
resented as 𝑃∞|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 0, 𝑑𝑗 , 𝑊 (𝑡) = 𝑊 |−. The only control over the
charging process is to switch on or off any charger. They propose a
discrete time model in which at each time instant the EVs (jobs) with
the smallest time slacks 𝑑𝑗 − 𝑥𝑗 are charged, where 𝑥𝑗 is the remaining
harging time of EV 𝑗.

Pelletier et al. (2018) study the problem of routing and charging
scheduling electric freight vehicles. Charging is regular and the corre-
sponding charging scheduling sub-problem is 𝑅|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑐𝑒𝑛𝑒(𝑡), 𝑐𝑝𝑤𝑟,
𝑊 (𝑡) = 𝑊 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸 , 𝑊max), in which the number of charging pre-
emptions is limited by a given constant for each job. Liu et al. (2021)
consider a limited number of chargers located in the same place for
regular EV charging. They write that the EV must charge continuously
within certain time intervals, but do not write whether switching
between chargers is possible or not. If switching is possible then their
roblem can be expressed as 𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑊 (𝑡) = 𝑊 , 𝑐𝑒𝑛𝑒(𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝐸)

with the additional constraint of ‘‘continuous job processing’’. Zaidi
t al. (2023, 2024) consider regular EV charging and assume that each
V occupies its charging time window completely on the same charger,
ut the charging process can be interrupted and resumed at any time.

In Zaidi et al. (2023), the required energy levels are flexible, and the
bjective is to minimize the total deviation below ‘‘ideal’’ energy levels.
he problem does not fit into the framework of the RCSP problem. It is
imilar to 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑑𝑗 − 𝑟𝑗 , 𝑊 (𝑡) = 𝑊 |−. In Zaidi et al. (2024),
he required energy levels are fixed, and the objective is to minimize
he number chargers and the maximum power. The problem in Zaidi
t al. (2024) is similar to 𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑑𝑗 − 𝑟𝑗 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝑊 ).

Only Guschinsky et al. (2023) explicitly model charging preemption
setup times and costs for a city electric bus application. This paper is
reviewed in the next section because it deals with the circular time.

6. Circular time

There is a fairly rich literature on cyclic, rotating and periodic
cheduling. Basic models of this kind can be found in Baker (1976),

Serafini and Ukovich (1989), Laporte (1999) and Brucker and Kamp-
meyer (2008). However, we have not found publications on schedul-
ng with circular time, with the exception of Dondeti and Emmons

(1993) who proposed polynomial-time algorithms for two special cases
f the circular-time problem 𝑅|𝑐 𝑖𝑟𝑐 , 𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 ∈ {𝑑𝑗 − 𝑟𝑗 ,∞}, 𝑐𝑚𝑎𝑐𝑖 |

 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚), and Guschinsky et al. (2023), whose charging scheduling
sub-problem can be expressed as 𝑃∞|𝑐 𝑖𝑟𝑐 , 𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑠𝑖𝑗 = 𝑠, 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 ,
𝑐𝑠𝑒𝑡𝑖𝑗 = 𝑐𝑠𝑒𝑡|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝑆 𝑒𝑡𝑢𝑝).

There are results on coloring circular-arc graphs that are rele-
vant to the non-preemptive problems 𝑃 |𝑐 𝑖𝑟𝑐 , 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑑𝑗 − 𝑟𝑗 |− and
𝑃∞|𝑐 𝑖𝑟𝑐 , 𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 = 𝑑𝑗 − 𝑟𝑗 , 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚). The circular-arc
graph coloring problem, which we denote as CAGC, is to find a
minimum number of colors for a set of open arcs on a circle so that
overlapping arcs have different colors. Arcs correspond to the nodes
and any two overlapping arcs correspond to an edge in the respective
circular-arc graph. In charging scheduling applications, open charging
time window (𝑟𝑗 , 𝑑𝑗 ) plays the role of the open arc, arcs colored with
the same color represent jobs assigned to the same machine, and the
number of legally used colors equals the number of active machines.
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Table 2
Linear time and preemptions: computational complexity and number of preemptions.

Problem Complexity, algorithm #𝑝𝑚𝑡𝑛 (number Reference
of preemptions)

1|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− 𝑂(𝑛 log 𝑛), EDF rule 0 Moore (1968)

1|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− 𝑂(𝑛2), EDF rule 𝑛 − 1 Horn (1974)

1|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− 𝑂(𝑛 log 𝑛), EDF rule + 𝑛 − 1 Kim (1994), Schwan and Zhou (1992)
data structure

𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟𝑗 , 𝑑𝑗 = 𝑑|− 𝑂(𝑛), Wrap Around rule max{𝑚− 1, 𝑛− 2} McNaughton (1959)

𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− 𝑂(𝑛 log 𝑛𝑚), EDF rule + unknown Sahni (1979)
data structure

𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 = 𝑑|− 𝑂(𝑛 log 𝑛𝑚), EDF rule + unknown Sahni (1979)
data structure

𝑃 |𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− 𝑂(𝑛3), max-flow unknown Shioura et al. (2018)

𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− 𝑂(𝑛 + 𝑚 log𝑚), 2(𝑚 − 1) Gonzales and Sahni (1978)
series of procedures

𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 |− 𝑂(𝑚𝑛 + 𝑛 log 𝑛), 𝑘(𝑚 − 1) + 𝑛 Sahni and Cho (1980)
feasibility conditions

𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 = 𝑑|− 𝑂(𝑚𝑛 + 𝑛 log 𝑛), 𝑘(𝑚 − 1) + 𝑛 Sahni and Cho (1980)
feasibility conditions

𝑄|𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 |− 𝑂(𝑚𝑛3), max-flow unknown Federgruen and Groenevelt (1986), Karzanov (1974)

𝑄2|𝑝𝑚𝑡𝑛, #𝑝𝑚𝑡𝑛 ≤ 1|𝐶max polynomial 1 Soper and Strusevich (2019)

𝑅2|𝑝𝑚𝑡𝑛, #𝑝𝑚𝑡𝑛 ≤ 1|𝐶max strongly NP-hard 1 Soper and Strusevich (2019)

𝑅|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− polynomial, LP 𝑂(𝑚2) Lawler and Labetoulle (1978)

𝑅2|𝑝𝑚𝑡𝑛, 𝑟𝑗 = 𝑟, 𝑑𝑗 = 𝑑|− 𝑂(𝑛) 2 Gonzales et al. (1990)

Special cases of 𝑅|𝑝𝑚𝑡𝑛, polynomial unknown Dondeti and Emmons (1993)
𝑟𝑗 , 𝑑𝑗 , 𝑝𝑗 ∈ {𝑑𝑗 − 𝑟𝑗 ,∞},
𝑐𝑚𝑎𝑐𝑖 |𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚)
c

We denote the number of nodes and edges in a circular-arc graph as
and 𝑔, respectively. Garey et al. (1980) proved that CAGC is NP-

ard in the strong sense, implying strong NP-hardness of the above
harging scheduling problems. If no edge is contained in another edge,
hen CAGC can be solved in 𝑂(𝑛1.5) time using the algorithm of Shih

and Hsu (1989) and Teng and Tucker (1985). Gargano and Rescigno
(2000) describe a polynomially solvable special case of CAGC, in which
chromatic number of the circular-arc graph is equal to the maximum
number of arcs intersecting at the same point. Chen et al. (2005)
ropose an (𝑔 𝑛2) time algorithm if the circular-arc graph is perfect
which is not the case in general).

Integer linear programming models with consecutive ones and circu-
ar ones constraints can be appropriate for the problems 𝛼|𝑐 𝑖𝑟𝑐 , 𝑟𝑗 , 𝑑𝑗 |𝛾 if
time is discrete and time-indexed variables are used. Constraint names
eflect the structure of the constraint matrix. For a charging scheduling
roblem 𝑃 |𝑐 𝑖𝑟𝑐 , 𝑟𝑗 , 𝑑𝑗 |𝛾, introduce 0–1 variables 𝑥𝑗 𝑡 such that 𝑥𝑗 𝑡 = 1

if and only if job 𝑗 is processed in the unit-time interval 𝑡. Recall that
the time circle is denoted as [0, 𝑇 ] where 0 and 𝑇 are the same time
point. We shall assume that the time units are 1,… , 𝑇 . If 𝑇 ∉ (𝑟𝑗 , 𝑑𝑗 ),
then the consecutive ones covering constraint ∑𝑑𝑗

𝑡=𝑟𝑗
𝑥𝑗 𝑡 ≥ 𝑝𝑗 must be

satisfied for each job 𝑗, among other constraints. Else if 𝑇 ∈ (𝑟𝑗 , 𝑑𝑗 ), then
the circular ones covering constraint ∑𝑇

𝑡=𝑟𝑗
𝑥𝑗 𝑡 +

∑𝑑𝑗
𝑡=1 𝑥𝑗 𝑡 ≥ 𝑝𝑗 must be

satisfied for each job. Optimization problems with consecutive ones and
circular ones constraints have been studied by Bartholdi et al. (1980),
Gijswijt (2005) and Hochbaum and Levin (2006a, 2006b).

Mixed Integer Linear Programming models are the most popular
nstrument to solve charging scheduling problems. For circular time, we
now only one MILP model, proposed by Guschinsky et al. (2023) for
 special case of the problem with regular charging, which can be de-
cribed as 𝑃∞|𝑐 𝑖𝑟𝑐 , 𝑝𝑚𝑡𝑛, 𝑟𝑗 , 𝑑𝑗 , 𝑠𝑖𝑗 = 𝑠𝑗 , 𝑐𝑚𝑎𝑐𝑖 = 𝑐𝑚𝑎𝑐 , 𝑐𝑠𝑒𝑡𝑖𝑗 = 𝑐𝑠𝑒𝑡𝑗 , 𝑐𝑒𝑛𝑒(𝑡), 𝑤𝑖
𝑤, 𝑊 (𝑡)|𝑀 𝑖𝑛𝐶 𝑜𝑠𝑡(𝑚, 𝐸 , 𝑆 𝑒𝑡𝑢𝑝). The model uses event-based variables.

7. Conclusions and challenges

Our review shows that studies of deterministic EV routing and
harging scheduling problems are a popular topic in contemporary
 l
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transportation research. Many charging scheduling studies are inspired
by real city electric bus applications with specific assumptions, con-
straints and decision preferences. They often ignore or reinvent existing
computational complexity results, classical models and algorithms for
parallel machine scheduling with job release dates and deadlines. On
the other hand, charging specificity is rarely addressed in machine
scheduling research. We hope that this paper will be a useful source
of information and a stimulus for future research for both the EV
operation planning and machine scheduling communities.

A limited number of studies assume capacitated or preemptive
charging, and charging with preemption setups. These assumptions are
natural and must be taken into account in order to reduce charging
costs and minimize energy and power consumption for practical cases.
Insufficient attention has been paid to scheduling with circular time.
Circular time model is adequate for charging city electric buses due to
its recurrent nature. Development of efficient mathematical models and
algorithms for parallel machine scheduling problems with penalized
or limited preemptions, circular time, energy and power constraints is
essential for charging scheduling applications, and it is of interest for
future research.

The main challenge is the computational complexity of practical
harging scheduling problems. Instances with hundreds of charging

tasks and up to ten chargers are often impossible to solve in a reason-
able time frame. Therefore, there is a need for efficient mathematical
programming models and algorithms able to solve practical-size in-
stances. Another important challenge is the input data uncertainty.
As EVs are used, more numerical data becomes available, providing a
basis for the development of robust, stochastic, statistical and machine
learning approaches for solving complex uncertain charging scheduling
problems. A charging re-scheduling problem naturally arises when the
fixed timetable of EVs changes. This important problem has never been
studied in the charging scheduling literature and therefore represents
a promising future research direction.

The proposed classification scheme is intended for regular charging.
It does not directly concern problems with irregular charging. In the
atter problems, deadheading for charging or charging itself is part of a
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decision, which means that a set of the charging tasks is not given,
s assumed in the classical scheduling models, but must be decided
uch that the overall solution is feasible and cost optimal, including
eadheading and charger usage cost. It might also be the case that
n EV can be charged more than once and in different places during
he same trip. In this case, charging times and energy levels become
ecision variables, although they are fixed in the proposed classification
cheme. These and other practical characteristics represent gaps in the
urrent scheduling research that need to be filled in the future.
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