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Abstract—Software Defined Networking (SDN) is a widely
adopted approach for wireless network reconfiguration. However,
its use in IoT context is still challenging. A fundamental issue
is related to the expensive overhead of SDN signaling in an IoT
architecture where the lowest level is composed of a multi-hops
Wireless Sensor Network (WSN). This work aims to contribute on
overcoming such issues. Precisely, we investigate the improvement
of SDN efficiency in the case of dynamic reconfiguration of
Low-Power and Lossy Networks (RPL) parameters. To conduct
our study, we focus on ySDN, a lightweight SDN architecture
designed for IoT environments and developed under Contiki
framework. Three key enhancements are introduced to ySDN.
First, a mechanism that regulates SDN signaling messages ac-
cordingly with the state of network topology. Second, a proactive
path establishment to mitigate network access delay for scheduled
traffic requests. Third, a dynamic configuration of RPL to adjust
the energy consumption accordingly with two modes: a day
mode where human activity in the smart building is intense,
and a night/holiday mode where less traffic is generated by the
sensors. Performances evaluation of our version, referred to as
e-ySDN (enhanced 1 SDN), shows that our proposal significantly
reduces the overhead of SDN signaling messages and the induced
energy consumption while improving the Packet Delivery Ratio.
We also show the ability of e-uSDN to dynamically adjust RPL
parameters following the day and night modes.

Index Terms—SDN, RPL, IoT, Smart-Building, Protocol re-
configuration, Signaling overhead, and energy efficiency.

I. INTRODUCTION

Smart buildings are designed to provide sustainable and
user-friendly environments by leveraging Internet of Things
(IoT) technologies. A classical multi-tier IoT architecture
consists of several layers: Device, Fog, and Cloud. Each layer
is in charge of fulfilling specific functions. The lowest layer,
composed of IoT devices, is in charge of collecting data from
source nodes and transmitting the resulting data to the cus-
tomers’ terminals. In typical smart buildings use cases, data are
collected from sensors, which are often fixed at the deployment
phase. It is also possible to integrate mobile data sources,
such as smartphones, to enrich data and sustain human-centric
services. The nodes can be either static (e.g. actuators) or
mobile (e.g. portable devices). The fog and cloud levels are
in charge of data storage, processing, and the management
and control of the infrastructure. The interconnection between
levels (device-Fog, Fog-Cloud), is achieved through different
network protocols and technologies.

In this work, we focus on the wireless communications
between IoT devices and the fog nodes. Different access
technologies can be used, enabling either the single-hop (e.g.
5G or LoRa) or the multi-hop (e.g. IEEE 802.11x or 802.15.4)
mode. We investigate the latter category, which is still widely
deployed in indoor environments. It is also the most challeng-
ing one; since a routing protocol is required to ensure the
connectivity among devices and fog nodes.

Precisely, we consider Low-Power and Lossy Networks
(RPL) [1], which is one of the most popular protocols defined
by the IETF for multi-hops routing between wireless IoT
devices. RPL relies on IPv6, a staple for IoT services. It has
been specifically tailored for low-cost IoT devices that have
limited processing, communication, and energy resources. In
particular, those that are powered with batteries and rely on un-
licensed radio access technologies (e.g. IEEE 802.15.4), which
can experience packet losses resulting from interference and
contention. In addition, RPL is widely implemented in plenty
of IoT platforms (e.g. Contiki, RIOT, Renode, Raspbian). As
it is still the most common scenario in current smart-building
use-cases, we consider RPL for static nodes. The support of
mobile nodes will be investigated in future works.

In practice, the configuration of RPL parameters is still
set nowadays at the deployment stage. Several works [2] [3]
have shown that RPL parameters can have a significant impact
on energy consumption, packet losses, network lifetime, and
various other performances. Nevertheless, static configuration
of RPL parameters is not efficient in environments like smart
buildings, where data flows and communication resources are
strongly correlated to human activities. As a matter of fact,
the traditional approach of configuring parameters during the
network’s initialization lacks the adaptability needed to cater
to the temporal dynamics of IoT services.

The reconfiguration of network parameters is a long-
standing concern in the field of networking. Software-Defined
Networking (SDN) emerges as the most opportune solution
due to its ability to decouple control and data planes, enabling
dynamic control and programmability of network devices [4].
This architectural shift facilitates centralized management,
real-time reconfiguration, and the crucial adaptability to cope
with the diversity and evolving demands of IoT environments.
However, the direct application of traditional SDN paradigms
to lightweight embedded systems, such as Contiki, comes up



against difficulties inherent to the limited hardware capacities
of IoT devices [5]. In particular, an accurate and updated view
of SDN controllers is possible at the expense of a high number
of signaling messages, representing a significant bandwidth
overhead at the radio interface and a large amount of consumed
energy. Different works have been proposed in the literature
to tackle this challenge. uSDN framework is one of the more
remarkable proposals [6].

In this paper, we propose an enhanced version of ©SDN.
Our proposal, so-called e-uSDN, integrates three mechanisms.
The first mechanism aims to reduce the overhead of SDN
control messages. The second mechanism seeks to minimize
the network access delay for periodic traffic. Finally, the
last mechanism allows an adaptive configuration of RPL to
accommodate with different data traffic intensities induced by
cyclic human activities in smart buildings.

The remainder of the paper is organized as follows: Section
II provides background on RPL and related works on SDN for
IoT. Section III describes our proposal, the so-called enhanced
1SDN. Performance evaluation is described and discussed in
section IV. Finally, conclusions are drawn in section V.

II. STATE OF THE ART
A. Background on RPL

RPL is a proactive routing protocol specifically designed
for low-power networks with low data rates [1]. The network
topology is represented by a directed acyclic routing tree called
a Destination-Oriented Directed Acyclic Graph (DODAG).
Generally, the root is a gateway node connected to the Internet.
The selection of the optimal path to each node in the network
is determined by an objective function, which could include
different metrics such as the number of hops, link quality,
or residual energy. To build and maintain the topology, RPL
defines four types of messages :

e DODAG Information Object (DIO) is a multicast mes-
sage sent by parent nodes to child ones to disseminate
information needed to establish the topology.

o DODAG Information Solicitation (DIS) is sent by a node
aiming to join the DODAG and requesting information
about the network topology.

o Destination Advertisement Object (DAQ) is sent by child
nodes to their parents, announcing their availability to
route packets to a particular destination.

o Destination Advertisement Object Acknowledgement
(DAO-ACK) is sent back by parent nodes to confirm the
reception of a DAO message.

The transmissions of those messages occur through inter-
vals, dimensioned through some RPL parameters. However,
DIO messages, which are sent in multicast, are the most com-
mon exchanges, inducing a significant energy consumption.
To mitigate this impact, Trickle algorithm [7] is employed
to reduce the number of DIO messages transmitted when
the topology is consistent. The transmission interval of those
messages denoted I, is established within a predefined range
[Limin> Imaz]- Here, I, and 1,4, represent the minimum

and maximum waiting time before transmitting a DIO mes-
sage. In general, [ is initialized to I,,;,,. A DIO transmission is
triggered within the interval [1/2, I] only when an inconsistent
message has been received or if the number of received
consistent messages within I is below a redundancy constant,
noted K. If an inconsistent message has been received, [ is
reset to I,,,n, otherwise I is doubled until it reaches I,z .

B. Related works on SDN for loT

SDN is a new paradigm that revolutionizes network man-
agement by separating the control plane from the data plane.
This innovative approach externalizes the intelligence of the
network to a software entity, called the controller.

SDN was initially applied to networks that often involve
powerful network equipment. However, recent efforts have
been made to extend the SDN to sustain the development
of 10T services, such as for smart buildings. Among the few
architectures that have been recently proposed, one can cite
1SDN [5], CORAL-SDN [8], SBR [9] and SDN-WISE [10].

uSDN [5] is a lightweight SDN architecture specifically tai-
lored to optimize the communications between the controller
and IoT devices. It is compatible with IPv6 and uses RPL to
provide communication paths.

CORAL-SDN [8] is another SDN alternative for IEEE
802.15.4, IPv6 and RPL-based IoT networks. CORAL-SDN
defines a customized external controller. As indicated in [11]
the use of an SDN external controller induces more energy
consumption and additional latency when compared to an
embedded controller, as in uSDN.

SBR [9] is an innovative architecture that introduces an
SDN architecture, utilizing the RPL routing protocol. How-
ever, unlike 4SDN, SBR Code is not publicly available.

SDN-WISE [10] extends the OpenFlow approach of SDN
and introduces a customized routing protocol, rather than using
the RPL standard, as in uSDN. In [11], SDN-WISE and
uSDN are assessed. The study compares the performances
of these two architectures in terms of energy consumption,
average round-trip time between the controller and nodes,
end-to-end latency, and packet delivery ratio. Performance
evaluation was conducted using Cooja simulator. The results
reveal that uSDN outperforms SDN-WISE across all previ-
ously mentioned parameters. Consequently, we select uSDN
to investigate the adaptive reconfiguration of RPL parameters
for IoT-based smart building services.

III. PROPOSAL: ENHANCED ,uSDN
A. Problem statement

As shown in [5], uSDN exhibits a slightly lower Packet
Delivery Ratio (PDR) and introduces an additional energy
cost, compared to RPL. Indeed, the SDN paradigm adds
specific signaling overhead that can lead to a significant
energy drain for IoT devices. Actually, the traffic generated
by uSDN primarily stems from three processes: controller
discovery, node state updates, and requests for instructions to
the controller. The former process is punctually performed at
the initialization phase of a node seeking to join the topology.



Its associated overhead is thus marginal, compared to the other
processes.

Indeed, the significant overhead results from Node State
Update (NSU) messages, carrying information about nodes’
states. Their purpose is to provide the SDN controller with
an up-to-date overview of the network topology and allow it
to accordingly determine optimal flow paths. Those messages
are generated by each node in the network and are period-
ically sent to the SDN controller node. In the most recent
implementation of ©SDN under Contiki-3.0, the periodicity
of NSU messages is statically set to 1 minute. Nevertheless,
in [5], the performance evaluation study was conducted with
an NSU periodicity fixed to 3 minutes.

In the next subsection, we will introduce an enhanced
version of uSDN, that aims to reduce the overhead of NSU
messages. Our proposal, referred to as e-uSDN, adds also a
proactive path establishment mechanism, which seeks to min-
imize network access delays for periodic traffics. Further, in
subsection III-D, we will present an enhanced implementation
of the uSDN that can support the dynamic modification of
RPL parameters.

B. Reducing SDN signaling

As indicated in the Introduction section, as it is still a
very common scenario in current indoor use-cases, such as
smart buildings ones, we assume that sensor/actuator nodes
composing the multi-hop network are static. The support of
mobile nodes is left for future works.

Our fundamental concept to reduce the overhead of SDN
messages is to avoid frequent and periodic NSU transmissions.
Instead, an NSU transmission is triggered only when the nodes
observe a state change that might induce a modification of the
network topology or flow paths.

Currently, in ©SDN, the information carried in NSU mes-
sages includes the node’s rank, the number of neighbors, and
the Received Signal Strength Indicator (RSSI) for each link.
The node’s rank is derived from RPL and is stable when the
network is stationary. Similarly, when sensor nodes are fixed,
the number of neighbors changes minimally over time.

In contrast, the RSSI value can exhibit significant fluc-
tuations [12]. However, in most cases, frequent updates are
deemed unnecessary, as these fluctuations generally do not
result in a change in the routing path. To minimize the
number of unnecessary updates due to RSSI fluctuations,
we follow a threshold-based approach. The RSSI thresholds
are established accordingly with expected ranges of Packet
Delivery Ratio (PDR). We defined three PDR ranges: [0, 80%],
[80%, 90%][ and [90%, 100%] respectively corresponding to
poor, acceptable and good node’s communication states. The
associated RSSI thresholds could be derived empirically or
through observations.

In summary, NSU transmissions are triggered only in the
event of changes concerning: (a) the node’s rank, (b) the
number of neighbors, and (c) the RSSI value exceeding a
threshold. Those cases represent situations where the update
is considered important, as it may lead to a path change. In

the absence of periodic NSU messages, the controller assumes
that the old state of the node is still valid.

C. Minimizing network access delay for periodic traffics

Whenever a node has data to send, it checks if there is
a corresponding entry in its flow table. If so, the packet is
immediately transmitted. Otherwise, it sends to the controller
a Flow Table Query (FTQ) packet to request a path. The
controller can then respond with a Flow Table Set (FTS)
configuration message. The path provided in this manner is
valid for a fixed duration, defined by the Flow Table Lifetime
(FTL) parameter. This request is not periodic but rather
intermittent, occurring when the node has data to send. The
current implementation allows, in case of unavailability of the
path at the time the node wants to send data, to delay the
transmission until the reception of the path.

We propose to mitigate this delay for scheduled (e.g.
periodic) data traffic, which is often the type of traffic draining
most IoT resources (bandwidth and battery). We follow a
proactive approach through the early sending of FTL requests.
Precisely, an FTL request will be generated when 75% of the
elapsed duration to the next scheduled data transmission is
reached. Consequently, when a node intends to transmit data,
the path will already be available and the network access delay
will be reduced. In addition, we leverage the knowledge of the
data transmission schedule to accordingly adjust the lifetime
of the flow table, so that we prevent the expiration of the path’s
validity before data transmission.

D. Dynamic configuration of RPL parameters

To move towards a dynamic configuration of RPL parame-
ters, we propose to introduce these considerations with pSDN.
As our study is based on intelligent buildings, we have adopted
two scenarios with two different operating modes: (a) Day
mode and (b) Night mode. We assume that during the day,
when people are present, more data will be collected, in
function of human activities. Conversely, in night mode, there
is less data and less interference due to the absence of human
activity. In this case, an energy-saving mode is envisaged.

The transition from day to night mode can be activated
by the SDN controller through the transmission of a CONF
message to the network nodes. Those messages were defined
in uSDN to initialize various parameters, including the FTL,
NSU sending period, Ip,in, Imaez, and the lifetime of RPL
routes. However, dynamic settings using CONF messages are
not supported in recent uSDN implementation.

In enhanced pSDN, we upgraded the recent uSDN code
with functionalities allowing the dynamic setting of RPL
parameters through CONF messages. We focused particularly
on the I,,,, parameter and the RPL routes’ lifetime, as they
have a significant impact on energy consumption in the RPL
protocol [2], [3]. Additionally, we enabled the scheduling of
CONF messages to support the autonomous switch between
day and night modes. This allows for the transition from day
to night mode configuration in a completely autonomous and
dynamic manner.



IV. PERFORMANCE EVALUATION
A. Simulation methodology

In this section, we detail the simulations conducted under
the Cooja simulator of Contiki OS 3.0 to assess NSU reduction
and the anticipating establishment of paths for periodic traffic
proposals, comparing them to basic RPL and ySDN. Addi-
tionally, we explore the dynamic configuration of RPL through
e-uSDN, considering a Day/Night mode. Table I summarizes
all setup parameters.

TABLE I: Simulation parameters

l ‘ Parameter Value ‘ ‘
Transmission Range 50 m
Interference Range 50 m

Max Bit Rate 9 bit/sec
Radio Medium UDGM (distance loss)
RPL Mode Non-storing mode
RPL Route Lifetime 10 minutes
NSU Period 180 seconds
Flowtable Lifetime 10 minutes
DIO_Interval_Doublings 8
Path_Control_Size 0
Delay_DAO 1
DIS_Interval_Timer 60 seconds
DIS_Transmit_Count 5
Objective function MRHOF

The simulated network, illustrated in Figure 1, is inspired
from a real IoT testbed topology deployed for a smart building
experiment [13]. We first simulated a smaller infrastructure,
called Topology 1, which is composed of 7 nodes (represented
by a single circle), including 6 sensor nodes and one root node
(identified by ID=1). Then, the second studied infrastructure,
named Topology 2, extends topology 1 with 8 additional nodes
(represented by double circles).

We conducted experiments with various periodic data traffic
models. The following data generation periods at each node
were evaluated: 1, 5, 10, and 30 minutes.

Using these settings, we empirically derived the RSSI
thresholds associated to our NSU transmission strategy.
Through extensive simulation scenarios, we observed that:

o An RSSI in the range [-25, -10] dBm is associated to a
PDR above 90%.
o An RSSI in the range [-55, -25] dBm results into a PDR
between 80% and 90%.
o Finally, an RSSI lower than -55 dBm leads to poor
communication quality with a PDR below 80%.
We conducted a comparative study between the enhanced
e-uSDN, legacy puSDN, and basic RPL, considering the fol-
lowing performance metrics.

B. Assessment metrics

SDN Signaling overhead expresses the additional signaling
cost induced by SDN control messages. It is evaluated with
respect to RPL as a benchmark. Formally:

Nspwn

N=_ 1'SDN 1)
Nspn + NrpL

-

Fig. 1: Network Topologies 1 and 2

where Ngrpr denotes the total number of RPL control mes-
sages, such as DIO, DAO, DIS, and DAO-ACK, generated
during a simulation and Ngp represents the amount of SDN
messages, including NSU, CONF, FTS, and FTQ.

SDN Energy overhead expresses the additional energetic
cost induced by the use of SDN. Similarly to the previous
metric, SDN energy overhead, denoted E is also expressed
proportionally to RPL:

P Espn — ErpL @)
Erpr
where Erpy represents the average amount of energy con-
sumed by all nodes when routing is solely supported by RPL.
Energy consumption due to transmission and reception are
both considered. Egpn denotes the average consumed energy
when the network uses either uSDN or e-uSDN.

Packet Delivery Ratio : It is defined as the ratio between
the total number of data packets transmitted from source nodes
and those received by the root.

As indicated in section III-C, a Network Access Delay
might be experienced for some data transmissions when the
path from a sensor to the root is no longer available.

C. Overhead analysis

The control messages overhead is represented in Figure 2.
It illustrates the positive impact of introducing NSU reduction
on reducing network overhead. For instance, in the topology
1 traffic scenario with a periodicity of 1 minute, while uSDN
contributes to 28 % of the total network overhead, e-:SDN has
been able to reduce this to 14%, corresponding to an amount
of 50 % reduction.

SDN Energy overhead is represented in Figure 3. It demon-
strated how the reduction in uSDN control messages overhead
directly influences the energy consumption of the network for
both simulated topologies. In a scenario with a 10-minute
periodicity for example, in topology 1, uSDN consumes over
90% more energy than RPL, while e-uSDN only exhibits a
40% increase compared to RPL. This reduction in energy
consumption overhead with e-uSDN surpasses 50%.

To test the viability of our proposal in a scenario with varia-
tions in link quality, and to assess the impact of NSU reduction



-0 e-pSDN topology 1

=3 LSDN topology 1

(a) Topology 1

I RPL
I . sDN

30 T == e-ySDN topology 2
E: = =E=h=_=-§'=-=.=__ =3 = SDN topology 2
N _-=-=.=_.__._=_-.
825 -
°
I
@
=
@ 20
>
o]
@
@
=)
g 15
] ——- e
g |G =H==mge
© a"ﬁh\
£10 S
S tht”::»-m
O \"Q~‘_‘§~
5 =,
0 5 10 15 20 25

Traffic Periodicity (minutes)

Fig. 2: Control Messages

=0~ e-uSDN topology 1
100 I —|=DO pSDN topology 1
Py RO ~ -~ &SN topology 2
90 Tl =~ "= e=e.__|— 8- SDN topology 2
4 it T
—_ ‘. A
) F
o ,;"
g /
3 7
& 60 I
8 i
g s0f [/
£ l'l
3 4f [ e -
S ! L S
3 J Fs“ pC SR
g / g
2 20 y4 4
. Y
10 4
0 ¢ . !
0 5 10 15 20 25 30

Traffic Periodicity (minutes)

Fig. 3: Energy consumption

in such situations, we re-simulated the same topologies by
adding a new node (represented with a dotted circle in Figure
1) capable of generating interference for 15 minutes every 30
minutes. The duration and periodicity of data traffic remained
the same. We assessed the overhead of energy consumption
for both SDN and e-yuSDN. The results confirm the impact
of enhanced pSDN on reducing overhead in terms of energy
consumption, even in a scenario with interference.

D. Packets Delivery Ratio

For topology 1, in a scenario without interference, both
e-uSDN and RPL yield the same packet delivery ratio
(PDR=1), unlike uSDN, which provides a slightly different
one (PDR=0.99) for a data traffic periodicity of 1 minute. This
is due to collisions resulting from the concentration of uSDN
overhead and the intensity of the traffic in question. Under
the same scenario, for topology 2 with 15 nodes a packet
loss which revolves around 1% (RPL and e-uSDN) to 2%
(uSDN) was observed for traffic with periodicities of 1, 5,
and 10 minutes. The reason for these losses is attributed to
interference due to the density of the topology.

Packet Delivery Ratio

1 5 10 30
Traffic Periodicity (minutes)
(b) Topology 2

Packet Delivery Ratio

1 5 10 30
Traffic Periodicity (minutes)

Fig. 4: Packet Delivery Ratio

Figure 4 represents the packet delivery ratio of the scenario
with interference. The impact of both pSDN and e-uSDN on
improving PDR is evident, unlike RPL, whose performance
decreases in such a scenario.

The main reason for this is linked to the source routing of
uSDN, which, thanks to its global and up-to-date topology
view at the controller, enables the transmission of reliable and
current paths to the nodes. In contrast, RPL relies on next-
hop routing, guiding packets from parent node to parent node
without a global understanding of the topology and with an
extended duration for detecting paths with poor quality.

E. Network access delay

To evaluate our proposal, which focuses on anticipating
the construction of paths for periodic traffic, we assessed the
same simulations for latency and packet delivery ratio. Under
1SDN, for topology 1, the average network access delay is 264
ms for traffic with periodicity of 5, 10, and 30 minutes, and
277 ms for a 1-minute periodicity. For the same periodicity
in topology 2, this delay increases to 331 ms. This can be
explained by the significant number of requests received by
the controller and the increased number of hops, resulting in
additional delay. In contrast, e-uSDN, by anticipating route
construction, enables immediate data transmission, resulting
in zero delay under all evaluated scenarios.

F. Dynamic configuration of RPL

We now investigate the ability of e-uSDN to support the
dynamic configuration of RPL parameters, by analyzing its
performances when switching between day and night modes.
To reflect the observation that expected activities in smart
buildings by the night are expected to be less intensive than
during the day, we studied two traffic models. In Traffic 1
each node generates data every minute during the day mode,
while the data generation period is extended to 10 minutes in
the night mode. In Traffic 2, the data periodicity is set to 5
minutes and then extended to 30 minutes in the night.

The transition between day and night modes occurs through
the transmission of a CONF message, carrying the new values
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of I,,4z, RPL routes lifetime, and FTL parameters. Night
parameters associated to Traffic 1 and 2 models are specified
in Table II, while the day ones are indicated in Table I. RPL
with a day configuration noted D-RPL and RPL with a night
configuration (N-RPL) have also been simulated for topology
1, while only D-RPL has been simulated for topology 2.

TABLE II: Nighttime Parameters

Parameter [ Value for Traffic 1 [ Value for Traffic 2 ]

RPL Route Lifetime 2 hours 6 hours
Flowtable Lifetime 2 hours 6 hours

Two scenarios were simulated. The first scenario involved
no interference, while the second scenario introduced in-
terference during the day, following a similar approach as
described in the previous evaluation and genuinely associated
with human activity. In each case, we evaluated both energy
consumption and PDR.

In a scenario without interference, N-RPL consumes less
energy than e-uSDN and D-RPL while offering the same
Packet Delivery Ratio (PDR). However, in a scenario with
interferences, as depicted in Table III, e-uSDN exhibits lower
energy consumption compared to D-RPL and N-RPL. This
is attributed to the night mode, enabling energy savings and
its effectiveness in scenarios with interference during the day.
Additionally, e-uSDN provides a better PDR, as shown in
Figure 5, illustrating the PDR of D-RPL, N-RPL, and e-SDN.
This is due to its source-based routing, as explained earlier.

TABLE III: Energy Consumption
l l

[ Traffic T | Traffic 2 |

Topology 1 D-RPL 177.77 173.40J
N-RPL 172] 163.09 J
e-uSDN 160.7 J 163.81J

Topology 2 D-RPL 1074.6 J 1058.7 J
e-uSDN | 1054.557 | 1049.5)

V. CONCLUSION AND PERSPECTIVES

This work investigates the case where SDN is used to
support adaptive configuration of routing protocol accordingly
with the cyclic human activities in smart buildings and we
address the challenge raised by the transmission and reception
of SDN control messages, which can lead to a significant
overhead in term of energy consumption for low-cost IoT
devices. To that purpose, we propose three mechanisms that
we integrated into pSDN. The first mechanism adjusts the
transmission of SDN control messages accordingly with the
state of network topology. The second mechanism anticipates
path construction for scheduled traffic so that the network
access delay is minimized. The last mechanism allows an
adaptive configuration of RPL routing protocol to accommo-
date with different data traffic intensities induced by cyclic
human activities in smart buildings. The evaluation of our
proposal, so-called e-uSDN, demonstrated its effectiveness.

In future prospects, we will investigate the use of Al
techniques to autonomously and dynamically adjust RPL and
SDN parameters. We will also construct extensive experiments
using a real testbed IoT platform deployed in our lab.
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