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A B S T R A C T

A Bay of Biscay model configuration is used as a test case to assess the data-based consistency of ensemble-based 
ocean model uncertainties of several types: [A] built-in stochastic parameterizations at regional ocean scales, [B] 
ocean model response to a global atmospheric model ensemble and [C] both A and B simultaneously. Ensembles 
of varying length were generated. In addition to a seasonal-range ensemble, three medium-range ensembles were 
carried out over successive overlapping segments permitting to compare consistency metrics for different lead 
times. The largest spread was obtained for the C case, although most of the model uncertainties were attributable 
to the stochastic ocean parameterizations in A. We addressed the question of which ensemble type and lead time 
was able to provide the most realistic model uncertainties given observations of SST, sea level, and Chlorophyll a, 
using a theoretical and diagnostic consistency analysis framework expanded from Vervatis et al. (2021a). In our 
results, consistency was satisfactory for the stochastic ensembles of types A and C, for the “aged” error cases (but 
only marginally with respect to the “young” error cases), and whenever physical and biogeochemical uncertainty 
processes were active in the region and could be detected by the observational networks, such as the onset of the 
spring shoaling of the thermocline and the phytoplankton abundance primary bloom. Sea level empirical con
sistency was improved when a wide range of low- to high-frequency errors were included in the signal of dy
namic atmospheric process in the data and in the model inverse barometer. These findings provide additional 
insight that can help configure ensemble-based methods in academic studies and in operational ocean forecasting 
systems.

1. Introduction

During the first two decades of the 21st century, ensemble methods 
have been progressively adopted by the ocean modelling community, 
following marked advances in numerical weather prediction (Palmer, 
2018). Despite the progress, the number of operational ensemble-based 
ocean forecasting systems is still limited; this is expected to change in 
the forthcoming years (ETOOFS, 2022).

The generation of ensemble-based model error estimates, and in 
particular the quantitative verification of their fitness for both data 
assimilation and ocean applications, are both an engineering activity at 
forecasting centers and an active field of research, the latter involving 
varied model-data synergy approaches (e.g. De Mey-Frémaux et al., 
2019; Moore et al., 2021). The background formalism which can be used 
for verification is given by data assimilation, which combines a prior 

model state and observations to generate a posterior state with lower 
error – for instance, within the family of ensemble-based approaches, let 
us cite the Ensemble Kalman Filter (EnKF; Evensen, 2003). In the EnKF, 
estimates of model (prior) uncertainties are obtained by means of an 
ensemble.

Ocean model errors can be estimated by several categories of en
sembles. One approach is to combine information from multi-model 
multi-physics ensembles, e.g. multi-model products via the Copernicus 
Marine Service (CMEMS) (http://marine.copernicus.eu/) or products 
for climate studies via the Coupled Model Intercomparison Project 
(CMIP6) (https://www.wcrp-climate.org/). Another method is to 
perform stochastic modelling, in which the state probability density 
function (pdf) can be approximated by the solution of a partial differ
ential Fokker-Planck equation, including processes of stochastic diffu
sion, advection, and model tendencies (Bessières et al., 2017). In 
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geophysical fluids, stochasticity can be introduced dynamically (Holm, 
2015; Lang et al., 2023). A plethora of studies in the literature demon
strate the use of stochastic methods for ocean models (cf. recent studies 
and references within Storto and Andriopoulos, 2021; Leroux et al., 
2022). A third approach is to generate ocean model ensembles by 
providing boundary conditions from another ensemble prediction sys
tem. These can be lateral ocean boundary conditions from a parent 
ocean model to a nested child domain (Vandenbulcke and Barth, 2019; 
Ghantous et al., 2020) or from surface forcing boundary conditions of an 
atmospheric model ensemble (e.g., from ECMWF) (Zuo et al., 2019). By 
“verifying” those ensembles, we mean checking [A] whether 
ensemble-modelled uncertainties are representative of the relevant error 
processes at hand, and [B] whether the ensemble variability (a proxy of 
model error) is observable by the available measurements and is 
consistent with empirical estimates of model error (“empirical” being 
meant as a synonym of “data-based”) i.e., the model-data “misfits”. The 
latter category of checks ([B]), which we will call empirical consistency 
assessment of the ensembles, critically depends on the availability of 
“reasonable” estimates of the uncertainties of observations.

This work builds upon, and expands, two previous studies by Ver
vatis et al. (2021a, 2021b). The authors investigate the ability to 
generate meaningful ocean model ensembles, by perturbing different 
sources of physical and biogeochemical model errors. Their results 
indicate that physical stochastic parameterizations have a larger impact 
on augmenting ecosystem model errors, than perturbing the intrinsic 
ecosystem model properties themselves. In those studies, the authors 
review and apply several approaches towards Ensemble-based Empirical 
Consistency Analysis (EECA): bias and variance analysis, rank histo
grams, and an early form of the so-called Array Modes approach which 
we will expand in this work. As illustrated in several publications (Le 
Hénaff et al., 2009; Charria et al., 2016; Lamouroux et al., 2016; Vervatis 
et al., 2021a), it is advantageous to carry out ensemble assessment in the 
space generated by the eigenvectors of the ensemble-based “representer 
matrix” (the prior error covariance matrix in data space), named “Array 
Modes”. Indeed, as stated in Vervatis et al. (2021a), Array Modes 
(“ArM”) provide patterns which are hierarchized (via the associated 
eigenvalues), representative of prior error covariances (as estimated 
from the ensemble) and observable by the measurement array.

In this study, we will carry out EECA in the space of the Array Modes 
(the “array space”). Using a novel set of empirical consistency metrics, 
we will compare different ensembles, one using a stochastic regional 
ocean model, one forced by a global atmospheric model ensemble, and 
one “hybrid” ensemble adopting both approaches simultaneously, 
within short- to medium-range “forecasts”. We will assess the impact of 
the “age of errors” on empirical consistency by using overlapping time 
segments for our medium-range ensemble simulations. Model forecast 
performance will be assessed upon the verification of EECA metrics in 
“array space”. We also investigate the sea level dynamic atmospheric 
correction (dac) and its relevance to the modelled uncertainties of the 
inverse barometer (IB) effect.

The study is organized as follows. In Section 2, we describe the EECA 
metrics, the physical-biogeochemical model, the stochastic parameter
izations of our ensemble experiments, and the observations we will use 
for analysis. The results are presented in Section 3. Section 3.1 focuses 
on the generation of regional and coastal ocean model uncertainties, 
using [A] stochastic modelling together with Monte Carlo techniques to 
sample the pdf of model states, and [B] surface boundary conditions 
from a global atmospheric model ensemble. Approaches [A] and [B] are 
used independently and combined, and all approaches are assessed with 
variance analysis (3.1) and with our set of EECA metrics (3.2). The 
concluding remarks of this study are discussed in Section 4.

2. Methods and data

2.1. Empirical ensemble-based consistency analysis (EECA) framework

As in Vervatis et al. (2021a), we aim to evaluate the empirical con
sistency of model ensembles, i.e., we wish to characterize the consis
tency between model ensembles and observations. This will be done 
here in the space of Array Modes, which is one of the paths followed in 
Vervatis et al. (2021a), with some extensions. We now briefly present 
the mathematical concepts behind the consistency diagnostic metrics 
which we will use, and the metrics themselves. Some of our ideas were 
inspired by previous studies, notably those of Anderson (2003), Des
roziers et al. (2005), in the context of evaluating the well-posedness of 
data assimilation schemes. A more complete presentation of the con
cepts is available in De Mey-Frémaux (2023). Wherever mathematical 
objects are not explicitly defined, we will use the standard notations 
from Ide et al. (1997). As above, the abbreviations “CM” and “ECM” 
respectively denote a Covariance Matrix and an Error Covariance 
Matrix.

The background idea here (and classic result) is that, assuming that 
prior/forecast errors and observational errors are uncorrelated to each 
other, in the space of observations, the ensemble estimate of the CM of 
innovations d (= observed values minus prior/forecast values) should be 
close to the ensemble estimate of the prior/forecast ECM, within 
observational ECM R: 
〈
ddT〉↔ HPf HT + R (1) 

where H is the observation operator and Pf is the ensemble covariance of 
prior/forecast state anomalies with respect to the ensemble mean in 
state space. The HPfHT matrix is the ensemble prior/forecast ECM in 
data space – this is how the measurement array “views” prior/forecast 
uncertainties as estimated from the ensemble.

As illustrated in several publications (Le Hénaff et al., 2009; Charria 
et al., 2016; Lamouroux et al., 2016; Vervatis et al., 2021a), it is ad
vantageous to examine Eq. (1) in the space generated by the eigenvec
tors of HPfHT, named “Array Modes” in Le Hénaff et al. (2009) and 
hereafter. Indeed, as stated in Vervatis et al. (2021a) and in the intro
duction, Array Modes (“ArM”) provide patterns which are hierarchized 
(via the associated eigenvalues), representative of prior error co
variances (as estimated from the ensemble) and observable by the 
measurement array.

Array Modes have historically been first used to characterize the 
performance of measurement arrays at detecting prior errors (Le Hénaff 
et al., 2009; Charria et al., 2016; Lamouroux et al., 2016; Vervatis et al., 
2021a). We will use the following stochastic array performance metric, as 
drawn from these references:

(ArM1) Array performance diagnostic metric:
Count singular values of S larger than 1, with S≝ 1̅̅̅̅̅̅̅̅

m− 1
√ R− 0.5Yf .

Above, m is the number of ensemble members, and Yf is the matrix of 
ensemble anomaly samples (one δyk per column k) in data space. The 
Array Modes, forming theμ matrix, are defined as the singular vectors of 
S; they form an orthonormal basis in data space in the sense of the scalar 
product 〈δy1, δy2〉 = δyT

1R− 1δy2. The Array Mode spectrum {σk} is 
composed of the squares of the singular values of S; it is a by-product of 
the calculation of metric (ArM1). Examples of Array Mode spectra will 
be shown in Section 3.

In order to go further and examine the array-space equivalent of Eq. 
(1), let us note that because μ is an orthogonal matrix it is possible to go 
back and forth between data space and array space. Any multivariate 
data-space sample δyk can be written as a scaled linear combination of 
Array Modes – and vice versa: 

δyk = R0.5μδzk (2) 

δzk = μTR− 0.5δyk (3) 

V.D. Vervatis et al.                                                                                                                                                                                                                             Ocean Modelling 194 (2025) 102501 

2 



where the array-space sample δzk is nondimensional and univariate, 
while being characteristic of the whole array. Samples can be examined 
in array-space given transformations (Eqs. (2) and (3)): 

– Array-space observation samples: 

Matrix of samples : Zo≝
[
δzo

1⋯δzo
m
]
= μTR− 0.5Yo. (4) 

where Yo is the matrix of perturbed observation anomaly samples. It is 
easy to show (e.g., De Mey-Frémaux, 2023) that the observational ECM 
in array space is the identity: 

Eo≝Cov(Zo)≝
1

m − 1
ZoZoT

= I. (5) 

– Array-space prior/forecast samples: 

Matrix of samples : Zf≝
[
δzf

1⋯δzf
m

]
= μTR− 0.5Yf . (6) 

By construction, the prior/forecast ECM in array space is diagonal: 

Ef≝Cov
(
Zf)≝ 1

m − 1
Zf ZfT

= σ. (7) 

– Array-space innovation samples: 

Matrix of samples : Zi≝
[
δzi

1⋯δzi
m
]
= μTR− 0.5( Yo − Yf). (8) 

The innovation CM in array space is generally full: 

Ei≝Cov
(
Zi)≝

1
m − 1

ZiZiT . (9) 

We now have all elements to derive EECA diagnostic metrics in array 
space. As Eq. (1) states, if the Ensemble representation of uncertainties 
was consistent with innovation statistics, the innovation CM should be 
close to the sum of prior/forecast ECM and observational ECM. In array 
space, this comes back to comparing: 

Ei ↔ Ef + Eo (10) 

where Eo, Ef and Ei are given by Eqs. (5), (7) and (9), respectively. Using 
those expressions: 

ei
j,k ↔ δj,k(σk +1) (11) 

where δj,k is a Kronecker delta. For the comparison in (Eqs. (10) and 
(11)) to be successful, we need [A] the diagonal elements ei

k,k to be close 
to (σk + 1), and [B] the extra-diagonal elements ei

j,k(j ∕= k) to be close to 
zero. Criterion [A] can be seen as a “gain” criterion, as we are examining 
the innovation variance in the space of array modes drawn from the 
ensemble: this variance must be of the same order as that drawn from the 
ensemble i.e., the gain must be close to 1. Criterion [B] can be seen as an 
“alignment” criterion of the modes of the innovation covariance matrix 
with the array modes drawn from the ensemble: if the extra-diagonal 
terms are non-zero, then the error modes on both sides of (Eq. (10)) 
are misaligned with each other.

Let us first turn to the diagonal elements. The following metric fol
lows (as first introduced in Vervatis et al., 2021a):

(ArMCA1) Gain consistency diagnostic metric:
Under tolerance τ < 1: 

Count array − space ranks k for which 1 − τ ≤
vark

(
Zi)

σk + 1
≤ 1 + τ. (12) 

Two criteria are proposed in De Mey-Frémaux (2023) for the con
sistency check of non-diagonal terms. We will use the following syn
thetic metric, derived from their (ArMCA2.1) criterion:

(ArMCA2) Alignment consistency diagnostic metric:
Let us define Fi

k as the leading (upper left) submatrix of Fi at rank k >
1, with Fi = Ei − diag(Ei) only composed of the extra-diagonal elements 
of Ei (with zeroes on the diagonal).

Under tolerance τ′ < 1: 

Count array − space ranks k > 1 for which τʹ ≥
1

k − 1
ρ
(
Fi

k
)
. (13) 

Above, ρ(A) denotes the spectral radius of any positive definite ma
trix A, defined as the largest of its (positive) eigenvalues.

By-products of Eqs. (12) and (13) are the lists of ranks for which each 
criterion passes. Examples will be shown in Section 3.

2.2. Ocean model

We used the ocean model NEMOv3.6 (Nucleus for European 
Modelling of the Ocean; http://www.nemo-ocean.eu/; Madec, 2012) 
and its biogeochemical component PISCESv2 (Pelagic Interactions 
Scheme for Carbon and Ecosystem Studies volume 2; Aumont et al., 
2015). The physical and biogeochemical models were coupled online, 
using the same grid at 1/36◦ horizontal resolution. The domain en
compasses the Bay of Biscay and the western part of the English Channel 
(Fig. 1). The configuration, named BISCAY36, is a subgrid of the oper
ational CMEMS Iberia-Biscay-Ireland (IBI) system (Sotillo et al., 2015) 
previously applied and validated (Maraldi et al., 2013; Quattrocchi 
et al., 2014; Vervatis et al., 2016; 2021a; 2021b).

The physical-biogeochemical model set-up is described in Vervatis 
et al. (2021b); only a few relevant details will be given here. The initial 
state and open boundary conditions were acquired from the CMEMS 
daily archives for physics and from the weekly archives for 

Fig. 1. Ocean model domain and bathymetry (m). The isobath of 200 m is 
shown. Abyssal plain: ~ 43–49 ◦N, depths > 200 m; Armorican Shelf: ~ 44–48 
◦N, depths ≤ 200 m (as referred to in subsequent figures).
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biogeochemistry (http://marine.copernicus.eu/). The meteorological 
fields were provided by the ECMWF (European Center for 
Medium-Range Weather Forecasts; https://apps.ecmwf.int/archive-cat 
alogue/). An inverse barometer signal was added to the sea level at 
the open boundary. The model included astronomical tidal potential and 
tidal harmonic forcing in the open boundaries, provided by the TPXO 
7.1 global tide model (Egbert et al., 1994) as the sum of 11 constituents 
(Karagiorgos et al., 2020). Boundary fluxes of nutrient inputs from the 
atmosphere and in the river mouths were also considered (Aumont et al., 
2015). The river nutrients discharges were derived from the Global 
News 2 dataset (Mayorga et al., 2010), interpolated and collocated on 
the three main rivers in the BISCAY36 domain (i.e., Loire, Gironde and 
Adour) (https://wwz.ifremer.fr/).

We run ensembles of deterministic physical-biogeochemical ocean 
model simulations, generating stochastic model simulations in which 
perturbations (as described below) are based on first-order autore
gressive Markov processes AR(1), i.e. a statistical model operating under 
the hypothesis that the current state is based on the immediately pre
ceding state within some error. We perturbed several quantities 
considered as sources of model error. These quantities, detailed in Sec
tion 2.2, consist of unresolved scales, parametrized tendencies and 
model parameters.

Three schemes are used to generate the stochastic model perturba
tions following recent advances on NEMO (Brankart et al., 2015; 
Bessières et al., 2017) namely: (a) stochastic perturbed parameterized 
tendencies (SPPT) (Buizza et al., 1999), (b) stochastic perturbed pa
rameters (SPP) (Ollinaho et al., 2017), and (c) stochastic parameteri
zation of unresolved fluctuations (SPUF) (Brankart, 2013). The SPPT 
scheme perturbs the net parametrized model tendencies, assumed to 
contain upscaled ocean physics errors due to sub-grid parameteriza
tions. A random spatiotemporal stochastic pattern based on AR(1) pro
cesses is added collinearly to the net model tendencies. A kernel method 
is applied to generate random stochastic fields, with specific horizontal 
correlation structures. The stochastic pattern per member consisted of 
truncated Gaussian distributions (Vervatis et al., 2021b), defined by 
stochastic parameterizations controlling the uncertainty amplitude and 
the spatiotemporal correlations for each tendency. Ocean model pa
rameters are perturbed with the SPP scheme, in a similar way to SPPT, 
but with one main difference: instead of perturbing the net result of the 
model parameterizations, we perturbed the parameters estimated dur
ing model integration within the parameterization schemes. The SPUF 
implementation is based on random walks sampling gradients from the 
state vector (which represent the sub-grid unresolved scales) and adding 
them to the models’ solution. The random walks consisted of indepen
dent consecutive steps in all directions including horizontal and vertical 
steps, and their lengths are controlled by AR(1) processes and their 
stochastic parameterizations.

2.3. Ensemble simulations

А schematic of the simulations performed in this study is shown in 
Fig. 2. Table 1 summarizes our choice of perturbed variables and our 
settings for the stochastic parameterizations in the ensemble experi
ments. Two atmospheric forcings were used, one being the ECMWF 
High-Resolution System (HRES) and the other the ECMWF Ensemble 
Prediction System (EPS), at 9 km and 18 km resolution respectively. The 
stochastic representations of the ECMWF-EPS global atmospheric model 
are presented in Leutbecher et al. (2017). As in Vervatis et al. (2021b), a 
control run was carried out with no stochastic parameterizations using 
the ECMWF-HRES forcing (referred as CR in Fig. 2 and in Table 1). 
Starting from the CMEMS ocean global analysis at 1/12◦ resolution 
(Lellouche et al., 2013; 2018; http://www.mercator-ocean.fr) the con
trol run was used to spin-up the BISCAY36 configuration from January 
2015 to November 2016 and allow the model to develop coherent 
structures representative of the Bay of Biscay. The control run was then 
extended from December 2016 to June 2017 and served as reference for 

all other experiments.
Three approaches were envisaged to generate regional ocean model 

uncertainties, one was the use of the ECMWF-EPS global atmospheric 
forcing, another was the implementation of the NEMO ocean stochastic 

Fig. 2. Schematic of (a) ensemble simulations (cf. Table 1) and (b) initializa
tion techniques; coloured circles correspond to different forecast lead time (blue 
LT 1–211, red LT 11–30, green LT 1–10 in days) for the same date.

Table 1 
Ensemble simulations.

Experiment Model errors ECMWF atmospheric forcing and AR(1) ocean 
stochastic parameterizations (uncertainty, 
temporal corr., spatial scales)

CR n/a Control Run using the ECMWF-HRES 
atmospheric forcing

CR-STO Physics & 
Biogeochemistry

SPPT-AR(1) ECMWF-HRES atmospheric 
forcing 
Uair(0.4,3days, 1◦) 
Tair(0.1,15days, 2◦) 
SLP(0.01, 5days, 3◦)
SPP-AR(1) NEMO physical parameters 
cd,ce,ch(0.1,3days, 0.5◦) 
cb(0.2,30days, 0.2◦)
SPUF-AR(1) NEMO equation of state 
T,S (2 random walks, 5 days,
1 horiz. & 0.5 vert.grid)

SPPT-AR(1) PISCES sources-minus-sinks 
SMS

(
Ci=1,…, 24

)
(0.8, 5 days, 0.5∘)

EPS 
EPSsr

Physics ECMWF-EPS atmospheric forcing 
Uair,Tair,SLP, rh, prec, swr, lwr

EPS-STO Physics & 
Biogeochemistry

EPS atm. forcing and ocean stochastic 
parameterizations

abbreviations: corr. - correlation; SPPT - stochastic perturbed parameterized 
tendencies; SPP - stochastic perturbed parameters; AR(1) - first-order autore
gressive processes; HRES - high resolution system; EPS - ensemble prediction 
system; Uair - wind velocities; Tair - air temperature; SLP - sea level pressure; cd,ce, 
ch - wind drag and turbulent coefficients; cb - bottom drag; SMS

(
Ci=1,…, 24

)
- 

sources-minus-sinks of 24 biogeochemical prognostic variables C; rh - relative 
humidity; prec - precipitation; swr - short wave radiation; lwr - long wave radi
ation. Lognormal perturbations were applied for the sources-minus-sinks and 
Gaussian for all other ocean stochastic parameterizations.
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parameterizations, and the third was their combination (cf. Table 1 for 
the perturbed variables and parameters). In order to test which error 
sources are most significant for regional ocean model uncertainties, we 
designed the following experiments. The post spin-up solution of the 
control run was used to initialize a seven-month seasonal-range ocean 
ensemble using the ECMWF-EPS forcing, without ocean model sto
chastic parameterizations (referred as EPSsr in Fig. 2 and Table 1). In 
addition to the seasonal-range ensemble, three medium-range ensem
bles were carried out by performing successive forecasting cycles of one- 
month, all initialized from the control run and spanning the same period 
as the seasonal-range ensemble from December 2016 to June 2017: (a) 
the first ensemble used again the ECMWF-EPS forcing, without ocean 
model stochastic parameterizations (referred as EPS in Fig. 2 and 
Table 1), (b) the second ensemble used the ECMWF-HRES forcing 
including ocean model stochastic parameterizations (referred as CR-STO 
in Fig. 2 and Table 1), and (c) the third ensemble combined the methods, 
using the ECMWF-EPS forcing and the ocean model stochastic parame
terizations together (referred as EPS-STO in Fig. 2 and Table 1). Each 
ensemble experiment for the regional ocean model consisted of 50 
members, as is the case for the ECMWF-EPS global atmospheric forcing. 
Hereafter, we refer to CR-STO and EPS-STO as “stochastic” ensembles, 
and to EPS and EPSsr as “non-stochastic” ensembles (instead of “non- 
ocean-stochastic” omitting the word “ocean” for simplicity, since there 
is stochastic input for the atmosphere).

The medium-range successive segments of ensemble forecasts were 
chosen to overlap each other for a few days upon initialization from the 
control run (Fig. 2b). This approach permitted to take into account a 
short ensemble spin-up period meant to bring the model up to empirical 
consistency with observations (Vervatis et al., 2021a). The length of the 
ensemble spin-up period was adjusted to ten days i.e., lead time (LT) 
1–10 in days and the rest of the medium-range forecasts gave access to 
“aging errors” up to a month i.e., lead time 11–30 in days. With this 
experimental protocol we were able to compare consistency diagnostics 
for different lead times within the same period and for the same date.

The notion of “aging errors” is meant in a relative way, with respect 
to any time t0 within the range. For an Extended Kalman Filter (EKF; e.g., 
Eq. (4b) in Ide et al., 1997), using the linearized form of error propa
gation, the “prior” (forecast) error covariance matrix (ECM) at time t 
within our range writes: 

Pf (t) = M(t0, t)Pa(t0)MT(t0, t) + Q(t0, t) (14) 

where M(t0,t) is the transition matrix of the linearized model from time 
t0 to t > t0, Pa(t0) is the “posterior” ECM after analysis at t0, Q(t0,t) is the 
modelling ECM, which is expected to grow with time t, and (t − t0) is the 
forecast range or lead time. In this study, we do not assimilate, but 
expression (Eq. (14)) is nevertheless useful to illustrate at a more general 
level how model errors “age” from any time t0: part of their evolution is 
due to the model dynamics acting on “older”, pre-existing errors up to 
time t0 (first term), and another “fresher” part is due to forcing errors 
and to model-related errors e.g., from parameter errors, acting from t0 to 
t (second term). In this context, Pf is expressed in the square-root form Pf 

= SfSfT (cf. Eqs. (10) and (11) in Vervatis et al., 2021b).
In the following, we concentrate on the evolution of model un

certainties of age (t − t0) under the influence of the model error sources 
in Table 1, where t0 will be the initial time of each ensemble simulation.

2.4. Observations

The datasets were accessed via the CMEMS infrastructure 
(https://marine.copernicus.eu/) and are summarized in Table 2. We 
considered global and regional satellite data from multi-missions for 
both near real-time and delayed modes. We focused on upper-ocean 
properties for sea surface temperature (SST), sea level anomaly (SLA) 
and surface total chlorophyll. The observational errors were available 
with a spatial distribution for the SST and the ocean colour products. A 

representative value from the literature (Vervatis et al., 2021a; 2021b) 
was used for the along-track SLA error. All datasets were provided at a 
daily frequency.

We used the OSTIA SST L4 gap-free gridded dataset provided on a 
high-resolution regular grid at 5 km (10.48670/moi-00165). The 
product is a foundation SST free of diurnal variability and the model 
proxy was set to be the temperature interpolated at 10 m depth. The SST 
data are computed via multi-scale analysis of an optimal interpolation 
scheme and provided with an uncertainty estimate at each grid point 
(referred also as the analysis error). The data error estimate is a com
bined field of background error variances and observational uncorre
lated errors. For our period of investigation, the OSTIA SST data errors 
varied spatially from 0.1 ◦C in the open ocean to about 0.5 ◦C in the 
coastal (maximum values up to 0.65 ◦C for a few days during early- 
summer).

For the sea-level, we used the CMEMS L3 along-track product based 
on Sentinel-3A, Jason-3 and Cryosat-2 altimetry missions (10.48670/ 
moi-00146). We used the filtered sub-sampled data with 14 km dis
tance between successive points along the altimetry track. The obser
vational error (i.e., standard deviation) was set at 0.05 m, assuming 
uncorrelated data errors. By default, the SLA data retrieved by CMEMS is 
already corrected using a dynamic atmospheric correction (dac) term, 
which removes the aliasing in the altimetry measurements based on two 
components. The first component is the static inverse barometer 
response of low-frequency elevations from the atmospheric pressure 
variations (Roblou et al., 2011) and the second component is the 
non-static response of the ocean to fast changes in the wind and pressure 
provided by a surge model (Carrère and Lyard, 2003). Additional cor
rections include the high-frequency elevations from the ocean tides and 
the long wavelength errors (lwe) remaining in the signal (Le Traon et al., 
1998). In this study, we considered both corrected SLA and uncorrected 
SLAunc data, using the equation: 

SLAunc = SLA + dac − lwe (15) 

The SLA model equivalent was estimated by subtracting the model 
mean sea surface height (MSSH) computed over the control run period 
2015–2017. The model during integration included an inverse barom
eter and tides. The tidal signal was removed from the daily averaged 
model outputs and therefore was not considered also in the observa
tions. For the model-data comparisons we considered two cases: (a) we 
removed the model inverted barometer from the ensemble outputs when 
the corrected SLA dataset was used, and (b) we included the model 
inverted barometer when we used the uncorrected sea level product 
SLAunc.

We selected the specific ocean colour L4 product regionally tuned 
over the Atlantic made available via CMEMS (10.48670/moi-00288). 
This is a “merged data record” product collected from multiple satellite 
missions, provided in a high-resolution gridded format at 1 km. The 
satellite chlorophyll a data was provided with a spatial scaled (%) 

Table 2 
Observational networks.

CMEMS Product Identifiers (http://marine.copernicus.eu/)a Errorb

OSTIA SST 
gridded ∼ 5 km 
subsampling rate 
3

SST_GLO_SST_L4_NRT_OBS_010_001 [0.1, 0.5 
[oC

SLA 
along-track ∼
14 km 
no subsampling

SEALEVEL_GLO_PHY_L3_MY_008_062 
altimetry missions: Sentinel-3A, Jason-3, 
Cryosat-2

0.05m

Chlorophyll a 
gridded ∼ 1 km 
subsampling rate 
13

OCEANCOLOUR_ATL_BGC_L4_NRT_009_116 [1, 300 
[%

a All datasets were provided at daily frequency.
b The gridded datasets were provided with spatial errors.
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observational error (uncorrelated at each grid point) in comparison to 
their signal, varying from 1 % in the open ocean to more than 300 % in 
the coastal and during phytoplankton blooms (i.e., approximately more 
than 2 mg/m3). The chlorophyll a model proxy was set to be the mean 
value of the first 5 m of the water column (Vervatis et al., 2021b).

For the consistency analysis framework presented in Section 2.1, the 
following protocol elements applied. All observations were perturbed 
(randomized) across the ensembles using appropriate pseudo-random 
number generators, fed by the uncertainty standard deviations in 
Table 2, so as to produce an observational spread consistent with the 
observation ECM R. For the gridded OSTIA SST (resp. ocean colour) 
datasets, we used the spatial distribution of their error standard de
viations, as mentioned above, to draw Gaussian (resp. lognormal) quasi- 
random numbers. For along-track sea level datasets, we used a Gaussian 
pseudo-random generator, and the resolution of observations was kept 
at 14 km. Thinning was applied to the gridded OSTIA SST and ocean 
colour datasets to match an O(14km) resolution. This serves also to 
avoid including noise in the Array Mode space for the scales not well 
represented in the data. A subsampling rate of one-third was applied to 
the OSTIA SST and one-thirteenth to the satellite chlorophyll a (i.e., one 
data point every third point and thirteenth point was retained respec
tively in each direction), resulting in a number of observations in the 
model domain on the order of ∼

(
3⋅103) per day, as if 1-day assimilation 

cycle had been performed. Approximately the same number of sea level 
observations was obtained for a 10-day period, as if 10-day assimilation 
cycle was performed.

3. Results

3.1. Ensemble model spread

We focus on two Bay of Biscay areas, namely the Abyssal plain and 
the Armorican shelf (cf. Fig. 1), to illustrate model spread dependency 
based on geographical region. In Fig. 3a-b, we show the EPS-STO 
ensemble envelope by means of inter-quantile range. Fig. 3c-d shows 
SST model spread to be larger when using both an atmospheric model 
ensemble and an ocean stochastic model (i.e., experiment EPS-STO) 
simultaneously, rather than using only the former or the latter. Most 
of the model errors are attributed to the ocean stochastic model itself 
CR-STO, whilst the atmospheric ensemble experiment EPS and EPSsr 
have only a moderate impact, being rather small in the shelf at all lead 
times. The SST model spread is larger in late-spring and early-summer 

compared to winter conditions, because of the shoaling of the seasonal 
thermocline. Model errors reach up to 0.8 ◦C and are evident in early- 
summer for the medium-range stochastic ensembles EPS-STO and CR- 
STO. During the same period, the non-stochastic ensembles EPS and 
EPSsr show moderate SST model error estimates with values close to 0.4 
◦C and often (but not always) with little dependency on the forecast 
range. During winter, when the mixed layer is deeper than the Ekman 
layer, our experimental protocol potentially underestimates upper- 
ocean model errors, resulting in small SST spread, especially in the 
open ocean. A possible explanation is that, wind perturbations during 
winter are less effective than those during summer, in shaping the error 
regimes through dynamic processes (e.g., divergence) in the upper- 
layer. Overall, in most cases, a ten-day ensemble spin-up appears to be 
sufficient to obtain a reasonable SST model spread comparable to the 
magnitude of the observational errors.

Sea surface height model errors ought to be investigated with respect 
to the atmospheric IB signal and for this, we considered two approaches: 
the one was to include the sea level response to the IB signal in the daily 
model outputs and the other was to remove it in post-processing. This 
investigation is necessary because first, the sea level pressure (SLP) 
perturbations in the stochastic model ensembles are applied per model 
timestep, therefore the SSH response varies at high-frequency; second, 
the SLP patterns (and thus the IB response) are different between 
members when the ECMWF-EPS atmospheric forcing is used; and third, 
because such an investigation is relevant when we compute the SLA 
model equivalent and estimate the model-data misfits, using either the 
corrected or the uncorrected SLA altimetry data.

Fig. 4 shows the ocean model SSH ensemble envelope (Fig. 4a–d) and 
spread (Fig. 4e–h) as a response to SLP model errors. These errors are 
imposed by stochastic methods in the CR-STO experiment, by the 
ECMWF-EPS atmospheric forcing in the EPS and EPSsr experiments, and 
by their combination in the EPS-STO experiment. The SLP perturbations 
trigger an isostatic IB signal dominant at large scales and a non-IB signal 
dominant at local scales depending on the geographic region. The 
impact of the latter can be seeing when the IB response is subtracted 
from the SSH model outputs in post-processing (Fig. 4c,d and g,h). When 
using only the ECMWF-EPS atmospheric forcing, the model SSH spread 
is found to be rather small i.e., less than 1 cm (not shown). An exception 
to this finding is the seasonal-range model SSH spread in the EPSsr 
ensemble, due to the mesoscale decorrelation of eddies among members 
(not constrained by data assimilation) in the Abyssal plain (Fig. 4g), 
with a time scale of the order of ∼ 2 months (Vervatis et al., 2016), as 

Fig. 3. (a-b) SST ( ◦C) model ensemble EPS-STO inter-quantile range in the Abyssal plain and Armorican shelf; medium-range successive segments of forecasts with 
lead time 11–30 in days, (c-d) model spread for the ensembles in Fig. 2 and Table 1; the dashed lines in the medium-range ensembles correspond to a spin-up period 
with lead time 1–10 in days.
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opposed to the medium-range ensembles which do not have time to fully 
build mesoscale decorrelation. In the medium-range ensembles, the 
coastal areas show larger SSH model errors compared to the open ocean 
with limited dependence on the forecast range (Fig. 4h vs. 4 g), and 
associated mostly to processes in the high-frequency band in the shelves. 
For the stochastic ensembles, a reasonable SSH model error up to nearly 
4 cm is reached after a short period of about two days and then varies, 
declining also in some occasions, as lead time increases (Fig. 4e-f).

Two periods of phytoplankton bloom are observed in the Bay of 
Biscay, associated with the two chlorophyll classes in PISCES and with 
their geographical distribution in the region (Fig. 5). The first bloom 
occurs in late-winter, early-spring in the Abyssal plain due to the 
abundance of nanophytoplankton, and the second in late-spring, early- 
summer in the coastal due to the abundance of diatoms (Vervatis et al., 
2021b). The sum of the two classes yields the model equivalent of the 
surface total chlorophyll a concentration (hereafter chlorophyll). For a 
positive oriented logarithmic variable such as chlorophyll, the ensemble 
spread increases in periods of chlorophyll abundance with 
bloom-related model errors being large. The stochastic ensembles 
EPS-STO and CR-STO show larger model errors up to 0.05 mg/m3 in 
comparison to the non-stochastic ensembles EPS and EPSsr (Fig. 5c-d). A 

spin-up of ten days in the medium-range ensembles appears to be suf
ficient to generate a noticeable chlorophyll model spread, comparable 
(and somewhat larger) with the seasonal-range ensemble EPSsr.

In Fig. 6, we show the control run and the model error patterns for 
SST, SSH and total surface chlorophyll on April 11, 2017, for the 
different ensembles and lead times. Here, we mostly focus on the impact 
of the ECMWF-EPS atmospheric forcing to generate ocean model un
certainties. For this, we compare the non-stochastic seasonal-range 
ensemble EPSsr and the medium-range ensemble EPS-STO including 
ocean stochastic physics and biogeochemistry. In the seasonal-range 
ensemble model errors correspond to different periods and overlap 
each other, perhaps also cancelling each other, contaminating their 
statistical properties and showing a “blurring” effect in their spatial 
error patterns (Fig. 6b, f and g). Model errors from short- to medium- 
range forecasts in EPS-STO are flow-dependent, with a signal of the 
“errors of the day” imposed by our stochastic protocol, and their error 
patterns being relevant to the region’s dynamics. For instance, model 
errors are linked with processes being different in the open-ocean e.g., 
filament-like error patterns observed in mesoscale eddies, with respect 
to the shelves e.g., coastal river runoff processes (Fig. 6c-d, g-h and k-l). 
The model error imprint of the Ushant thermal front, associated with the 

Fig. 4. Same as Fig. 3 for SSH (m). The inverse barometer is: (a-b, e-f) included, and (c-d, g-h) removed from the model solution in post-processing the model outputs. 
(e-f) The small spreads of the non-stochastic ensembles (i.e., green and black lines) are not shown.

Fig. 5. Same as Fig. 3 for the model equivalent of the surface total chlorophyll a concentration (mg/m3).
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bottom roughness of the seabed and the tidal dynamics of the region, is 
revealed at the south-western edges of the English Channel. The latter is 
apparent especially during spring where the SST model spread is 
observed everywhere except in that region (Fig. 6b–d).

In Fig. 7, we investigate the efficacy of our stochastic perturbations 
to generate ocean model errors in comparison to the relatively small 
spread obtained when using only the ECMWF-EPS atmospheric forcing. 
The main source of ocean model errors in our forecasting system is the 
wind forcing, with the other perturbed variables having a moderate 
impact (e.g., air temperature, momentum/heat drag coefficients as in 
Vervatis et al., 2021b), and with an exception being the isostatic effect of 
the IB model errors on sea level. Fig. 7 shows the ensemble mean and 
spread of the wind modulus for all ensemble experiments on May 1, 
2017. We note that for the atmospheric forcing the definition of the lead 
time is not applicable, as this is a static library of model outputs 
retrieved by the ECMWF global atmospheric model, used here as surface 
boundary conditions to our regional ocean model.

An important attribute observed in all experiments, is that the 
ensemble means of the wind pattern are similar to each other (Fig 7a–c) 

and to the deterministic control run (not shown). The latter suggests that 
the perturbed wind is not artificially modified when adding the SPPT-AR 
(1) stochastic processes to the net model tendencies. The ECMWF-HRES 
9 km resolution forcing shows a few local scales in our Bay of Biscay 
domain for the CR-STO experiment (Fig. 7b), whereas the ECMWF-EPS 
18 km coarser resolution forcing shows, as expected, broader wind 
patterns (Fig. 7a and c).

A marked difference is observed when comparing the model uncer
tainty of the wind patterns between the stochastic and non-stochastic 
ensembles (Fig. 7e-f vs. 7d). The model errors in the non-stochastic 
ensembles EPS and EPSsr are located in areas with marked spatial gra
dients in the wind forcing (Fig. 7a and d). This is due to model un
certainties of the order of ∼ 1000 km (Leutbecher et al., 2017) in the 
location of large-scale weather patterns among ensemble members, 
imposed from the global atmospheric system to our regional ocean 
model domain. In contrast, in the CR-STO and EPS-STO experiments, the 
wind model errors are introduced by stochastic processes of the order of 
∼ 100 km (Table 1), taking under account the regional and local scales 
of our ocean model domain. In these experiments, the stochastic wind 

Fig. 6. (a–d) Control run and SST model spread ( ◦C) on April 11, 2017, for the ensembles EPSsr (lead time: 130 day) and EPS-STO (lead time: 10 and 30 days 
respectively); (e–h) SSH (m) with the inverse barometer removed from the model solution; (i–l) surface total chlorophyll a (mg/m3).
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model errors appear to collocate with the main Bay of Biscay weather 
patterns, which in turn are captured by the spatial truncated Gaussian 
distributions applied within the perturbed tendencies scheme. This 
opens up the question of which uncertainty estimate is the most realistic. 
In the next section, we will attempt to address that question by checking 
the consistency of both types of error estimates (stochastic vs. 
non-stochastic) with respect to observations, using the consistency 
analysis protocol of Section 2.1.

3.2. Empirical consistency in array space

We are now interested in assessing and comparing the consistency of 
those ensembles, meant as uncertainty estimates, with respect to ob
servations within their own uncertainties (Section 2.4). The consistency 
analysis will be conducted in array space, which is derived from the 
space of observations by projecting on array modes, using a set of 
diagnostic metrics (Section 2.1). Also, by construction, our ensemble 
experiments with temporal overlap give access to consistency catego
rization based on the “age of errors”. Here we use daily averaged fields 
from the ensembles.

Model ensemble averages were removed prior to consistency anal
ysis, with a 50-member debiased ensemble corresponding to 49 degrees 
of freedom and thus 49 array modes. Model and data chlorophyll sam
ples were log-transformed (Song et al., 2012) prior to computing array 
modes. The tolerance values τ and τ′ in Eqs. (12) and (13) were set at 0.1 
and 0.05, respectively. Thinning techniques were applied on 
high-density gridded observations (e.g., data sub-sampling rates as 
described in Section 2.4) for efficiency at the possible expense of array 
pattern consistency at very fine scales. Finally, the methodology allows 
for nondiagonal observational ECM, meaning that observational errors 
can be correlated, although we did not use that option here.

A first step is to examine how the observational arrays are able to 
capture the ensemble variability in the uncertainty estimates, and 
whether they can “detect” that variability on top of their own observa
tional errors. To that end, we calculate the array mode eigenspectrum 
and the (ArM1) array performance metric defined in Section 2.1.

We start by examining the OSTIA SST array performance as per 

(ArM1). Fig. 8 shows Hovmöller plots of daily variations of array mode 
spectra vs. modal rank. For each ensemble, the spectra are calculated on 
the same dates, but at different lead times. Three periods of 10 days are 
selected in different months spanning different seasons and ocean state 
conditions: February 1–10, 2017, April 2–11, 2017, and June 1–10, 
2017. Within those 10-day periods, we illustrate two categories of lead 
times: 1–10 and 21–30 days, using the successive forecast segments 
which overlap each other in the medium-range ensembles EPS, CR-STO 
and EPS-STO, and three categories of lead times: 61–70, 121–130 and 
181–190 days in the seasonal-range ensemble EPSsr.

The spectra in Fig. 8 are sorted down and always positive by con
struction. They are almost always quite red with larger dominant ei
genvalues in the seasonal-range ensemble and in the stochastic medium- 
range ensembles. Eigenvalues smaller than 1 (grey pixels in Fig. 8) 
indicate reduced SST array performance at detecting the ensemble vari
ability (as uncertainty estimates) above observational noise, which can 
be tracked by a “loss” in metric (ArM1) which becomes lesser than full 
rank. Please also note that the white pixel colour used for the consis
tency metrics described further below can hide a “grey” pixel. This 
relative degeneracy is mainly evident for the non-stochastic medium- 
range ensemble (Fig. 8i-j and p-q), with a few exceptions in early- 
summer (Fig. 8b-c) under the influence of the seasonal thermocline 
varying quite energetically across the oceanic ensemble in response to 
the atmospheric ensemble. As a general rule, array performance improves 
in late-spring, early-summer, reflecting the onset of the mixed layer 
shoaling. Also, in early-June an event appears to be captured by array 
mode increasing spectra, associated with the development of a low- 
pressure atmospheric system over the Bay of Biscay. During this 
period, there is a discontinuity in the way the ensemble variability 
(measured in observation space) is spread over the array modes. Array 
modes that were previously not or marginally activated show an 
increased variability, even at the tail of the spectra. In the same period, 
the ECMWF forcing shows evidence of the development of a low- 
pressure system over the Bay of Biscay, evolving from West to East 
(increased winds, drop of sea level pressure). The impact of using “aged” 
errors appears to be significant and positive in the stochastic medium- 
range cases (e.g., compare Fig. 8d, k and r to Fig. 8e, l and s), but also 

Fig. 7. (a–c) Ensemble mean and (d–f) spread of the wind forcing modulus (m/s) for the EPS (and EPSsr), CR-STO and EPS-STO ensembles on May 1, 2017. Note the 
different colour bars between the EPS and the two stochastic simulations CR-STO and EPS-STO.
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somewhat in the non-stochastic ones: the “aged” cases show higher 
spectral power and the absence of a visible ensemble spin-up period, 
compared to the “younger” cases. This would tend to confirm the need 
for sophisticated error-propagating data assimilation schemes if one 
wants to make the most efficient use of observations. Overall, the 
medium-range cases with the “aged” errors appear as the richest, 
especially in the stochastic ensembles (Fig. 8e, l and s).

We now address the empirical ensemble consistency analysis itself 
with respect to observed OSTIA SST values, randomized as explained in 
Section 2.4. We use both consistency metrics defined in Section 2.1, 
namely (ArMCA1) and (ArMCA2), verifying the degree of empirical 
consistency of our ensembles in array space, the first metric for the di
agonal terms (gain consistency), and the second for the extradiagonal 
terms (alignment consistency). The loss of gain consistency as per 
(ArMCA1) along a particular OSTIA SST array mode appears as a white 
pixel in Fig. 8. In that same Figure, the number of consistently aligned 
array modes as per (ArMCA2) appears as a vertical bar, in the range 
[0–49] for 50 members.

Gain consistency for SST appears to be generally quite high along the 
dominant array modes in the spectra, with increasingly inconsistent 
cases observed as one moves to the tail of the spectra, i.e., where (ArM1) 
also fails. Overall, gain consistency roughly follows the rules observed for 
array performance above: it is better for the seasonal-range and for the 
stochastic ensembles, and better for the “aged” error cases. It is insuf
ficient for the EPS ensembles, but results are slightly better for EPS-STO 
than for CR-STO.

The criterion Eq. (13) of alignment consistency as per (ArMCA2) was 
found to be quite selective, often passing for either only dominant/no 

modes or for all modes. Again, rules similar as for array performance and 
gain consistency seem to apply, but perhaps with more exceptions: 
alignment is generally good for the seasonal-range and for the stochastic 
ensembles, and better for the “aged” error cases. In particular, all ranks 
pass for the stochastic “aged” error cases, and for the seasonal-range 
ensemble beyond the initial spin-up. For the stochastic “young” error 
cases, all ranks pass beyond ensemble spin-up, especially during periods 
of upper-ocean re-stratification (Fig. 8d, k, f and m) – EPS-STO per
forming slightly better than CR-STO. For the non-stochastic cases, the 
alignment criterion passes only during re-stratification, mostly for “aged” 
errors (Fig. 8b-c).

We now present the same analyses on sea level, focusing on 10 
consecutive days during the period April 2–11, 2017, assembling all 
tracks occurring in that 10-day period into a multi-track array spanning 
both space and time. Since there is only one occurrence of this space- 
time array, we will not be able to present those results in Hovmöller 
form, and have chosen a different visualization. As previously, this 
period is covered by ensembles with lead times 1–10 and 21–30 days for 
the medium-range ensembles, and with lead time 121–130 days for the 
seasonal-range ensemble. In Fig. 9, analysis results are shown for both 
the uncorrected and corrected sea level data against the model SLA 
equivalents, respectively including and excluding (“IB removed”) the IB 
signal in post-processing the model outputs.

Applying our array performance metric to the stochastic medium- 
range ensembles including IB and using the SLAunc data product from 
Eq. (15), most of the eigenvalues of the array mode spectra are found to 
be above observational noise except for a few tail modes (Fig. 9b-c). For 
those ensembles, and for the modes satisfying (ArM1), both gain 

Fig. 8. Hovmöller plot of SST array mode spectra vs. modal rank against OSTIA. Three periods of 10 days are shown (from bottom to top panels): February 1–10, 
2017, April 2–11, 2017, and June 1–10, 2017, corresponding to lead times 1–10 and 21–30 for the medium-range ensembles, and lead times 61–70, 121–130 and 
181–190 for the seasonal-range ensemble. Colour bar: array mode spectra (array performance metric ArM1). Eigenvalues smaller than one (grey pixels) denote error 
modes marginally detectable by the array. White pixels depict inconsistent array modes (gain consistency metric ArMCA1). The vertical black bars indicate the number 
of consistent array modes (alignment consistency metric ArMCA2).
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consistency and alignment consistency are largely verified, even for short 
ensemble spin-up periods up to 10 days (“young” errors, red curves), 
almost identically for CR-STO and EPS-STO. To the contrary, the ex
periments in which the signal of the dynamic atmospheric process is 
removed (i.e., the dac term is included in the SLA observations retrieved 
from the CMEMS archives and removing the model IB in post- 
processing) show severely degraded array performance and consistency 
of both types (Fig. 9e-f). A possible reason is that, when removing the 
dac term from the observations, we also remove the signal from the 
model IB response, which in turn spans a wide range of low- to high- 
frequencies in a stratified ocean (Wunsch and Stammer, 1997). In the 
high-frequency band, the non-isostatic response to SLP is still present in 
the model sea level. “Flatter” spectra and lesser array performance can be 
observed for the seasonal-range ensemble compared to the 
medium-range stochastic ensembles (Fig. 9a–d), probably in part 
because of the much longer spin-up; this is observed for all periods 
irrespectively of the dac term. In the seasonal-range ensemble, the 
consistency for SLA is found to be average (gain) and mediocre (align
ment), again irrespective of the dac term. Finally, the non-stochastic 
medium-range ensembles (EPS) fail all criteria for SLA.

Finally, we present analysis results for total surface chlorophyll a 
(Fig. 10). The results do bear some similarity with the SST results, but 
with some notable differences: lower array mode spectra (e.g. in winter, 
cf. Fig. 10r–u, possibly due to limited primary production), consequently 
lesser array performance (more “grey” in the plots), longer ensemble 
statistical spin-up time for chlorophyll than for SST (as already observed 
in Vervatis et al., 2021b), larger day-to-day variations, following the 
chlorophyll abundance variations in the region, as seen from the model 
and data. The medium-range stochastic ensembles with “aged” errors, 

show in most cases good array performance (Fig. 10e, l, s and Fig. 10g, n, 
u) and fairly good consistency of both types for those array modes passing 
(ArM1). Using only the ocean response to the atmospheric model 
ensemble, without ocean stochastic modelling, fail all criteria for chlo
rophyll a in the medium-range ensembles (Fig. 10b-c, i-j and p-q). The 
slight advantage of EPS-STO over CR-STO which was detected for SST 
and SLA is almost invisible here. In contrast, results are quite good for 
the seasonal-range ensemble, especially beyond the initial ensemble 
statistical spin-up and during the bloom onset coinciding with the spring 
shoaling of the thermocline (Fig. 10a and h).

4. Concluding remarks

We carried out three types of ensemble experiments, one ensemble 
using ocean stochastic parameterizations at regional scales (CR-STO), 
another one being the ocean response to a global atmospheric ensemble 
(EPS), and a third one using a “hybrid” approach incorporating both 
methods simultaneously (EPS-STO). The differences observed between 
the types of ensemble experiments stem from different formulations of 
the modelled errors of surface fluxes. By construction, the ECMWF-EPS 
ensemble mostly results in large-scale atmospheric forcing errors, cor
responding to synoptic broad weather patterns, suitable to generate 
ocean model errors in global and basin-scale domains. In contrast, when 
performing stochastic modelling in high-resolution ocean configura
tions, the built-in stochastic parameterizations can be tuned to be of 
local relevance to the area under investigation, and can therefore pro
duce meaningful regional and coastal ocean model errors. A prominent 
variable to efficiently perturb and increase ocean model spread in short- 
range forecasts is the wind forcing, controlling both the Ekman 

Fig. 9. Along-track SLA L3 array mode spectra for the period Apr 2–11, 2017, for the ensembles and lead times as in Fig. 8h–n, considering the array made of all 
tracks contained in that 10-day period. The crosses mark those eigenvalues above the observational noise floor (≥ 1) which are associated with consistent modes as 
per the gain consistency metric (ArMCA1). Greyed circles indicate in abscissa the number of consistent array modes as per the alignment consistency metric (ArMCA2). 
Panels (a–c) are for uncorrected sea level SLAunc against the model equivalent including IB, and (d–f) for the corrected sea level SLA against the model equivalent 
with IB removed from model outputs.
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dynamics and the vertical mixing of the upper-ocean properties and the 
Sverdrup balance of the ocean interior. The efficacy of the wind per
turbations to generate model uncertainties is also relevant to the SPPT 
method itself, in which autoregressive processes capture the main wind 
forcing patterns of the region. Stochastic perturbations for the SLP 
showed notable increase in SSH model spread via the IB effect, imposing 
isostatic model errors on sea level dominant at large scales, and a re
sidual non-isostatic model error signal dominant at small scales. Sto
chastic perturbations in the heat fluxes can locally increase the ensemble 
spread for SST, sea level and chlorophyll, particularly over shelves and 
in coastal regions near river plumes. However, this spread is roughly an 
order of magnitude smaller than that caused by model uncertainties in 
the wind forcing (Vervatis et al., 2021b).

Ensembles of varying length were generated. In addition to a 
seasonal-range ensemble forced by ECMWF-EPS, three medium-range 
ensembles were carried out over successive segments of one month. 
The segments were chosen to overlap, permitting to compare our met
rics for different lead times and “ages” of errors within the same period 
and at the same date. Each ensemble experiment, seasonal-range or 
medium-range, consisted of 50 members.

The largest spread was obtained when both perturbation approaches 
(stochastic parameterizations and ECMWF-EPS forcing) were used 
simultaneously, although most of the model uncertainties were attrib
utable to the stochastic ocean parameterizations, the contribution of the 
ECMWF-EPS ensemble forcing being only incremental. The seasonal- 
range ensemble showed “blurred” error patterns and statistical 
contamination, because ocean model errors correspond to different 
“ages”. In contrast, the short- to medium-range ensembles showed 
model errors relevant to the region’s dynamics, because they are flow- 
dependent and include ocean “errors of the day” imposed by our sto
chastic protocol.

We attempted to address the question of which ensemble type and 

range was able to provide the most realistic model uncertainties. To that 
end, we chose to check the empirical consistency of both types of un
certainty estimates (stochastic vs. non-stochastic) at different lead times 
with respect to SST, sea-level, and chlorophyll a observations, using a 
consistency analysis protocol expanded from Vervatis et al. (2021a). By 
consistency check, we mean examining a covariance budget between the 
so-called innovation covariance matrix, on one side, and the sum of the 
observational error covariance matrix and the model error covariance 
matrix (as approximated from the ensemble) in the space of observa
tions, on the other side. For the budget to be closed, and for consistency 
to be verified, the left-hand side must be of the order of the right-hand 
side.

As illustrated in several publications listed in Section 2.1 (Le Hénaff 
et al., 2009; Charria et al., 2016; Lamouroux et al., 2016; Vervatis et al., 
2021a), it is advantageous to examine this covariance budget in the 
space generated by the eigenvectors of the so-called representer matrix 
(named array modes), that space being called array space. Our consis
tency analyses were conducted in that space. A first step, using an array 
performance metric (i.e., ArM1), was to examine how the observational 
arrays were able to capture the ensemble variability in the uncertainty 
estimates, and whether they could “detect” that variability on top of 
their own observational errors, which is a prerequisite if data assimila
tion was to be considered in a later step. Steps two and three (the 
empirical consistency analysis proper) aimed at evaluating the terms of 
the aforementioned covariance budget in array space, and involved the 
calculation of novel gain consistency (i.e., ArMCA1; Eq. (12)) and align
ment consistency (i.e., ArMCA2; Eq. (13)) metrics.

It is important to recall that the results of the consistency analysis, 
and the conclusions we draw from it, largely depend on [A] the as
sumptions on the observational errors, and on the observational error 
models, which are in general uncertain and rarely subject to any form of 
validation in the literature, and [B] on the protocols used to generate our 

Fig. 10. Same as Fig. 8 for surface total chlorophyll a (distributions were log-transformed).
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ensembles. Regarding [A], it should be noted that as Eqs. (1) and (10)
show, our statistical consistency approach bears some form of symme
try: it can either be seen as testing ensemble-based uncertainties against 
observations, or testing observations and their error models against 
model priors. Also, our approach here cannot be used by itself to di
agnose biases, to the contrary of some of the approaches of Vervatis et al. 
(2021a) for instance.

With some exceptions, we found the performance of our SST, SLA and 
chlorophyll a arrays quite satisfactory at detecting a significant number 
of degrees of freedom of our ensembles above observational error. 
However, the non-stochastic medium-range ensembles (forced by 
ECMWF-EPS with no other perturbations) offered subpar array perfor
mance. Also, a significant statistical spin-up period was observed for the 
“youngest errors” ensemble, affecting array performance as well. In 
contrast, array performance at detecting “aged” errors appears to be quite 
good, confirming the advantage of error-propagating data assimilation 
schemes if one wants to make the most efficient use of observations to 
correct a model.

In our results, gain and alignment consistency metrics were enhanced 
[A] for the stochastic ensembles (in particular with respect to the quite 
inconsistent medium-range ensembles forced by ECMWF-EPS), [B] for 
the “aged” error cases (but only marginally with respect to the “young” 
error cases), and [C] whenever physical and biogeochemical uncertainty 
processes were active in the region and could be detected by the 
observational networks. Fair consistency examples of SST and chloro
phyll are observed during the spring shoaling of the thermocline and the 
phytoplankton abundance primary bloom, pertaining to the fact that 
these processes are susceptible to model error sources considered in our 
stochastic ensembles, and relevant to the spatial distribution of the data 
errors themselves. The leading modes of the eigenvectors, as observed 
by the operator H for SST and chlorophyll respectively, appear to be 
typical of large-scale and mesoscale (not shown; cf. Vervatis et al., 
2021a). The sea-level consistency metrics are improved when model and 
data errors associated with high-frequency atmospheric processes are 
retained. In this case, both isostatic and non-isostatic IB model errors can 
be detected in array space by altimetric data, as long as the dynamic 
atmospheric correction term is omitted from the analysis. In the same 
line of thinking, retaining the high-frequency tidal signal (not the case 
here, since we used detided daily model outputs) could be expected to 
further improve the sea-level consistency metrics.

Empirical consistency was found to be subpar for the EPS ensembles, 
but results were slightly better for EPS-STO than for CR-STO, illustrating 
that ECMWF-EPS has the capacity to enrich the stochastic degrees of 
freedom of a regional model, even if it is more representative of global 
atmospheric uncertainties. However, our results have shown that for our 
study variables, ECMWF-EPS is not able by itself to generate consistent 
stochastic degrees of freedom in a regional model.

We have shown synthetic metrics in array space (a transformation of 
data space). It should be kept in mind that the performance and consis
tency analyses can vary spatially within the study domain. For instance, 
in areas close to the coast, the observational error is often higher, 
especially for satellite observations (this was the case here for OSTIA SST 
and ocean colour). This could have the effect of reducing the dimension 
of the detectable subspace, hence making performance and consistency 
goals less attainable and global metrics less relevant. As a consequence, 
the metrics described in this could be profitably applied in subdomains 
as a complement to the global metrics.

The approaches developed in this work do not allow us to directly 
address the question of the validity of the ensemble estimate of the prior 
state-space ECM, insofar as we are working in a subspace of the state 
space. The question of ensemble sampling errors, which is obviously of 
importance for data assimilation, would need to be studied specifically, 
for example via sensitivity studies. However, the methodology in this 
work allows us to compare the ensemble estimate of the prior ECM and 
an innovation-based estimate by means of gain and alignment metrics in 
the space of array modes. Anomalies detected in the hierarchical space 

of array modes, if relevant, will be symptomatic of anomalies in the state 
space. Consequently, it will probably make sense to undertake such an 
analysis when observational datasets are available at the scales where 
such spurious correlations are likely to occur.

Let us note that beyond mere consistency analysis, discrepancies in 
the empirical consistency analysis could possibly be transformed into 
useful information on the structure of the usually very poorly known 
observational ECM, e.g., in the form of an adaptive update while 
assimilating (in the spirit of Desroziers et al., 2005).

In a future work, we intend to expand the EECA formalism to include 
bias consistency analysis, and alternate approaches to compare ensem
bles and observations and their errors, such as those using probabilistic 
scores.
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Dumas, F., Le Hénaff, M., 2016. Objective assessment of the contribution of the 
RECOPESCA network to the monitoring of 3D coastal ocean variables in the Bay of 
Biscay and the English Channel. Ocean Dyn. 66 (4), 567–588. https://doi.org/ 
10.1007/s10236-016-0938-y.
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