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Abstract
We present a comprehensive computational model to simulate the coupled dynamics of aqueous humor flow and

heat transfer in the human eye. To manage the complexity of the model, we make significant efforts in meshing
and efficient solution of the discrete problem using high-performance resources. The model accurately describes the
dynamics of the aqueous humor in the anterior and posterior chambers and accounts for convective effects due to
temperature variations. Results for fluid velocity, pressure, and temperature distribution are in good agreement
with existing numerical results in the literature. Furthermore, the effects of postural changes and wall shear stress
behavior are analyzed, providing new insights into the mechanical forces acting on ocular tissues. Overall, the
present contribution provides a detailed three-dimensional simulation that enhances the understanding of ocular
physiology and may contribute to further progress in clinical research and treatment optimization in ophthalmology.

Keywords : mathematical and computational ophthalmology, finite element method, thermo-fluid dynamics.

1 Introduction
Understanding the behavior of the human eye is challenging, as it involves the study of the interaction between

various physical phenomena, such as heat transfer, fluid dynamics, and tissue deformation. The eye is a complex organ
in which these phenomena are intricately linked and influence each other in ways that are not yet fully understood.
For example, the flow of aqueous humor within the eye can affect intraocular pressure, which in turn can influence
the overall health of the tissues. Therefore, it is crucial to develop accurate and efficient computational models to
simulate the multi-physics physiology of the ocular system. These models must integrate the various physical processes
at play, and capture the interactions between thermal regulation, fluid movements, and mechanical responses of the
eye tissues. As a result, researchers can gain a more comprehensive understanding of the underlying mechanisms of
ocular physiology, pathology and therapeutic options. Examples in the latter case include hyperthermia for eye tumors
[Li+10], cell injection treatment to cure bullous keratopathy [Kin+18], or ocular drug delivery methods [Bha21]. In
addition, invasive measurements on human subjects are complex to perform and may result in inaccurate results [RF77].
Therefore, numerical simulations are a valuable tool for investigating the complex interactions between the different
physical phenomena in the eye, providing insights that are difficult or even impossible to obtain experimentally.

In the present work, we focus on simulating the flow of the aqueous humor in the anterior and posterior chambers
of the human eye and its coupling with the heat transfer inside the eyeball. Previous studies have investigated several
aspects of these complex interactions, as reviewed in [Dvo+19]. For instance, [HB02; Wan+16; Mur+23] modeled
flow coupled with heat transfer in the anterior chamber (AC) and posterior chamber (PC), while [Sac+23] explored
the impact of the intraocular pressure on aqueous humor (AH) flow and drainage. Other works, such as [Can+02;
ON08; BBS20; Abd+21; Dvo+22] examined the thermo-fluid dynamics of AH flow in the AC with specified boundary
conditions. However, these studies often focused on simplified geometries or did not fully couple the heat transfer
within the entire eyeball.

To address these gaps, our work develops a three-dimensional mathematical and computational model that simulates
heat transfer throughout the whole human eyeball, coupled with the dynamic flow of AH in both the AC and PC.
The present contribution represents an extension of the work presented in [SPS24], where only heat transfer inside
the human eyeball was investigated, with a particular focus on the parametric effects. The model aims to provide
deeper insights into the thermal environment of the eye and its interaction with fluid dynamics, which is essential for
understanding the ocular physiopathology and improving treatment strategies such as drug delivery methods. Special
attention is paid to the impact of postural orientation on flow recirculations within the eye. Preliminary results have
been presented in [Sai+24a], and we here further extend our analysis and perform a thorough validation process of our
findings. Furthermore, the wall shear stress (WSS) generated by the AH flow is an important biomechanical factor,
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influencing ocular tissue health and potentially impacting the drainage pathways, which are relevant to conditions
such as glaucoma [Yan+22]. We therefore include in our development an original contribution, allowing accurate and
efficient computations of the WSS in the anterior and posterior chambers.

Solving the coupled three-dimensional thermo-fluid dynamics model of the eye numerically poses significant
computational challenges due to the complexity and nonlinearity of the governing equations. The interaction between
heat transfer and fluid flow requires solving large, sparse linear systems that can be computationally expensive and
time-consuming. To address these challenges, it is essential to employ adapted preconditioners that can enhance
the convergence rate of iterative solvers. By using tailored preconditioning techniques such as GAMG or the Schur
complement [ESW14], we achieve faster and more stable solutions, enabling the simulation of more detailed and realistic
models of ocular physiology.

The remainder of the article is organized as follows: Section 2 is devoted to the description of the biophysical
model of the human eye, focusing on the detailed geometrical representation and the mechanisms governing AH flow.
Section 3 presents the discretization techniques and computational framework employed, including the numerical
methods and preconditioning strategies used to solve the coupled equations efficiently. Section 4 gathers and discusses
the results obtained from our simulations, highlighting the model’s capabilities and potential applications. Finally,
Section 6 summarizes our findings and outlines future research directions in the field of mathematical and computational
ophthalmology.

Notations: In this document, the notation v⃗ (with an upper arrow) denotes a vector as a physical quantity, while v
(in boldface) denotes a vector from the algebraic standpoint. In the same spirit A (underlined) denotes a matrix or a
tensor as a physical quantity, while A (in boldface) denotes a matrix from the algebraic standpoint.

2 Biophysical model
In this section, we present the biophysical model of the human eye that we aim to simulate. We describe the

geometrical model of the eye and the biomechanical behavior involved in heat transfer and fluid dynamics.

2.1 Geometrical model of the human eye
We denote by Ω the domain of the human eye presented in Fig. 1(a). This domain is divided into ten subdomains,

representing the different parts of the eye, such as the cornea, the lens, the vitreous body, the retina, etc., with various
physical properties. We denote by ΩAH the anterior and posterior chambers of the eye (brown part in Fig. 1(a)), which
are filled with the aqueous humor (AH), as shown in Fig. 1(b). The geometry, generated from a Computer-Aided
Design (CAD) file of a human eye, is based on a realistic human eye model, with dimensions consistent with the average
human eye anatomy [Sai24]. All the necessary steps from the CAD description to the mesh are described in [Cha+24],
and available in open access [Sai+24b]. Note that (i) the region corresponding to the suspensory ligaments, hatched in
Fig. 1(a), is not considered in the model and is included in the vitreous body; (ii) the iris-lens channel, see Fig. 1(b), is
really thin [Dvo+18], very difficult to measure accurately and assumed to be in the order of 5 to 10 µm.

2.2 Bio-heat and fluid dynamics model
The AH is a transparent fluid produced by the ciliary body that flows from the posterior chamber (PC) to the

anterior chamber (AC), where it is drained through two pathways, the trabecular meshwork, and the uveoscleral
pathway, see Fig. 2 for a simplified view. AH flow plays a fundamental role in maintaining the intraocular pressure
(IOP) level. In addition to the hydraulic pressure difference created by production and drainage, the AH dynamic is
influenced by posture and thermal factors. Specifically, convective effects are produced by the temperature difference
between the external environment at the corneal surface and the internal surface, which is at the body temperature.

Following the approach of Abdelhafid et al. [Abd+21] and Wang et al. [Wan+16] (see also [Dvo+19] and references
therein for a complete review), we make the following assumptions: (i) The aqueous humor is considered an incom-
pressible Newtonian fluid due to its low compressibility and viscosity. (ii) Density variations in the fluid are small and
can be neglected except in the buoyancy term. This approximation, named Boussinesq approximation, allows us to
model the buoyancy effects due to temperature differences without accounting for full density variations.

Under these assumptions, the steady flow of AH is governed by the incompressible Navier-Stokes equations coupled
with heat transfer:

ρ(u⃗ · ∇)u⃗−∇ · σ = −ρβ(T − Tref)g⃗ in ΩAH, (1a)
∇ · u⃗ = 0 in ΩAH, (1b)

ρCpu⃗ · ∇T − k∇2T = 0 in Ω, (1c)
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(a) Geometrical model of the human eye.
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Figure 1: Description of the human eyeball (left panel), zoom on the anterior and posterior chambers of the eye (right
panel).
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Figure 2: Production and drainage of AH in the front part of the eye, adapted from [RRK13].

where µ [N s/m2] is the dynamic viscosity of the fluid, ρ [kg/m3] its density (both at reference temperature Tref [K]), Cp

[J kg−1 K−1] its specific heat, k [W m−1 K−1] its thermal conductivity. Note that k is discontinuous piecewise constant
function because of the different materials in the eye. We refer to [Sai24, Chap. 1] for more details. The quantity T [K]
is the temperature of the eye, while p [Pa] is the pressure of the aqueous humor fluid (also expressed in mmHg in a
biologic context), and u⃗ [m s−1] is its velocity. The behavior of the fluid is characterized by the Cauchy stress tensor σ
defined as

σ(u⃗, p) = −pI + 2µD(u⃗), (2)

where I is the identity tensor, and D(u⃗) = 1
2

(
∇u⃗ +∇u⃗T

)
is the strain rate tensor . Following [Can+02; NO06], we

neglect the metabolic heat generation in the eye due to blood perfusion as there is no literature data available on this
topic. However, such a term could be added in further analysis to enhance the model’s accuracy.

The right-hand side term in Eq. (1a) represents the gravitational force per unit volume, along with the Boussinesq
approximation [DR04], utilized to account for the buoyancy effects due to temperature variations. This approximation
states that the fluid’s density varies with temperature but remains virtually unaffected by pressure, as discussed
above. The coefficient β [K−1] is the fluid volume expansion coefficient, and g⃗ [m s−2] the gravitational acceleration
vector. As the variation of temperature is small, we can consider that the density is constant in the fluid domain, and
the Boussinesq approximation is valid. Depending on the position of the patient (standing, laying supine or prone
respectively), g⃗ can be either vertical (g⃗ = [0,−g, 0]T ) or horizontal (g⃗ = [g, 0, 0]T , g⃗ = [−g, 0, 0]T respectively), where
g is the gravitational acceleration.
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We impose no-slip boundary conditions for the fluid velocity on the boundaries of ΩAH:

u⃗ = 0⃗ on ΓC ∪ ΓI ∪ ΓL ∪ ΓVH ∪ ΓSc. (3)

These boundary conditions, together with Eq. (1), model the AH flow driven by thermal and gravitational effects. The
hydraulic pressure difference due to the production and drainage of AH is not explicitly accounted for, as previous
studies have indicated that buoyancy is the dominant mechanism driving convective motion in the AH regardless of
postural orientation [ON08; Kum+06].

Note that alternative boundary conditions, such as non-homogeneous Dirichlet conditions [HB02; Abd+21] or
specified flow rates and pressures [Wan+16], could also be considered but are beyond the scope of the present study.

Moreover, the heat transfer inside the eye is governed by the heat equation (1c), with the following boundary
conditions, taking into account the convective heat transfer with the surrounding tissues over a domain denoted as
Γbody; and the heat production due to the metabolism of the eye, as well as the heat transfer with the ambient air over
a domain called Γamb:

−k ∂T
∂n⃗ = hbl(T − Tbl) on Γbody, (4a)

−k ∂T
∂n⃗ = hamb(T − Tamb)︸ ︷︷ ︸

(i)

+ σε(T 4 − T 4
amb)︸ ︷︷ ︸

(ii)

+ E︸︷︷︸
(iii)

on Γamb, (4b)

where Γbody and Γamb are the boundaries of the eye in contact with the surrounding body and the ambient air,
respectively.

Precisely, Eq. (4a) models the convective heat transfer between the eye and the surrounding body, where hbl
[W m−2 K−1] is the heat transfer coefficient between the eye and the surrounding body, and Tbl [K] is the blood
temperature. On the other hand, Eq. (4b) models three types of exchanges that are involved between the eyeball and the
ambient air: (i) Convective heat transfer, where hamb [W m−2 K−1] is the heat transfer coefficient between the eye and
the ambient air, and Tamb [K] is the ambient temperature; (ii) radiative heat transfer, where σ = 5.67× 10−8 W/m2/K4

represents the Stefan-Boltzmann constant, and ε [–] is the emissivity of the cornea; and (iii) evaporative heat loss, due
to tear evaporation at the surface of the eye, where E [W m−2] is the evaporation rate of the tear film.

Remark 1. The momentum Eq. (1a) could be further simplified by discarding the contribution of the non-linear term
ρ(u⃗ · ∇)u⃗, and considering a Stokes flow, since the Reynolds number is reported ti be relatively small in this case, see
for instance [Wan+16]. However, due to the coupling with the heat equation in the system, an iterative approach is
still required to solve the problem. Moreover, several other works [Abd+21; Wan+16] consider the full Navier-Stokes
equations, and therefore we utilized the same model for consistency and comparison. We performed a comparative study
of different modeling approaches, that is presented among results in Section 4.

3 Mathematical and computational framework
In this section, we present the mathematical and computational framework developed to solve the coupled fluid

dynamics and heat transfer model described in Eqs. (1), (3) and (4). We detail the variational formulation in Section 3.1,
the geometrical and finite element discretization in Sections 3.2 and 3.3 respectively, and the solution strategy employed
in Section 3.4.

3.1 Continuous setting
We begin by deriving the variational formulation of the model. Let us introduce the following functional spaces:

(i) The velocity space V := [H1
0 (ΩAH)]3, consisting of vector fields u⃗ with square-integrable derivatives with a trace

that vanishes on the boundary;

(ii) the pressure space Q := L2
0(ΩAH) =

{
p ∈ L2(ΩAH)

∣∣∣∫ΩAH
p dx⃗ = 0

}
, consisting of square-integrable scalar fields

with zero mean; and

(iii) the temperature space W := H1(Ω).

Let v⃗ ∈ V , q ∈ Q, and φ ∈ W be test functions. Multiplying Equations (1a), (1b), and (1c) by v⃗, q, and φ,
respectively, and integrating by part over the appropriate domains yield:
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ρ

∫
ΩAH

(u⃗ · ∇)u⃗ · v⃗ dx⃗ + µ

∫
ΩAH

D(u⃗) : ∇v⃗ dx⃗−
∫

ΩAH

p · ∇v⃗ dx⃗

+
∫

ΩAH

ρ0βT g⃗ · v⃗ dx⃗ =
∫

ΩAH

ρ0βTrefg⃗ · v⃗ dx⃗, (5a)∫
ΩAH

∇ · u⃗q dx⃗ = 0, (5b)

ρCp

∫
Ω

u⃗ · ∇Tφ dx⃗ + k

∫
Ω

∇T · ∇φ dx⃗ +
∫

Γamb

(
hambT dσ + σεT 4)

φ dσ +
∫

Γbody

hblTφ dσ

=
∫

Γamb

(
hambTamb + σεT 4

amb
)

φ dσ +
∫

Γbody

hblTblφ dσ. (5c)

We define the following bilinear and trilinear forms:

a1(z⃗, u⃗, v⃗) = ρ

∫
ΩAH

(z⃗ · ∇)u⃗ · v⃗ dx⃗, (6a)

a2(u⃗, v⃗) = µ

∫
ΩAH

D(u) : ∇v⃗ dx⃗, (6b)

b(p, v⃗) = −
∫

ΩAH

p · ∇v⃗ dx⃗, (6c)

d(T, v⃗) = −
∫

ΩAH

ρ0βT g⃗ · v⃗ dx⃗, (6d)

e(u⃗, T, ϕ) = ρCp

∫
Ω

u⃗ · ∇Tϕ dx⃗, (6e)

f(T, ϕ) = k

∫
Ω

∇T · ∇ϕ dx⃗ +
∫

Γamb

(
hambT + σεT 4)

ϕ dσ +
∫

Γbody

hblTϕ dσ, (6f)

ℓ1(v⃗) =
∫

ΩAH

ρ0βTrefg⃗ · v⃗ dx⃗, (6g)

ℓ2(ϕ) =
∫

Γamb

(
hambTamb + σεT 4

amb
)

ϕ dσ +
∫

Γbody

hblTblϕ dσ. (6h)

The variational formulation of the problem is then: Find (u⃗, p, T ) ∈ V ×Q×W such that for all (v⃗, q, φ) ∈ V ×Q×W :

a1(u⃗, u⃗, v⃗) + a2(u⃗, v⃗) + b(p, v⃗) +d(T, v⃗) = ℓ1(v⃗),
b(q, u⃗) = 0, (7)

e(u⃗, T, ϕ) +f(T, ϕ) = ℓ2(ϕ).

Theorem 1 (Existence and Uniqueness). The variational problem (7) has a unique solution.
Proof. A detailed proof is beyond the scope of this work. However, the existence and uniqueness can be established
using fixed-point arguments and standard results for the Navier-Stokes equations coupled with heat transfer, as
discussed in [Tsu15].

3.2 Geometrical discretization
The geometry presented in Fig. 1(a) is discretized, with significant effort devoted to the AC and PC domains, where

the coupled fluid-thermal problem is solved. This meticulous approach ensures that the complexities of these regions
are accurately captured, leading to more precise simulation results. The discretization results in a mesh composed
of 4.97 · 106 elements, highlighting the level of detail and refinement applied to the model. The mesh refinement is
presented among results in Fig. 6. Such detailed refinement is essential for resolving the interactions between fluid
flow and thermal dynamics within these areas, thereby improving the overall accuracy and reliability of the simulation
outcomes. A few remarks are in order in practice: (i) the mesh generation is done via [CAS22], (ii) the mesh adaptations
and refinements are performed using [MMG22] and the level set features of Feel++ [Pru+24], (iii) the mesh is not only
refined to obtain a hierarchy of increasingly refined meshes but also adapted along the boundaries to obtain a graded
mesh with respect to the distance to the boundaries, thanks to the level set features above-mentioned. The latter
feature is particularly important to obtain accurate surface quantities’ approximation, such as the wall shear stress.

A complete description of the mesh generation and adaptation process is available in [Cha+24]. Moreover, the
family of meshes is available publicly [Sai+24b].
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3.3 Finite element setting 3 MATHEMATICAL AND COMPUTATIONAL FRAMEWORK

3.3 Finite element setting
We discretize the variational problem using the finite element method (FEM). The computational domain is

discretized as described in [Cha+24], with mesh refinement in the anterior and posterior chambers to accurately capture
the flow and thermal dynamics.

We define the finite element spaces for velocity, pressure, and temperature as follows:

• Vh :=
{

v⃗ ∈ [P2(ΩAH)]3
∣∣ v⃗ = 0⃗ on ∂Ω

}
, the space of vector-valued piecewise quadratic polynomials that vanish

on the boundary for velocity;

• Qh := P1(ΩAH), the space of piecewise linear polynomials for pressure; and

• Wh := P1(Ω), the space of piecewise linear polynomials for temperature.

This choice corresponds to the P1–P2P1 Taylor-Hood element for the velocity-pressure pair, which satisfies the
LBB (Ladyzhenskaya-Babuška-Brezzi) stability condition [ESW14]. Other discretization strategies could be employed,
such as P1–P1P1 or P2–P2P1. The former requires a stabilization term to ensure stability, while the latter is more
computationally expensive and may not provide significant improvements in accuracy.

The discrete problem reads: Find (u⃗h, ph, Th) ∈ Vh ×Qh ×Wh such that for all (v⃗h, qh, φh) ∈ Vh ×Qh ×Wh:
a1(u⃗h, u⃗h, v⃗h) + a2(u⃗h, v⃗h) + b(ph, v⃗h) +d(Th, v⃗h) = ℓ1(v⃗h),

b(qh, u⃗h) = 0,

e(u⃗h, Th, φh) +f(Th, φh) = ℓ2(φh).
(8)

The system (8) is non-linear because of the terms a1 and e. We employ Newton’s method to solve it iteratively.
Precisely, it consists of starting from an initial guess (u⃗0, p0, T 0), and iteratively compute (u⃗k+1, pk+1, T k+1) as the
solution of the non-linear system at each iteration. We set the correction terms δu⃗k := u⃗k+1 − u⃗k, δpk := pk+1 − pk,
and δT k := T k+1 − T k. Given (u⃗k, pk, T k), we define the nonlinear residual associated with the variational formulation
(8) as: 

rk
u⃗(v⃗) := ℓ1(v⃗)− a1(u⃗k, u⃗k, v⃗)− a2(u⃗k, v⃗)− b(pk, v⃗)− d(T k, v⃗),

rk
p(q) := −b(q, u⃗k),

rk
T (φ) := ℓ2(φ)− e(u⃗k, T k, φ)− f(T k, φ).

(9)

Following [ESW14, Ch. 8], by dropping the quadratics terms, the correction terms verify the following weak linear
problem: ∀(v⃗, q, φ) ∈ V ×Q× T :

a1(δu⃗k, u⃗k, v⃗) + a1(u⃗k, δu⃗k, v⃗) + a2(δu⃗k, v⃗) + b(δpk, v⃗) + d(δT k, v⃗) = rk
u⃗(v⃗),

b(δpk, u⃗k) = rk
p(q),

e(δu⃗k, T k, φ) + e(u⃗k, δT k, φ) + f(δT k, φ) = rk
T (φ).

(10)

In the discretized spaces Vh ×Qh × Th, the discrete counterpart of this variational problem is solved. To define the
corresponding linear algebra problem, we set the basis of the discrete spaces: {λ⃗i}Nu

i=1 is a basis of Vh, {µj}
Np

j=1 is a
basis of Qh, and {ξl}NT

l=1 is a basis of Th. Setting u, ∆u, p, ∆p, T , and ∆T the vectors of the coefficients of the basis
functions in the corresponding basis of u⃗, δu⃗, p, δp, T , and δT respectively, the algebraic problem reads:V k + W k + N BT D

B 0 0
Ek

1 0 Ek

2 + F

 ∆u
∆p
∆T

 =

rk
u⃗

rk
p

rk
T

 , (11)

where all elements of this system are defined on the basis of the discrete spaces:

V k =
[
a1(u⃗k, λ⃗i, λ⃗j)

]
∈ RNu×Nu , W k =

[
a1(λ⃗i, u⃗k, λ⃗j)

]
∈ RNu×Nu , N =

[
a2(λ⃗i, λ⃗j)

]
∈ RNu×Nu ,

B =
[
b(µl, λ⃗j)

]
∈ RNp×Nu , D =

[
d(λ⃗i, ξl)

]
∈ RNu×NT ,

Ek

1 =
[
e(λ⃗i, T k, ξl)

]
∈ RNu×NT , Ek

2 =
[
e(u⃗k, ξl, ξm)

]
∈ RNT ×NT , F =

[
f(ξl, ξm)

]
∈ RNT ×NT ,

rk
u⃗ =

[
rk

u⃗(λ⃗i)
]
∈ RNu , rk

p =
[
rk

p(µj)
]
∈ RNp , rk

T =
[
rk

T (ξl)
]
∈ RNT .

(12)

From the initial guess, we iteratively solve the linear algebra problem (11) at each Newton iteration, until the relative
increment Critk := max{∥δu⃗k∥/∥δu⃗0∥, ∥δpk∥/∥δp0∥, ∥δT k∥/∥δT 0∥} ⩽ εtol is reached for a given tolerance εtol > 0.
Algorithm 1 summarizes the Newton iteration loop.

The parameter α ∈ [0, 1] is a relaxation factor that can be adjusted, using the line search method of PETSc [Bal+24],
to improve the convergence of the Newton iteration.
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3.4 Solution strategy 3 MATHEMATICAL AND COMPUTATIONAL FRAMEWORK

Algorithm 1: Newton iteration loop.
Input: {u0,p0,T 0, εtol}.
(u0,p0,T 0)← initial guess;
Assemble N , B, D, F ;
while Critk > εtol do

Assemble V k, W k, Ek

1 , Ek

2 , rk
u⃗, rk

p , rk
T ;

(∆u,∆p,∆T )← solution to System (11);
uk+1 ← uk + α∆u, pk+1 ← pk + α∆p, T k+1 ← T k + α∆T ;

end
Output: (uk+1,pk+1,T k+1).

3.4 Solution strategy
We implement the computational framework using the heatfluid toolbox of Feel++1 [Pru+24] to solve Algorithm 1.

Efficiently solving the resulting linear systems at each Newton iteration is crucial.
Direct solvers become impractical for large-scale problems due to computational and memory constraints. Therefore,

we employ iterative solvers with appropriate preconditioners to enhance convergence. The preconditioner is a key
component in the iterative solver, as it actually enables the solver to converge. We utilize a field-split preconditioning
strategy, where the global system is partitioned into smaller blocks corresponding to different physical fields, namely
fluid and thermal fields. This approach allows us to apply specialized solvers and preconditioners to each block.

For clarity, we rewrite the system (11) with block notation, omitting the superscript k: Ã BT D
B 0 0
E 0 F̃


 ∆u

∆p
∆T

 =

 ru⃗

rp

rT

 ⇐⇒:
[

K0,0 K0,1
K1,0 K1,1

]
︸ ︷︷ ︸

=:K

[
∆fluid
∆heat

]
=

[
rfluid
rheat

]
. (13)

The main idea of additive fieldsplit preconditioner is to approximate the inverse of the matrix K by the matrix[
K−1

0,0 0
0 K−1

1,1

]
, (14)

where the inverses of the diagonal blocks are applied separately, with appropriate solvers and associated preconditioners.
The heat block K1,1 inverse is approximated using a few iterations of GAMG — Geometric Algebraic Multigrid

— from PETSc [Bal+24]. This preconditioner efficiently handles large sparse matrices by recursively coarsening and
solving the problem on multiple levels, significantly accelerating the convergence.

On the other hand, concerning the fluid block K0,0, the inverse is approximated using the Schur complement, as
proposed in [ESW14, Ch. 9], where another field split preconditioner is implemented: the degrees of freedom are now
divided into velocity and pressure blocks. Then, the LDU decomposition of the matrix K0,0 is computed as follows:

K0,0 =
[

Ã BT

B 0

]
=

[
I 0

B Ã
−1

I

]
︸ ︷︷ ︸

L

[
Ã 0
0 S

]
︸ ︷︷ ︸

D

[
I Ã

−1
BT

0 I

]
︸ ︷︷ ︸

U

, (15)

where S = −B Ã
−1

BT is the Schur complement operator . We employ here an upper strategy, namely we approximate
the inverse of K0,0 by the matrix (D U)−1:

K−1
0,0 ≈

[
I −Ã

−1
BT

0 I

] [
Ã

−1
0

0 S−1

]
. (16)

Note that these two matrices are not computed explicitly, as we are computing the action of the inverse on a vector.
Finally, another fieldsplit is applied to the velocity block Ã, where the velocity components are solved separately using
a block Jacobi preconditionner, decoupling the velocity components.

We summarize in Table 1 the preconditioners used for the different blocks of the system (11), as well as the Krylov
Subspace Method (KSP) employed to solve the linear system. These methods can be either the Generalized Minimal
Residual (GMRES) or the Flexible GMRES (FGMRES) methods, depending on the block being solved. In some cases,

1See documentation: https://docs.feelpp.org/toolboxes/latest/heatfluid/
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4 VERIFICATION AND VALIDATION OF THE PROPOSED MODEL

Block Description Preconditioner Krylov solver
K Overall coupled problem fieldsplit additive gmres

K1,1 Heat split subproblem gamg gmres
K0,0 Fluid split subproblem fieldsplit schur fgmres

Ã Velocity block (split) jacobi preonly
S Schur complement gamg preonly

Table 1: Description of the solvers and preconditioners used for the different blocks of the system (11). In monospaced
font, we indicate the actual PETSc component used for the solver and preconditioner used.

Parameter Value Dimension Parameter Value Dimension
µ 0.001 [kg m−1 s−1] Tbl 310 [K]
ρ 1000 [kg m−3] Tamb 294 [K]

Cp 4178 [J kg−1 K−1] klens 0.4 [W m−1 K−1]
β 3 · 10−4 [K−1] kcornea 0.58 [W m−1 K−1]

g 9.81 [m s−2] ksclera = kiris =
klamina = kopticNerve

1.0042 [W m−1 K−1]

Tref 298 [K] kaqueousHumor 0.28 [W m−1 K−1]
hbl 65 [W m−2 K−1] kvitreousHumor 0.603 [W m−1 K−1]

hamb 10 [W m−2 K−1] kchoroid = kretina 0.52 [W m−1 K−1]
E 40 [W m−3] ε 0.975 [–]

Table 2: Parameters used for the simulations, representing nominal physiological values. Sources can be found in
[ON08; Wan+16; SPS24].

the preonly solver is used, which indicates that no Krylov subspace solver is executed, rather only the associated
preconditioner is applied once. More details on the setting of these preconditioners can be found in the configuration
file presented in [Sai+24b].

4 Verification and validation of the proposed model
In this section, we present the verification and validation of our proposed model through numerical simulations

conducted using the computational framework detailed in Section 3. The simulations aim to verify the accuracy and
reliability of our model in replicating the physiological conditions of the human eye. The set of parameters used in the
simulations is listed in Table 2, representing nominal physiological values corresponding to a healthy subject.

All the results presented in this document are available and can be reproduced, refer to Section 6 for more details.
All subsequent computational simulations are performed on the same machine, named Gaya, equipped with the following
hardware: 6 nodes with 2 AMD EPYC 7713 64-Core Processors and 512 MB of RAM.

To ensure the accuracy and reliability of our numerical solutions, we first perform a mesh convergence analysis,
followed by a scalability study to assess the computational performance of our framework. We also compare our results
with those from prior research to further validate our model.

Remark 2. Regarding the choice of the model discussed in Remark 1, we perform a comparative study of different
modeling approaches, comparing computational times for assembly and solution phases, as summarized in Table 3.
While the use of linearized boundary conditions in the sense of [Sco88], where the radiative heat transfer condition
is approximated by a linear Robin condition, and the Stokes equations slightly reduced the computational time, the
differences were not substantial. Thus, we opted to use the fully non-linear Navier-Stokes equations to maintain the
accuracy of the model.

The computational times indicate that while linear boundary conditions and the Stokes model reduce solution time,
the fully non-linear Navier-Stokes model provides a more accurate representation of the AH dynamics with only a
modest increase in computational effort.

4.1 Mesh convergence analysis: ensuring accuracy and reliability
To verify the accuracy of our numerical solution, we conduct a mesh convergence study. We generate a series of

meshes, denoted Mr0 to Mr5, with progressively increasing levels of refinement, following the procedure described in
[Cha+24]. The characteristics of these meshes, including the minimum, maximum, and mean element sizes, the number
of elements, and the degrees of freedom for temperature, velocity, and pressure fields, are summarized in Table 4.
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4.2 Speed-up and scalability study 4 VERIFICATION AND VALIDATION OF THE PROPOSED MODEL

Table 3: Comparison of computational times for different models, using mesh Mr4 parallelized on 256 cores.
(a) Time to assembly the algebraic objects.

Model Boundary condition Time [s]
Navier-Stokes Non-linear 0.24
Navier-Stokes Linear 0.25

Stokes Non-linear 0.24
Stokes Linear 0.26

(b) Time to solve the problem.

Model Boundary condition Time [s]
Navier-Stokes Non-linear 68.89
Navier-Stokes Linear 43.7

Stokes Non-linear 69.14
Stokes Linear 46.2

M hmin hmax hmean # elements # Degree of freedom
T u⃗ p

Mr0 1.25 · 10−4 4 · 10−3 9.23 · 10−4 1.92 · 105 37,470 84,966 4,615
Mr1 1.37 · 10−4 3.63 · 10−3 7.72 · 10−4 2.82 · 105 51,753 1.17 · 105 6,155
Mr2 6.54 · 10−5 1.6 · 10−3 4.67 · 10−4 7.47 · 105 1.31 · 105 5.9 · 105 28,548
Mr3 3.29 · 10−5 9.59 · 10−4 4.17 · 10−4 1.4 · 106 2.42 · 105 7.08 · 105 34,304
Mr4 2.55 · 10−5 5.29 · 10−4 2.88 · 10−4 6.04 · 106 1.03 · 106 1.02 · 106 48,534
Mr5 3.12 · 10−5 1.5 · 10−4 2.77 · 10−4 4.39 · 107 7.37 · 106 4.62 · 106 2.05 · 105

Mr6 2.82 · 10−5 9.94 · 10−7 1.84 · 10−4 1.51 · 108 2.52 · 107 1.47 · 107 6.37 · 105

Table 4: Characteristics of meshes used for the convergence study and number of degrees of freedom for temperature T ,
velocity u⃗, and pressure p respectively, using P1–P2P1 elements.

Using these meshes, we solve the model equations with consistent parameters and boundary conditions. We extract
quantities of interest from the solutions, namely the maximum temperature of the cornea and the mean velocity of the
aqueous humor in the anterior chamber. The evolution of these quantities with respect to the number of degrees of
freedom is presented in Fig. 3.

As shown in Fig. 3, both the maximum corneal temperature and the mean aqueous humor velocity converge toward
asymptotic values as the mesh is refined. This convergence indicates that our numerical solution becomes independent
of the mesh size, confirming the accuracy and reliability of the simulation results. We observe that beyond a certain
mesh density, further refinement results in negligible changes in the computed quantities, suggesting that an optimal
mesh size can be selected to balance accuracy and computational cost.

Based on these results, we select mesh Mr4 for subsequent simulations, using the P1–P2P1 discretization, as it
provides a good compromise between accuracy and computational efficiency.

4.2 Speed-up and scalability study
We assess the scalability of our computational framework by measuring the execution time required to solve the

model as a function of the number of MPI parallel processes utilized. This analysis provides insights into the efficiency
and performance of our implementation on parallel computing architectures.

Impact of the postural orientation We first examine the scalability in the context of different postural orientations
of the eye—standing, prone, and supine. The execution times required to assemble and solve the non-linear problem
(as outlined in Algorithm 1) for each posture are presented in Fig. 4(a). As anticipated, the execution time decreases
with an increasing number of parallel processes, demonstrating the benefits of parallelization.

Notably, the simulation for the standing position requires more time compared to the prone and supine positions.
This difference is attributed to the higher fluid velocities observed in the standing position, which necessitate more
non-linear iterations for convergence (five iterations compared to four for the other positions).

We compute the speed-up s = t1/tnp, where t1 is the execution time with a single process, and tnp is the time with np
parallel processes. The results, depicted in Fig. 4(b), show that while the speed-up improves with additional processes,
it deviates from the ideal linear speed-up, particularly at higher process counts. The performance degradation is due to
the increased communication overhead and synchronization costs associated with parallelization, which become more
pronounced as the number of processes grows.

Overall, our computational framework demonstrates effective scalability across different simulation scenarios, with
parallelization yielding significant reductions in execution time.

Scalability analysis of simulation components Beyond the assembly and solution phases, we investigate the
scalability of other key components of the simulation. Focusing on the three largest meshes (Mr4, Mr5, and Mr6), we
measure the execution times for the following steps:
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Figure 3: Results of the mesh convergence study. For each curve, the point on the left corresponds to mesh Mr1, and
the point on the right to mesh Mr5. The reference quantity use to compute the relative error as been obtained with the
mesh Mr5 and the discretization P2–P2P1, and a higher order of accuracy required to the solver.
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Figure 5: Absolute and relative computational time for the coupled heat-fluid test case in the standing position,
performed on Gaya with the meshes Mr4 (left), Mr5 (middle), and Mr6 (right).

(i) Load and initialize the mesh that is already partitioned on the disk: this step involves reading the pre-partitioned
mesh data from the disk and initializing the mesh structure in memory.

(ii) Initialize the data structures: this step sets up the necessary data structures required for the simulation, including
matrices, vectors, and other computational entities.

(iii) Assembly the algebraic objects of the linear system: this step involves assembling the linear system of equations
that arise from the discretization of the governing equations.

(iv) Solve the non-linear algebraic system: this step involves solving the non-linear equations that arise from the
discretization of the governing equations using iterative solvers.

(v) Export the results: this step writes the computed results, such as temperature, velocity, and pressure fields, to
disk in the specified output format.

The execution times and their relative contributions are summarized in Fig. 5. We selected for this analysis the
standing position, which is the most challenging case. The resolution of the non-linear system is the most time-consuming
step, followed by the assembly phase. As the number of processes increases, we observe a decrease in execution times
for most components, except for the result export phase, where I/O operations become a bottleneck due to the larger
data volumes and potential disk access contention.

These findings highlight the importance of optimizing not only the computational algorithms but also the data
management strategies, particularly for large-scale simulations.

4.3 Validation in comparison with previous studies
To validate our model, we compare our results with those from previous studies that have investigated temperature

distributions and AH flow in the human eye. Notably, [Sco88] developed a 2D heat transfer model, [ON08] extended
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Figure 6: Distribution of the computed temperature over the eyeball in the standing position, on a vertical cut. Mesh
discretization is also presented.

Reference Tamb No AH flow With consideration of the AH flow
Prone Supine Standing

Scott [Sco88] (2D) 293.15 306.4 n/a n/a n/a
Ooi and Ng [ON08] (2D) 298 306.45 n/a n/a 306.9

Karampatzakis and Samaras
[KS10] (3D)

293 306.81 n/a n/a 307.06
296 307.33 n/a n/a 307.51
298 307.69 n/a n/a 307.83

Current model (3D)
293 306.5647 306.56915 306.55899 306.63672
296 307.09845 307.10175 307.09436 307.14651
298 307.45746 307.46008 307.45432 307.49222

Table 5: Corneal surface temperature (in K) for various configurations, comparison with numerical results from
literature. A red value represents the highest temperature, and a blue value the lowest.

this to a 2D model coupling heat transfer with AH flow, and [KS10; Wan+16] presented a 3D coupled model, providing
corneal temperatures for various ambient temperatures (Tamb). Note that the first two studies only consider the
standing position of the subject.

We focus first on the temperature results. Fig. 6 illustrates the computed temperature distribution over the eyeball
in the standing position, depicted on a vertical cross-sectional plane. As expected, the temperature is higher in the
posterior part of the eye, which is insulated within the body, and lower in the anterior region, where heat exchange with
the ambient air occurs through the cornea. This temperature gradient aligns with observations reported in previous
studies [ON08; Wan+16], reinforcing the validity of our model.

Table 5 presents the corneal surface temperatures from these studies alongside our findings for the three postural
configurations. Consistently with previous research, we observe that coupling the AH flow leads to an increase in the
corneal surface temperature in the standing position. While [KS10] reported a temperature difference of approximately
0.2 K due to the flow, our model predicts a smaller difference of about 0.05 K. This discrepancy may be attributed to
differences in model assumptions, boundary conditions, or computational methods.

Moreover, our results indicate that the lying positions (prone and supine) have minimal impact on the corneal
temperature, with differences less than 0.01 K. Interestingly, we observe a slight decrease in corneal temperature in the
prone position compared to the supine position, which can be explained by the flow patterns influenced by gravity,
see Section 4.

Additionally, experimental studies compiled by [EYB89] and [NO06] report an average corneal surface temperature
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5 RESULTS AND DISCUSSION

Position Reference Maximum velocity Average velocity Pressure
[m s−1] [m s−1] [mmHg]

Supine

[Wan+16] 9.44 · 10−4 4.1 · 10−5 13.50 – 13.58
[Mur+23] 6 · 10−5 n/a n/a
[BBS20] n/a 9.88 · 10−6 n/a

Current model 2.59 · 10−5 3.21 · 10−6 15.42 – 15.59

Standing
[Wan+16] 9.6 · 10−4 2.5 · 10−4 13.50 – 13.59
[BBS20] n/a 5.88 · 10−5 n/a

Current model 2.76 · 10−4 5.23 · 10−5 15.28 – 15.72

Table 6: Fluid velocity and pressure for various configurations, comparison with numerical results from literature.

of approximately 307.15 K, which falls within the range of our simulation results, further supporting the validity of our
model. Note that the value of Tamb was not specified in the publications, but still, our findings lie within the interval
of results reported.

Next, we analyze our findings on the AH flow. We present in Fig. 7 the velocity field and pressure distribution in
the AC and PC for the three postural orientations. Note that as the pressure is defined up to a constant, we adjust it
to a nominal value of 15.5 mmHg for comparison purposes, as this is a typical value for the intraocular pressure in
healthy eyes. We present in Table 6 a comparison of the results with previous studies. We observe similar orders of
magnitude and trends in the pressure and velocity distributions, which further validate our model, although differences
in the exact values might persist, due to inherent differences in the modeling and computational process.

As a further assessment of the accuracy of the coupling between the fluid dynamics flow and the heat transfer
model, we analyze the impact of a temperature difference on the fluid flow. Specifically, in [Can+02], the authors
used a simple analytical model based on lubrication theory, and show the umax ≈ ∆T · 1.98 · 10−4 m s−1 K−1, where
∆T is the temperature difference between the cornea and the back of the AC. Assuming their study was performed
in the standing position, we measure a difference of temperature ∆T = 2.03 K between the AC and the PC, which
leads to a maximum velocity of umax ≈ 4.02 × 10−4 m s−1, which is in the same order of magnitude as our results:
2.76× 10−4 m s−1.

5 Results and discussion
5.1 Impact of the position of the subject

We first examine how different postural orientations—standing, prone, and supine—affect the flow of the AH in the
AC. Fig. 7 presents the simulation results for each position, illustrating the flow patterns and pressure distributions.

In the standing position (Fig. 7(a)), gravity significantly influences the flow, resulting in higher velocities and
a pronounced downward movement of the aqueous humor. This enhanced flow contributes to the formation of
characteristic patterns such as Krukenberg’s spindle and recirculation zones within the AC, consistent with observations
in the literature [Abd+21; Wan+16; Mur+23].

In the prone and supine positions (Figs. 7(b) and 7(c)), the flow patterns are altered due to the change in the
direction of gravity relative to the eye. In the prone position, the flow moves from the back of the AC towards the
cornea, slightly warming the cornea. Conversely, in the supine position, the flow moves from the cornea towards the
back of the AC, leading to a slight cooling effect on the cornea. These variations in flow patterns and velocities directly
impact the temperature distribution within the eye, as discussed in Section 4.3, and have potential implications for
ocular health and treatment strategies [Kin+18; Bha21].

5.2 Wall shear stress and its implications in ocular physiology
We further focus on the wall shear stress (WSS), a critical parameter representing the tangential force per unit

area exerted by the fluid on the wall due to viscous effects. The insights gained from WSS analysis can inform clinical
practices, contributing to personalized medicine, surgical optimization, and improved device design [Yan+22; Fer+18].
Understanding the WSS distribution has significant implications in ocular physiology, including:

• Drug delivery: High WSS regions may enhance the mixing and transport of drug particles within the AH,
potentially increasing drug absorption rates through ocular tissues, see [Xu+13; Kou16; SZM13]. By identifying
these regions, drug delivery systems can be designed to target specific areas within the eye, improving therapeutic
outcomes.

• Surgical procedures: WSS analysis provides valuable insights for optimizing surgical interventions, [Kud+20;
Bas+24]: (i) Design optimization: Knowledge of WSS distributions helps in planning procedures that minimize
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Figure 7: Results of simulation for various postural orientations of the eye. Streamlines are colored according to the
pressure, and the arrows show the fluid velocity magnitude.

mechanical stresses on ocular tissues, reducing the risk of tissue damage; (ii) Implantable devices: Designing
intraocular lenses and drainage devices that account for WSS can help prevent endothelial cell loss and maintain
corneal health [Rep+15; Bas+24]; (iii) Postoperative outcomes: Monitoring changes in WSS after surgery can
help predict healing responses and the risk of complications.

Definition of Wall Shear Stress The wall shear stress τ⃗w at a point on the wall is defined as the magnitude of the
tangential component of the stress tensor acting on the wall, and is computed in the present work as:

τ⃗w(u⃗, p) = µ
∂u⃗

∂n⃗

∣∣∣∣
wall

, (17)

under the no-slip boundary condition at the wall. The vector n⃗ designates the unit outward normal vector to the wall,
and u⃗τ is the tangential component of the velocity vector at the wall.

Numerical considerations We emphasize that it is difficult to measure WSS experimentally, and numerical
simulations are a valuable tool for investigating the complex interactions between the different physical phenomena in
the eye, and in particular the WSS distribution, [Kum+06; Yam+10; Qin+21].

However, from a computational standpoint, accurately determining the wall shear stress (WSS) necessitates (i) a
sufficiently fine mesh resolution near the walls to capture the sharp velocity gradients present in these regions, and
(ii) a consistent discretization strategy to ensure the accuracy of the computed WSS. To achieve the former, we apply
the mesh discretization strategy ensuring the mesh is adequately refined near the boundaries of ΩAH, as depicted in
Fig. 8. Therefore, the mesh used in the following simulation is the mesh Mr5, described in Table 4. Regarding the
latter, the mesh elements at the interfaces between the domain ΩAH and the surrounding tissues exhibit varying normal
vectors, the direction of which are not uniformly defined across all elements. Since the velocity field is approximated
using a P2 finite element space, its gradient is naturally of order 1, but discontinuous. Accordingly, we employ a P1,disc
approximation space to compute the WSS, ensuring consistency and accuracy. In addition, we compute a continuous
piece-wise linear approximation ([L2]3-projection of the discontinuous approximation) of the WSS to avoid numerical
oscillations and improve the visualization of the results.

512.14963pt

Simulation results We compute the WSS on the surfaces of the anterior chamber to analyze the shear stresses
resulting from the AH flow under different postural orientations. Fig. 9 displays the WSS magnitude over the corneal
endothelium for the standing, prone, and supine positions.

We first present in Table 7 a comparative analysis between the magnitude of the WSS obtained in this study
and various numerical findings from the literature. Note that some differences in the modeling and computational
framework should be accounted for: (i) in [Fer+18; Qin+21], an inlet and outlet flow boundary condition was used,
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Figure 8: Refinement of mesh Mr3 near the wall boundary of ΩAH.
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Figure 9: Wall shear stress distribution on the corneal endothelium for the three postural orientations.

(ii) in [Kud+20; Rep+15], the authors imposed an inlet flow and outlet pressure boundary condition. Recall that the
model presented in this work uses a no-slip boundary condition on the walls of the anterior chamber.

Despite these differences in boundary conditions, our results show a similar order of magnitude for WSS compared
to the literature. The slightly lower values in our model may be attributed to the no-slip condition applied at the
walls, which tends to reduce shear stress near the boundaries. Moreover, when comparing the distribution of the WSS,
shown in Figs. 9(a) and 9(c), with results presented in [Qin+21, Fig. 5], we observe a similar pattern, with higher
values near the corneal endothelium and lower values near the iris and lens surfaces. Furthermore, in [Can+02], the
authors reported a theoretically derived value of ∥τw∥ ≈ ∆T · 1.98× 10−4 Pa K−1. In the standing position, we find
∆T = 2.03 K, leading to ∥τw∥ ≈ 13.6× 10−4 Pa, which is in the same order of magnitude as the maximum WSS values
obtained in our simulations: ∥τw∥ ≈ 7.7× 10−4 Pa.

Building on the sensitivity analysis (SA) presented in our previous work [SPS24], we next examine the effect of
ambient temperature on the WSS magnitude. Specifically, we calculate the average WSS magnitude across three
surfaces within the anterior chamber as a function of ambient temperature for each of the three postural orientations:
(i) on the corneal endothelium, denoted by Γcornea, (ii) on the iris surface, denoted by Γiris, and (iii) on the entire
boundary of the anterior chamber, denoted by ∂ΩAH. On the basis of [SPS24], we conduct our analysis for a range of
Tamb of [283, 323] K, with a baseline value of Tamb = 294 K.

The results are presented in Fig. 10. The first striking result is that the WSS magnitude is significantly influenced
by the postural orientation or the subject: in horizontal positions (prone and supine), the WSS magnitude is ten
times lower than in the standing position. This observation is coherent with the fact the for corneal surgery, after the
injection of endothelial cells inside the aqueous humor or the patient, the patient is placed in prone position for three
hours to enhance the adhesion of the cells to the cornea [Kin+18].
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6 CONCLUSION AND PERSPECTIVES

Reference Boundary conditions Orientation Range of WSS
Fernández-Vigo et al. [Fer+18] Inlet/outlet flow n/a [10−5, 1.7 · 10−3]

Kudsieh et al. [Kud+20] Inlet flow/outlet pressure n/a [0, 1.36 · 10−3]
Repetto et al. [Rep+15] Inlet flow/outlet pressure Standing [0, 1.63 · 10−3]

Qin et al. [Qin+21] Inlet/outlet flow Standing [5 · 10−4, 3.5 · 10−3]
Supine [10−4, 10−3]

Canning et al. [Can+02] No-slip velocity Standing [0, 1.36 · 10−3]

Current model No-slip velocity
Standing [0, 7.7 · 10−4]
Supine [0, 9.5 · 10−5]
Prone [0, 7.2 · 10−5]

Table 7: WSS range (in Pa), for various configurations, comparison with numerical results from the literature.

In addition, the results indicate a complex dependency of the WSS magnitude on ambient temperature. In the
three positions, the WSS magnitude reaches a minimum around Tamb = 310 K, corresponding to the body temperature.
Such a limitation is further discussed in the next section.

In, our findings show that the WSS magnitude is significantly influenced by both postural orientation and ambient
temperature. These factors should be thus considered in the design of ocular devices and drug delivery systems to
optimize therapeutic outcomes.

6 Conclusion and perspectives
This work presented a comprehensive modeling and computational framework for simulating heat transfer within

the human eyeball, coupled with the flow of AH in both the anterior and posterior chambers of a healthy eye. Our
complex model has undergone rigorous verification and validation against numerical results from existing literature,
demonstrating its accuracy and reliability.

The simulation results showed flow patterns and temperature distributions that align closely with previous numerical
studies, reinforcing the validity of our approach. Notably, the model accurately captured the impact of postural
orientation on flow recirculations within the eye [Wan+16; Abd+21; Mur+23], providing valuable insights into ocular
physiology and the effects of gravity on intraocular fluid dynamics.

Additionally, we have computed the wall shear stress (WSS) distributions within the eye, providing a foundational
layer for future applications in drug delivery and surgical planning. Our findings showed good agreement with previously
reported results [Fer+18; Kud+20; Rep+15; Qin+21; Can+02]. Moreover, we thoroughly assessed the impact of
the postural orientation and of the ambient temperature on the WSS. This analysis is crucial for understanding the
mechanical forces acting on ocular tissues, which can influence drug absorption rates, endothelial cell health, and
surgical outcomes [Yan+22; Fer+18].

An important novelty of our work lies in the integration of high-performance computing (HPC) techniques to solve
the coupled heat transfer on the entire eye geometry, with fluid flow equations in both the anterior and posterior
chambers. This holistic approach allows for a more accurate representation of intraocular phenomena compared to
models that focus solely on the anterior chamber or neglect the posterior chamber. By leveraging HPC resources
efficiently, we can handle the computational demands of such detailed simulations, enabling high-resolution analyses
that were previously impractical.

Despite these successes, a primary drawback of the present model is its computational cost, which remains relatively
high—requiring several minutes on the specified hardware to perform a single simulation. This computational intensity
limits the feasibility of real-time simulations, which are desirable for clinical applications and interactive studies.

To address the computational challenges, we are working on improving the preconditioner for the conjugate heat
transfer problem, in particular the Schur complement preconditioner for the fluid block. The challenge is to significantly
reduce the computational cost while enable many parameter or real-time evaluations. We are currently developing
model order reduction techniques tailored to our problem, extending our previous work [SPS24]. These methods, such
as the (certified) reduced basis method [Pru+02], aim to enable real-time simulations of coupled flow and heat transfer
inside the human eyeball by reducing the computational complexity while preserving essential dynamics. Implementing
such techniques will significantly enhance the model’s applicability in clinical settings, allowing for rapid simulations
that can assist in diagnosis and treatment planning.

Another extension of this work involves incorporating AH inflow and outflow mechanisms, which were neglected
in the current model under the assumption of minimal influence on overall flow dynamics, as in [NOR08; Kum+06].
Including AH production and drainage would provide a better understanding of intraocular fluid dynamics, especially
under pathological conditions such as glaucoma, where these processes are disrupted. This requires modeling AH
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Figure 10: Average of the wall shear stress magnitude as a function of the ambient temperature for the three postural
orientations, at different location (top row), and impact of the posture on each specific boundaries (bottom row). The
vertical line at Tamb = 294 K represents the baseline value as per Table 2.

production in the ciliary body and the trabecular meshwork’s drainage function [Dvo+19] using appropriate boundary
conditions.

From a clinical perspective, our framework holds significant potential for assessing the effects of topical administration
of ophthalmic drugs, such as eye drops [Bha21] or localized hyperthermia treatments [Gon+23]. Additionally, it could
be instrumental in evaluating cell injection treatments for internal pathologies, such as bullous keratopathy [Kin+18].
Future research will focus on integrating drug transport models and cell injection into our simulations, enabling the
study of diffusion, absorption, and interaction with ocular tissues. This integration will facilitate the development of
personalized medicine approaches and improve therapeutic strategies by predicting drug efficacy and optimizing dosing
regimens.

In summary, this work lays the foundation for advanced computational modeling of ocular fluid dynamics and
heat transfer, with promising applications in both research and clinical practice. The ongoing developments aim to
enhance the model’s capabilities and usability, bringing us closer to real-time, patient-specific simulations that can
inform diagnosis, treatment planning, and potentially device design in ophthalmology.
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