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Machine learning promises to accelerate the material discovery by enabling high-throughput pre-
diction of desirable macro-properties from atomic-level descriptors or structures. However, the
limited data available about precise values of these properties have been a barrier, leading to pre-
dictive models with limited precision or the ability to generalize. This is particularly true of lattice
thermal conductivity (LTC): existing datasets of precise (ab initio, DFT-based) computed values
are limited to a few dozen materials with little variability. Based on such datasets, we study the
impact of transfer learning on both the precision and generalizability of a deep learning model
(ParAIsite). We start from an existing model (MEGNet [1]) and show that improvements are ob-
tained by fine-tuning a pre-trained version on different tasks. Interestingly, we also show that a
much greater improvement is obtained when first fine-tuning it on a large datasets of low-quality
approximations of LTC (based on the AGL model) and then applying a second phase of fine-tuning
with our high-quality, smaller-scale datasets. The promising results obtained pave the way not only
towards a greater ability to explore large databases in search of low thermal conductivity materials
but also to methods enabling increasingly precise predictions in areas where quality data are rare.

I. INTRODUCTION

Machine learning models have advanced material research in several fields, including various domains of physics [2–
5], quantum chemistry [6, 7], drug discovery [8], and cancer studies [9–11]. In particular, recent studies have proposed
various models to predict the physical properties of materials [1, 12, 13]. These models utilize diverse datasets, input
data, and tuned neural network designs for specific purposes. However, the applicability of those models, i.e. their
efficacy when applied on large databases, remains limited by their precision and generalizability, which are in turn
dependent on the quality and size of the available training data. In other words, unsurprisingly, machine learning
models trained on small databases of similar materials do not perform well on large databases of diverse materials [14].

Predicting the low lattice thermal conductivity (LTC) of crystal compounds on the basis of their structure and
physical properties is one of those tasks that are made challenging by the lack of quality data. However, it is critical,
as the ability to identify low-LTC materials on a scale could have profound implications for the design and optimization
of materials in various applications, from electronics to energy storage [15, 16]. The difficulty of this problem lies in
the complexity of the relationship between the structure of a material and its thermal properties. Although large data
sets on material properties are available through databases such as AFLOW [17], OQMD [18], Materials Project [19],
and JARVIS [20] available data on LTC is either based on approximate models (such as AGL [21, 22]) and therefore
not usable to build precise machine learning-based predictive models, or rely on ab initio, DFT-based computation
which are too expensive to run at large scales and are therefore of very small in sizes.

In this study, we apply a two-stage transfer learning methodology as a way to take advantage of both types of
dataset to achieve greater levels of precision and generalizability in deep learning models for predicting LTC. Transfer
learning as applied in this article is a process in which a model trained on a first task is reused as a starting point
for training on a second similar task. The idea is that initial patterns can be learned in larger, relevant data, which
will bootstrap the learning in smaller, more targeted data. The aim is to show the benefits of relying on an existing
model having demonstrated good performance in predicting a different property than LTC in transfer learning, but
also how this can be pushed further in a second stage of transfer learning, by using the larger, low quality datasets
for LTC to pre-train models for predicting the smaller, high quality datasets.
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II. METHODOLOGY

Transfer learning [23] involves the use of a machine learning model that has been pre-trained on a large dataset and
subsequently fine-tuning it on a smaller domain-specific dataset. This strategy is particularly effective when working
with limited data, as it allows us to capitalize on the knowledge gained from broader datasets, as demonstrated in
multiple applications for material properties [24, 25]. Here, we describe the datasets, model, and the process used to
carry out our two-stage transfer learning process.

A. Data

As mentioned above, the accuracy and reliability of any machine learning model is highly dependent on the quality
of the data used for training and validation. In this work, we rely on four datasets, each contributing to our analysis.
The first two are derived from calculations of the first principle of anharmonic lattice dynamics [26, 27], looking at a
small set of materials with specific structures. The third is a combination of the first two, used to obtain a slightly
larger and slightly more diverse dataset. Finally, the fourth can be seen to represent a large dataset that contains
low-precision values for LTC.

Dataset1: This dataset contains 96 materials from [26] in the rocksalt, zincblende, and wurtzite structures that
could be unambiguously identified in the Material Project Database. The LTC values are obtained using the
phono3py software package [28, 29] using the YAML files available through the PhononDB (https://github.
com/atztogo/phonondb)repository. Obtaining prediction with low deviation from those values is the central
motivation for this work.

Dataset2: This dataset includes thermal conductivity data for 143 half-Heusler compounds, as reported in [30]. This
dataset adds another set of materials, while being itself significantly more specific than the previous one: it
focuses only on one specific structure, for which the range of LTC values is significantly narrower ([2.17, 34.51]
W/mK, compared to [0.51,1769.00] W/mK in Dataset1).

MIX dataset: This dataset is a combination of the two datasets mentioned above, integrating the properties of
Dataset1 and Dataset2 to enhance the diversity and scope of our model training.

AFLOW AGL dataset: This dataset contains 5578 materials obtained from the AFLOW-LIB repository [17] to-
gether with their corresponding thermal conductivity obtained with the use of a quasi-harmonic Debye-Grüneisen
model [21, 22].

In addition, for all cases, logarithmic scaling is applied to all values of LTC, followed by standardization using the
parameters of the corresponding dataset. For validation purposes, each data set is split 9 times, keeping 80% for
training. In other words, each dataset is associated with 9 different randomly selected validation sets that represent
each 20% of the total data set that is not used for training. Any result shown later in this article is measured as an
average over those 9 validation sets and the corresponding models for a given dataset.

B. Model

Our model for predicting LTC from the properties and structure of materials (called ParAIsite) is based, as shown
in Figure 1, on the addition of a multilayer perceptron (MLP, a dense, feed-forward, fully connected layer) on top of
an existing, pre-trained model. In line with our transfer learning approach, the idea here is to use an existing model
(the pre-trained model) that has already shown its ability to predict properties of materials as a foundation to be
adapted for the task of LTC prediction. More concretely, ParAIsite is based on connecting the last hidden layer of
the pre-trained model to the input of the added MLP.

A first step, therefore, for establishing this model is the selection of the most appropriate pre-trained model from
the top-performing models cataloged on MatBench [31]. We only considered models based on an unambiguous
identification of the materials as input and on a representation of their structures (in the form of crystallographic
information files, CIFs). An initial set of tests were carried out with Dataset1 using the model of Figure 1 with
each candidate pre-trained model to validate the model’s performance and ascertain its suitability for the specific
challenges associated with predicting the thermal conductivity in crystal compounds.

Following validation (see Fig. 2), we chose the model that combined the best performance (measured by the mean
absolute percentage error, MAPE) and was most consistent with the features of our dataset. Despite the better

https://github.com/atztogo/phonondb
https://github.com/atztogo/phonondb
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FIG. 1. The ParAIsite model architecture. Each dense layer contains 350 neurons. The output property is the thermal
conductivity (TC).

FIG. 2. Results of validation tests of ParAIsite when using top-performing models cataloged on MatBench [31] as pre-trained
models. As one can see, the MEGNet model [1] shows better stability compared to the CrabNet model [32] on Dataset1. Here,
the name of the datasets on which model was pre-trained are indicated inside the box, and the error variablity are shown in
red lines.

average performance of the CrabNet model [32] on Dataset1, results over multiple runs showed a lot of variability,
demonstrating that this model was too unstable to be used. That result led us to use the graph-based neural network
MEGNet model [1], which was pre-trained on the formation energy data of 62,315 compounds from the Materials
Project Database as of the 2018.6.1 version. By fine-tuning MEGNet on our thermal conductivity data, we aim to
improve the prediction accuracy and better understand the thermal properties of the crystal compounds in our data
set.
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C. Model training

In order to solve the complexity of predicting LTC, we adopted a three-step method to systematically improve
model performance and evaluate the impact of transfer learning (TL) between the steps. In summary, those steps
move from no transfer learning at all, to two levels of pre-training/transfer learning being applied, allowing us to
evaluate how pre-trained models and fine-tuning affect the model’s ability to generalize across datasets.

Step 1 (no pretraining): In this step, we train and test ParAIsite on our four datasets using an uninitialized
MEGNet (and MLP) model. The training is therefore done from scratch (with random initial weights), without
any form of transfer learning.

Step 2 (using a pre-trained MEGNet): In this step, we train and test ParAIsite on our four datasets using a
pre-trained MEGNet, that is, where MEGNet is initialized with the weights obtained through the training
carried out by its authors on the task of predicting formation energy.

Step 3 (transfer-learning over fine-tuned AFLOW model): In this step, we train and test ParAIsite on
Dataset1, Dataset2 and MIX, taking as a starting point the best model after fine-tuning using the AFLOW AGL
dataset. In other words, we apply a second round of fine-tuning, over the one already done for MEGNet, and
our own on AFLOW AGL. By pretraining the whole model further on a larger, but lower quality dataset, we
anticipate that training on the three other, more precise datasets will converge to better performances.

At each step, for each model, training is performed for 300 epochs with a fixed random seed of 42, ensuring
reproducible results. As already mentioned, each of these steps is repeated 9 times to ensure statistical robustness,
and the averaged results for validation loss across all steps are presented in Figs. 3–4. For all training steps, we use
MAPE as the loss function, having applied normalisation and scaling.

III. RESULTS AND DISCUSSION

A first straightforward conclusion that can be drawn from training and cross-validating in each step with the
considered datasets is that the double steps of transfer learning is having a significant effect on the performance of
the model on Dataset1, and generally improve its capacity to generalize if the considered dataset is varied enough.
Indeed, in Table I we show the average and standard deviation (over the 9 runs) of MAPE of models trained on the
training subsets of each dataset (rows) and tested on the validation subsets of each dataset (columns).

Train on \Test on Dataset1 Dataset2 MIX AFLOW

Step 1:
Dataset1 0.82 (0.21) 2.53 (2.17) 1.74 (1.26) 2.16 (1.26)
Dataset2 0.51 (0.09) 0.42 (0.07) 0.43 (0.05) 0.48 (0.05)
MIX 0.69 (0.15) 0.77 (0.15) 0.83 (0.07) 0.97 (0.27)
AFLOW 0.55 (0.34) 1.18 (0.27) 0.93 (0.27) 0.62 (0.33)

Step 2:
Dataset1 0.76 (0.29) 3.09 (2.40) 2.07 (1.40) 2.32 (1.94)
Dataset2 0.55 (0.14) 0.42 (0.06) 0.44 (0.04) 0.52 (0.10)
MIX 0.66 (0.14) 0.75 (0.16) 0.81 (0.11) 1.10 (0.47)
AFLOW 0.44 (0.14) 1.27 (0.48) 0.94 (0.30) 0.50 (0.03)

Step 3:
Dataset1 0.34 (0.15) 1.26 (0.44) 0.87 (0.27) 0.57 (0.10)
Dataset2 0.55 (0.10) 0.78 (0.20) 0.63 (0.18) 0.62 (0.07)
MIX 0.37 (0.14) 0.78 (0.31) 0.69 (0.19) 0.59 (0.06)

TABLE I. Validation error (MAPE) across training steps and datasets.

Taking as example Dataset1, which is considered particularly challenging, we can see that with no transfer learning,
models reach on average a 82% error on average when tested on Dataset1’s validation subsets. The error, training
and testing again on the relevant subsets of Dataset1 falls to 76% when using the original pre-trained MEGNet model
(Step 1) falls to an average of 76%, and falls significantly further, to 34% at Step 2. In other words, transfer learning
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has had a significant effect, especially taking as starting point a model that has already been fine-tuned for a similar
task (i.e. predicting approximated LTC through the AFLOW dataset).

This effect of the two steps of transfer learning is particularly visible in Figure 3, which shows the evolution of the
average MAPE (over 9 runs) in the validation subsets of Dataset1 during the training iterations (epochs). Comparing
this evolution between Step 1 and Step 2 shows that starting from a relevant pre-trained model, even if made for a
different task, enabled the model to converge faster to slightly lower values of MAPE. We can also see that the MAPE
on the validation subsets does not rise up in Step 2 as much as it did during the Step 1 training process, showing
that the model was less prone to overfitting in this case. Looking at the chart for Step 3, we can see a significantly
different behavior, with the MAPE value converging very quickly to much lower values.

FIG. 3. Validation loss (MAPE) for models trained and tested on Dataset1 across training epochs.

Similar conclusions can be drawn on the MIX dataset, even if those are less strong: The models trained on their
training subsets and tested on their validation subsets reach 83%, 81% and 69% in steps 1, 2 and 3 respectively. As
seen in Figure 4, MAPE also reaches lower values in Step 2 compared to Step 2 and significantly lower ones yet in
Step 3. However, in this case, overfitting appears early in the training process (around epoch 50) in all steps. This is
probably explained by the fact that the MIX dataset combines Dataset1, which is well predicted through the transfer
learning process, and Dataset2 which, as we discuss below, did not work as well.

Regarding Dataset2, the results shown in Table I, the results obtained are against the ones obtained for the other
two datasets. In fact, when training and testing on subsets of Dataset2, the best average MAPE obtained where 42%,
42% and 78% in steps 1, 2 and 3 respectively. In other words, the third step, the double pre-training, significantly
worsens the results obtained. This can be explained by the fact that this dataset contains a very restricted range
of LTCs compared to the others, in particular AFLOW. In other words, having learned in Step 2 to predict a wide
range of LTC values through the AFLOW dataset, the model did not adapt well to the very specific set of materials
in Dataset2. We can observe this issue in Figure 5 where, in Step 3, the training starts with a high error rate and is
overfit almost immediately.

The issue mentioned above, of the lack of variety in Dataset2, is part of the motivation for integrating the MIX
dataset as well. One final conclusion that can be drawn from the results shown in Table I is that, in accordance with
our assumption, a more varied dataset (MIX) tends to generalize better, but also that the double pre-training process
applied here helps support this ability to generalize. This is visible in the last line of the table, which shows that
models trained on the MIX dataset are better on average across all datasets (including AFLOW) than those trained
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FIG. 4. Validation loss (MAPE) for models trained and tested on MIX across training epochs.

FIG. 5. Validation loss (MAPE) for models trained and tested on Dataset2 across training epochs.

on the other two datasets in the same step. In most cases, models trained on MIX or Dataset1 achieved better results
when tested with other datasets at Step 3 than at other steps.
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IV. CONCLUSION

In this work, we tested using multiple steps of transfer learning (pre-training and fine-tuning) a machine learning
model that we developed to predict the thermal conductivity of crystal compounds. Despite the availability of large
datasets for general material properties, databases specifically focused on thermal conductivity are limited, which
introduced a challenge to our task. For this reason, the model was trained and validated on three different high-
precision datasets, one being a mixture of the other two. We also used a less precise, but larger volume dataset as
part of one of the transfer learning steps.

Through a series of experiments involving different training configurations, we found that double transfer learning,
which includes an additional phase of training on external data, proved to be effective in reaching not only better
precision but also better generalizability and reduced overfitting. This is true for the datasets that show a broader range
of values for LTC, and more diversity in the type of material included. For those, the error rate (MAPE) decreased
consistently as we progressed through the steps, particularly in Step 3. This indicates that transfer learning, when
applied judiciously, can enhance model performance on small datasets.

However, for our less varied dataset, transfer learning had the opposite effect. Double TL caused the model to
rapidly overfit, as the specific nature of the dataset was incompatible with the broader generalization achieved through
additional external training. In other words, transfer learning was most effective when the dataset was representative
of a wide range of materials. In contrast, when dealing with highly specialized datasets, additional training phases
may introduce confusion rather than improvement.

To provide concrete validation of the best performing models, we applied them to obtain predictions for stable
materials in the Material Project Database. LTC for (BaSbO3)2 (mp-9127) was then calculated using a robust ab
initio calculation, as our models consistently found that it has a relatively low thermal conductivity. The result of the
computation (7.1 W / m * K) was on the same order of magnitude as the predictions of our models (1.23 W/m*K).
This agreement underscores the ability of the model to capture critical trends in LTC prediction, even for datasets it
was not trained directly on.

In summary, while double transfer learning shows great promise in improving model accuracy and generalization,
its success heavily depends on the dataset’s diversity and scope. The results obtained are very promising but also
demonstrate that the choice of dataset and training approach is crucial when predicting thermal conductivity. A
greater availability of a broader range of datasets of LTC, whether of high precision for training or of approximate
precision for pre-training, is therefore expected to enable us to reach better results in the future.

V. CODE AND DATA AVAILABILITY

The code and data that are required to reproduce the results of paper or re-utilizing for their own purposes are
shown on https://github.com/liudakl/ParAIsite.git
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