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Output-feedback stabilization in prescribed-time
of a class of reaction-diffusion PDEs with

boundary input delay
Salim Zekraoui1, Nicolas Espitia2, Wilfrid Perruquetti3, and Miroslav Krstic4

Abstract— Time-varying prescribed-time (PT) controllers
use growing gains not only to achieve convergence in de-
sired time but to reduce state peaking during stabilization
and to also reduce the control effort by distributing it more
evenly over the time interval of convergence. In this paper,
we consider a one-dimensional reaction-diffusion system
with boundary input delay and propose a general method
for studying the problem of prescribed-time boundary sta-
bilization. To achieve this objective, we first reformulate the
system as a PDE-PDE cascade system (i.e., a cascade of a
linear transport partial differential equation (PDE) with a lin-
ear reaction-diffusion PDE), where the transport equation
represents the effect of the input delay. We then apply a
time-varying infinite-dimensional backstepping transforma-
tion to convert the cascade system into a prescribed-time
stable (in short PTS) target system. The stability analysis is
conducted on the target system, and the desired stability
property is transferred back to the closed-loop system
using the inverse transformation. The effectiveness of the
proposed approach is demonstrated through numerical
simulations.

Index Terms— Prescribed-time stability, finite-time stabil-
ity, delay systems, reaction-diffusion equation, transport
equation, input delay, cascade PDE-PDE system, backstep-
ping approach

I. INTRODUCTION

A. Literature on stabilization of reaction-diffusion PDEs
with input delay:

In processes modeled by reaction-diffusion systems (biolog-
ical, chemical, epidemiological, etc), feedback action may be
considerably delayed. These delays, in particular delays of the
inputs, have to be taken into account in the control design as
they may induce instabilities in the closed-loop system. The
stabilization of reaction-diffusion PDEs with arbitrary levels
of instability and arbitrarily long input delay is a challenging
problem that was introduced and solved using the backstepping
method for PDEs in [13]. The method involves stabilizing a

1Univ. Lyon, Université Claude Bernard Lyon 1, CNRS,
LAGEPP UMR 5007, F-69100 Villeurbanne, France. (e-mail:
salim.zekraoui@univ-lyon1.fr)

2CRIStAL UMR 9189 CNRS - Centre de Recherche en Informatique
Signal et Automatique de Lille - CNRS, Centrale Lille, Univ. Lille, F-
59000 Lille, France.

3Centrale Lille, F-59000 Lille, France.
4Department of Mechanical and Aerospace Engineering, University

of California, San Diego, USA

hyperbolic (transport) PDE that cascades into the reaction-
diffusion PDE.

The idea of the PDE backstepping [14], [15] is to use an
invertible transformation (usually a Volterra-type transforma-
tion), coupled with a state change of variables, if needed, to
transform the unstable cascade system into an easy-to-analyze
system, called the target system, chosen to satisfy the desired
stability property. Then, the stability property is transferred
to the original cascade system via the inverse transformation.
This method has been widely extended to a variety of parabolic
systems (see [2], [4], [11], [23], [24], [30] and the references
therein). In [4], for instance, exponential stabilization of a class
of coupled reaction-diffusion PDEs with different input and
output delays was solved using an observer-based boundary
feedback law based on an invertible Fredholm backstepping
transformation. An alternative method for stabilization of
parabolic PDEs with input delay is the modal decomposition
method (see [5], [22]). The method consists of splitting the
unstable PDE into a stable infinite-dimensional part and a
finite-dimensional unstable part. Then, using classical pre-
dictor approaches, the unstable finite-dimensional system is
stabilized. Recently, this approach was applied in [9], [10] to
construct a new finite-dimensional observer design for a class
of parabolic PDEs, which in turn was used in [9], [10] to
construct an observed-based control that stabilizes the PDE
system.

Most of the aforementioned works provide only asymptotic
or exponential convergences, yet in several applications (e.g.,
rendezvousing of multi-agents, spacecraft docking, tactical
missile guidance, and in chemical, biological, or population
(epidemiological) processes - where the feedback action may
be considerably delayed by time-consuming chemical mea-
surements or biological tests), where the transient process must
occur within a finite given time, and delays need to be perfectly
compensated, finite-in-time convergences are strongly desired.

B. Finite-in-time stabilization of PDEs with input delay

Finite-in-time convergence refers to several properties, with
three standing out: i) finite-time convergence where the sys-
tem’s solutions converge to the equilibrium in a finite time
that depends on the initial conditions and may also depend
on the system’s parameter (see [1]). ii) fixed-time convergence
where the finite time of convergence is uniformly bounded but
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may depend on some parameters of the system (see [20]). iii)
Prescribed-time convergence where the time of convergence is
arbitrarily chosen independently of the initial conditions and
the system’s parameters (see [25]) .

In the framework of finite-in-time stabilization of time-
delay systems, very few results can be found even for finite-
dimensional systems with input delay (e.g., [8], [17]–[19],
[31], [32], [34]). Prescribed-time stabilization [25] and pre-
dictor feedback for compensation of input delay [14] are a
perfect match because both techniques deal with finite-time
dynamics. Intuitively, by applying predictor feedback to a
prescribed-time feedback (for either an ODE or PDE plant),
the former feedback being time-varying and the latter infinite-
dimensional, one should be able to obtain convergence in a
time that is the sum of the prescribed time and the input delay.
And yet, already six years after [25], one can still find very few
results that combine prescribed-time feedback with predictors.

In a notable exception from this slow progress, in [19], an
ODE-PDE cascade representation of a class of LTI systems
with input delay is provided and a time-varying backstepping-
based approach is used to design a predictor feedback that
ensures delay compensation in prescribed time. Recently, this
approach has been extended to a class of one-dimensional
reaction-diffusion PDE with boundary input delay in [26].
One of the striking features of time-varying prescribed-time
controllers in both finite-dimensional and infinite dimensional
settings, is not only that one can achieve convergence in
desired time but also reduce state peaking during stabilization
and reduce the control effort by distributing it more evenly
over the time interval of convergence.

C. Contributions

In this paper, we address the problem of achieving
prescribed-time boundary output-feedback stabilization for a
class of one-dimensional linear reaction-diffusion partial dif-
ferential equations (PDEs) with input delay. To solve this prob-
lem, we propose a novel approach, inspired by the employment
of state predictions as represented in [14, Chapter 11], rather
than the classical PDE backstepping given in [14, Chapter 18]
for parabolic PDEs with input delay and rather than the time-
varying PDE backstepping given in [26] for parabolic PDEs
with input delay and in [31] for LTI systems with distributed
input delay. This approach is an advantageous alternative that
requires radical advancements to be adjusted from nonlinear
ODEs to linear PDEs. Our approach is an extension of the
results of [14, Chapter 11, page 171] on delay compensation
for nonlinear ODEs with input delay, and the results of [32]
on finite-time delay compensation for linear ODEs with input
delay. Our contribution extends the results of [26] for the
delay-dependent case to output-feedback stabilization.

The main idea of our approach is to transform the original
parabolic PDE into a PDE-PDE cascade system and then
apply only one time-varying backstepping transformation.
Unlike [26] - where both the parabolic and hyperbolic parts
of the cascade system are transformed using two different
invertible backstepping transformations - we only transform
the hyperbolic PDE state modeling the effect of the delay

on the input. This transformation leads to a different target
system composed of the studied parabolic system with a
non-delayed new control input, coupled with a fixed-time
vanishing transport equation. Since the coupling term can be
treated in the stability analysis as an additive disturbances
that vanishes after a certain finite time, the non-delayed new
control input is designed based on the existing results related
to prescribed-time full-state (resp. output-feedback) boundary
stabilization of reaction-diffusion PDEs given in [6] (resp.
[27]). Finally, by inverse transformation, the stability property
and the desired finite-in-time convergence is transferred back
to the original closed-loop system and the predictor-based
controller is expressed in terms of the non-delayed new control
input and the prediction variables.

Unlike the existing results on delay compensation, our
formulation makes a clear distinction between the delay com-
pensation task which aims to transform the delayed parabolic
system into a disturbed version of the studied system with a
non-delayed new control input, and the stabilization task which
aims to design a stabilizing control for the disturbed version
of the free-delay parabolic PDE. The control design task
can be achieved either using the existing backstepping-based
results as we did in this contribution or based on a different
technique like Control Lyapunov function (CLF) technique as
in [33]. Moreover, unlike [26], our resulting predictor-based
controller does not depend on a spatial derivative of the state
and overcomes also the issue of incompatibility of boundary
conditions of kernel equations (which arises when considering
point-wise damping term in the design) as observed in [26].
In the course of developing a methodology alternative to [19],
[26], [27], we develop a number of technical innovations,
located throughout the paper and its appendices, and usable in
future works on predictor-based prescribed-time stabilization.

D. Organization
This paper is organized as follows. In Section II, we intro-

duce the unstable one-dimensional reaction-diffusion system
with boundary input delay. In Section III, we focus on the
problem of prescribed-time stabilization of the original system
using full-state feedback control, where we start by refor-
mulating the system as a PDE-PDE cascade system; We use
an invertible backstepping transformation to link the cascade
systems to some well-chosen prescribed-time stable (in short
PTS) target systems. We perform a stability analysis on the
target systems. Then, by inverse transformation, we establish
the boundedness of the state of the original systems and their
convergence to the origin in a prescribed time using a suitable
norm equivalence. In Section IV, we switch to the problem
of prescribed-time output-feedback stabilization, where we
adapt our approach to taking into account the dynamics of
the proposed observer system. In Section V, we consider
a numerical example to illustrate the main results. Finally,
conclusions and perspectives are given in Section VI.

Notation:
R+ denotes the set of non negative real numbers. N∗ denotes

the set of natural numbers excluding zero. For all a, b ∈ R
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with a ≤ b, L2(a, b) denotes the set {f : [a, b] → R :∫ b

a
|f(x)|2dx <∞} with the scalar product ⟨f, g⟩L2(a,b) :=∫ b

a
f(x)g(x)dx and the norm ∥f∥L2(a,b) := (

∫ b

a
f(x)2dx)

1
2 .

For any t0 ≥ 0, T > 0, and v : [t0, t0 + T ) × [0, 1] → R,
v(t, ·) ∈ L2(0, 1) denotes the profile of v at a certain time
t ∈ [t0, t0 + T ). A function α : R+ → R+ is said to be a
class-K function if it is continuous, zero at zero, and strictly
increasing. A continuous function β : R+×R+ → R+ belongs
to the class-KL if β(·, t) ∈ K for each fixed t ∈ R+, and
β(r, ·) is decreasing and lim

t→+∞
β(r, t) = 0 for each r ∈ R+.

II. PROBLEM STATEMENT

Let us consider the following reaction-diffusion equation
with a constant reaction coefficient λ ∈ R and a known
constant boundary input delay D > 0:

zt(t, x) = zxx(t, x) + λz(t, x), (1)
z(t, 0) = 0, (2)
z(t, 1) = U(t−D), (3)
Y (t) = zx(t, 1), (4)

z(t0, x) = z0(x), (5)

with the initial time t0 ≥ 0, the time and space variables
(t, x) ∈ [t0, t0 + D + T ) × [0, 1], the state z(t, x) ∈ R,
the control U(t) ∈ R, with the following initial condition:
U(t0 + s) = 0 for all s ∈ [−D, 0], the collocated output
Y (t) ∈ R, and the initial condition z0 ∈ L2(0, 1).

Remark 1: Other configurations for the problem statement
can be considered: for example, we can consider Dirichlet
actuation z(t, 1) = U(t − D) with anti-collocated sensing
Y (t) = zx(t, 0), or Neumann actuation zx(t, 1) = U(t −D)
with anti-collocated sensing Y (t) = z(t, 0); however, we
focus here on the simplest configuration in order to better
and more pedagogically present our contribution.

Our main goal is to design a predictor-based output-
feedback controller achieving prescribed-time stabilization
of the closed-loop system (1)-(5) in the following sense:
there exists a class-KL function β and a continuous function
µ : [t0, t0 + D + T ) → R+, where µ tends to infinity as t
goes to t0 + D + T , such that for any initial condition and
for all t ∈ [t0, t0 + D + T ), the following estimate holds:
∥z(t, ·)∥L2(0,1) ≤ β

(
∥z0∥L2(0,1), µ(t− t0 −D)

)
.

In order to solve this problem we follow three steps:
• Step 1: Prescribed-time full-state feedback stabilization:

we start by solving the problem of prescribed-time stabi-
lization by full-state feedback of the closed-loop system
(1)-(5). The idea is to first represent the input delay as a
linear transport PDE (inspired from [13]), so that the sys-
tem (1)-(5) is rewritten as a parabolic-transport hyperbolic
PDE-PDE cascade system. Then, we propose a novel
infinite-dimensional transformation (inspired from [14,
Chapter 11, page 171]) to transform the resulting cascade
system into a suitable target system that is prescribed-
time stable (PTS). The target system is chosen to be a

parabolic-transport hyperbolic PDE-PDE cascade system
with diffusion dynamics being exactly as in (1) but whose
Dirichlet right boundary condition is given not only in
terms of a boundary term of the transport PDE which
vanishes after delay D but includes also a feedback term
which renders the diffusion PDE converging to zero after
the delay. Such a feedback is borrowed from [6]. Finally,
the stability property is transferred to (1)-(5) via the
inverse transformation.

• Step 2: Prescribed-time observer design: We employ the
prescribed-time observer design from [27] to estimate the
states of (1)-(5) in a prescribed time.

• Step 3: Prescribed-time output-feedback stabilization:
We combine the designed prescribed-time observer
with the full-state control to ensure output-feedback
stabilization in a prescribed time of the closed-loop
system (1)-(5).

Remark 2: Extension of our result to the case of input-
output delay

z̄t(t, x) = z̄xx(t, x) + λz̄(t, x), (6)
z̄(t, 0) = 0, (7)
z̄(t, 1) = U(t−D1), (8)
Y (t) = z̄x(t−D2, 1), (9)

is straightforward by using the following change of variables
z(t, x) = z̄(t−D2, x), as it allows to obtain a system of the
form of (1)-(5) (with D = D1 +D2) for which we can apply
our approach to ensure prescribed-time stabilization.

Remark 3: In our approach, it is necessary to have a
prescribed-time boundary controller for the delay-free case
of system (1)-(5). Therefore, we follow the prescribed-time
boundary control design in [6] that we recall next.

III. PRESCRIBED-TIME STABILIZATION BY FULL-STATE
FEEDBACK

A. Prescribed-time boundary stabilization in the
delay-free case

Before presenting our approach, let us briefly summarize the
main results of [6] on prescribed-time boundary stabilization
of system (1)-(5) when D = 0. To that end, consider the
following blow-up function:

γm(t− t̄0) :=
γmm,0T

m

(t̄0 + T − t)m
, (10)

for m ∈ N∗, defined for all t ∈ [t̄0, t̄0 + T ) where T > 0 is a
priori fixed.

We recall the following time-varying boundary control:

U(t) =

∫ 1

0

K(1, s, t− t̄0)z(t, s)ds, (11)
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where K is given explicitly in [6, Lemma 1] by

K(x, s, t− t̄0) = −1

2
γ2(t− t̄0)s

∞∑
n=0

(√
γ2(t− t̄0)

)n
(n+ 1)!

×
(
x2 − s2

4Tγ2,0

)n

L(1)
n

(
−Tγ2,0

√
γ2(t− t̄0)

)
,

(12)

where L
(1)
n (·) are the generalized Laguerre polynomials. In

addition, (12) can be simplified using the first-order modified
Bessel function I1(·) to get

K(x, s, t− t̄0) = −γ2(t− t̄0)s e

√
γ2(t−t̄0)(x2−s2)

4Tγ2,0

×
I1(
√
γ2(t− t̄0)(x2 − s2))√
γ2(t− t̄0)(x2 − s2)

,
(13)

for (x, s, t) ∈ T := {(x, s, t) ∈ [0, 1]2×[t̄0, t̄0 + T ) : s ≤ x}.

Making use of the controller (11)-(13), the closed-loop
system (1)-(5) with D = 0 is PTS (see [6, Theorem 3])
provided that the control gain γ2,0 = γ2(0) satisfies

2γ2,0T > 1. (14)

More precisely, there exist positive constants ck, cl > 0, and
M > 0 such that for any initial condition z(t̄0, ·) at an initial
time t̄0, we have

∥z(t, ·)∥L2(0,1) ≤ ξ1(t− t̄0)∥z(t̄0, ·)∥L2(0,1), (15)

where

ξ1(t− t̄0) :=M
(
clγ2(t− t̄0)e

−α0

√
γ2(t−t̄0)

+e−γ2,0T
√

γ2(t−t̄0)
)
,

(16)

with M := e(γ
2
2,0+λ)T

(
1 + e

1
4T +γ2,0ck

)
> 0 and

α0 := (4γ22,0T
2 − 1)(4Tγ2,0)

−1 > 0.

Furthermore, U(t) satisfies

|U(t)| ≤ ξ2(t− t̄0)∥z(t̄0, ·)∥L2(0,1), (17)

with

ξ2(t− t̄0) := clMγ2(t− t̄0)e
−α0

√
γ2(t−t̄0). (18)

In particular, ∥z(t, ·)∥L2(0,1) → 0, and |U(t)| → 0 when
t→ t̄0 + T .

Remark 4: To achieve exponential stabilization, it is suffi-
cient to replace the control gain K by

Kexp(x, s) = −(λ+ λ0)s
I1(
√

(λ+ λ0)(x2 − s2))√
(λ+ λ0)(x2 − s2)

, (19)

for all (x, s) ∈ T := {(x, s) ∈ [0, 1]2 : s ≤ x} and any control
gain λ+ λ0 ≥ 0, with λ0 ≥ 0 a tuning parameter.

B. Prescribed-time stabilization for the input delay
case

Let us now consider the PDE-PDE cascade representation
of (1)-(5) given by

zt(t, x) = zxx(t, x) + λz(t, x), (20)
z(t, 0) = 0, (21)
z(t, 1) = v(t, 0), (22)
vt(t, y) = vy(t, y), (23)
v(t,D) = U(t), (24)

with (t, x, y) ∈ [t0, t0 +D + T ) × [0, 1] × [0, D], and v(t, ·)
is the transport PDE state whose solution is given by

v(t, y) =

{
0, t0 ≤ t+ y ≤ t0 +D,

U(t+ y −D), t+ y ≥ t0 +D.
(25)

Note that the control’s initial condition is taken, for simplicity,
as U(t0 + s) = 0 for all s ∈ [−D, 0].

1) Time-varying infinite-dimensional backstepping trans-
formation: Inspired by [14, Chapter 11, page 171], we propose
the following time-varying infinite-dimensional backstepping
transformation:

ω(t, y) = v(t, y)− F (t+ y − t0 −D,φ(t, ·, y)), (26)

where F is given by

F (t+ y − t0 −D,φ(t, ·, y)) :=
∫ 1

0

K(1, s, t+ y − t0 −D)

× φ(t, s, y)ds, (27)

with K defined as in (13) (with t̄0 = t0+D), and the predictor
φ is chosen to satisfy φ(t, x, y) = z(t+ y, x) which means it
is the solution of

φy(t, x, y) = φxx(t, x, y) + λφ(t, x, y), (28)
φ(t, 0, y) = 0, (29)
φ(t, 1, y) = v(t, y), (30)
φ(t, x, 0) = z(t, x), (31)

with (t, x, y) ∈ {(t, x, y) ∈ [t0, t0 +D+ T )× [0, 1]× [0, D] :
t+ y ∈ [t0 +D, t0 +D + T )}.

Notice that φ can be computed explicitly (see [21, Chapter
3, page 266]) as follows:

φ(t, x, y) = 2

+∞∑
n=1

sin(nπx)e(λ−n2π2)y

[∫ 1

0

sin(nπs)

× z(t, s)ds+ nπ(−1)n+1

∫ y

0

e−(λ−n2π2)τv(t, τ)dτ

]
(32)

=

∫ 1

0

[
2

+∞∑
n=1

sin(nπx) sin(nπs)e(λ−n2π2)y

]
z(t, s)ds

+

∫ y

0

[
2π

+∞∑
n=1

n(−1)n+1 sin(nπx)e(λ−n2π2)(y−τ)

]
v(t, τ)dτ,

(33)
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Now, by substituting (32) in (26), we obtain,

ω(t, y) = v(t, y)−
∫ 1

0

K(1, x, t+ y − t0 −D)φ(t, x, y)dx

(34)

= v(t, y)−
∫ 1

0

K(1, x, t+ y − t0 −D)

(∫ 1

0

[
2

+∞∑
n=1

sin(nπx) sin(nπs)e(λ−n2π2)y
]
z(t, s)ds+

∫ y

0

[2π

×
+∞∑
n=1

n(−1)n+1 sin(nπx)e(λ−n2π2)(y−τ)

]
v(t, τ)dτ

)
dx

(35)

= v(t, y)−
∫ 1

0

[
2

+∞∑
n=1

sin(nπs)e(λ−n2π2)y

×
∫ 1

0

K(1, x, t+ y − t0 −D) sin(nπx)dx

]
z(t, s)ds

+

∫ y

0

[
2π

+∞∑
n=1

n(−1)n+1e(λ−n2π2)(y−τ)

×
∫ 1

0

K(1, x, t+ y − t0 −D) sin(nπx)dx

]
v(t, τ)dτ

(36)

:= v(t, y)−
∫ 1

0

γ̄2(y, s, t+ y − t0 −D)z(t, s) ds

+

∫ y

0

q̄(y − τ, t+ y − t0 −D)v(t, τ)dτ, (37)

where the new kernels γ̄ and q̄ are given by

γ̄(y, s,t+ y − t0 −D) := 2

+∞∑
n=1

e(λ−n2π2)y sin(nπs)

×
∫ 1

0

K(1, x, t+ y − t0 −D) sin(nπx)dx,

(38)

and

q̄(y − τ, t+ y − t0 −D) := −2π

+∞∑
n=1

e(λ−n2π2)(y−τ)

× n(−1)n+1

∫ 1

0

K(1, x, t+ y − t0 −D) sin(nπx)dx,

(39)

Remark 5: To obtain exponential stabilization of (1)-(5), it
is sufficient to replace the transformation (26) by

ω(t, y) = v(t, y)− Fexp(φ(t, ·, y)), (40)

where φ is generated as before, i.e., from (28)-(31), and Fexp
is defined as,

Fexp(φ(t, ·, y)) :=
∫ 1

0

Kexp(1, s)φ(t, s, y)ds, (41)

with the gain Kexp given as in (19). Moreover, using (32), the

transformation (26) can be simplified as follows:

ω(t, y) = v(t, y)−
∫ 1

0

Kexp(1, x)φ(t, x, y)dx (42)

= v(t, y)−
∫ 1

0

Kexp(1, x)

(∫ 1

0

[
2

+∞∑
n=1

sin(nπx)

× sin(nπs)e(λ−n2π2)y
]
z(t, s)ds+

∫ y

0

[
2π

+∞∑
n=1

n

×(−1)n+1 sin(nπx)e(λ−n2π2)(y−τ)
]
v(t, τ)dτ

)
dx (43)

= v(t, y)−
∫ 1

0

[
2

+∞∑
n=1

sin(nπs)e(λ−n2π2)y

∫ 1

0

Kexp(1, x)

× sin(nπx)dx] z(t, s)ds+

∫ y

0

[
2π

+∞∑
n=1

n(−1)n+1

×e(λ−n2π2)(y−τ)

∫ 1

0

Kexp(1, x) sin(nπx)dx

]
v(t, τ)dτ

(44)

:=

∫ 1

0

γ̄exp(y, s)z(t, s) ds+

∫ y

0

q̄exp(y − τ)v(t, τ)dτ, (45)

where the kernels γ̄exp and q̄exp are given by,

γ̄exp(y, s) := 2

+∞∑
n=1

e(λ−n2π2)y sin(nπs)

×
∫ 1

0

Kexp(1, x) sin(nπx)dx,

(46)

and

q̄exp(y − τ) := −2π

+∞∑
n=1

n(−1)n+1e(λ−n2π2)(y−τ)

×
∫ 1

0

Kexp(1, x) sin(nπx)dx,

(47)

hence, recovering the kernels of the backstepping transforma-
tion obtained in [13] for λ0 = 0.

2) Target System : Next, using (26), we transform the
system (20)-(24) into the following target system:

zt(t, x) = zxx(t, x) + λz(t, x), (48)
z(t, 0) = 0, (49)
z(t, 1) = ω(t, 0) + F (t− t0 −D, z(t, ·)), (50)
ωt(t, y) = ωy(t, y), (51)
ω(t,D) = 0, (52)

where ω : [t0, t0 +D+T )× [0, D] → R is the transport PDE
state, and

F (t− t0 −D, z(t, ·)) =
∫ 1

0

K(1, s, t− t0 −D)z(t, s)ds.

The transformation is realized by using the fact that
φ(t, x, y) = z(t + y, x) for all (t, x, y) ∈ [t0, t0 +D + T ) ×
[0, 1]× [0, D], and noticing that the time-varying transforma-
tion (26) satisfies (51) (i.e. ωt(t, y) = ωy(t, y)). Indeed, we



6 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2023

have

ωt(t, y) = vt(t, y)−
∂F (t+ y − t0 −D,φ(t, ·, y))

∂t
(53)

= vy(t, y)−
∫ 1

0

(
Kt(1, s, t+ y − t0 −D)φ(t, s, y)

+K(1, s, t+ y − t0 −D)φt(t, s, y)

)
ds (54)

= vy(t, y)−
∫ 1

0

(
Ky(1, s, t+ y − t0 −D)φ(t, s, y)

+K(1, s, t+ y − t0 −D)φy(t, s, y)

)
ds (55)

= vy(t, y)−
∂F (t+ y − t0 −D,φ(t, ·, y))

∂y
(56)

= ωy(t, y), (57)

where we have used the fact that:

Kt(1, s, t+ y − t0 −D)

=
∂(t+ y)

∂t

∂K(1, s, t+ y − t0 −D)

∂(t+ y)
(58)

=
∂K(1, s, t+ y − t0 −D)

∂(t+ y)
(59)

=
∂(t+ y)

∂y

∂K(1, s, t+ y − t0 −D)

∂(t+ y)
(60)

= Ky(1, s, t+ y − t0 −D), (61)

Remark 6: It is important to highlight the key feature of
the chosen target system (48)-(52): when t ≥ t0 +D, ω(t, 0)
vanishes in (50); then, the resulting target system (48)-(50)
with time-varying feedback U(t) = F (t − t0 − D, z(t, ·))
converges in prescribed-time t0 +D + T to zero, in the light
of the results introduced in III-A.

3) Time-varying infinite-dimensional inverse transforma-
tion: The inverse transformation is given by

v(t, y) = ω(t, y) + F (t+ y − t0 −D,ψ(t, ·, y)), (62)

with

F (t+ y − t0 −D,ψ(t, ·, y)) :=
∫ 1

0

K(1, s, t+ y − t0 −D)

× ψ(t, s, y)ds, (63)

which, similarly as in (27), ψ is chosen to satisfy ψ(t, x, y) =
z(t+ y, x). Consequently, ψ is the solution to

ψy(t, x, y) = ψxx(t, x, y) + λψ(t, x, y), (64)
ψ(t, 0, y) = 0, (65)
ψ(t, 1, y) = ω(t, y) + F (t+y−t0−D,ψ(t, ·, y)), (66)
ψ(t, x, 0) = z(t, x). (67)

Similarly to the direct transformation, we recover (23) (i.e.
vt(t, y) = vy(t, y)) from the inverse transformation.

4) Prescribed-time predictor-based controller : Using
(26) at y = D, we recover the expression of the boundary
control U(t) as follows

U(t) = v(t,D) = F (t− t0, φ(t, ·, D))

:=

∫ 1

0

K(1, s, t− t0)φ(t, s,D)ds,
(68)

where φ is the solution of (28)-(31) and K is given in (13).
Equivalently, using (62) at y = D, we get

U(t) = v(t,D) = F (t− t0, ψ(t, ·, D)), (69)

where ψ is the solution of (64)-(67).
From (38), the expression of the control U(t) in (68) can

be simplified as follows:

U(t) =

∫ 1

0

γ̄(s,D, t− t0)z(t, s) ds

+

∫ D

0

q̄(D − τ, t− t0)v(t, τ)dτ, (70)

where γ̄ and q̄ are given in (38)-(39).
Remark 7: In light of Remarks 4 and 5, the expression of

the control Uexp(t) that achieves exponential stabilization of
(1)-(5) is given as follows:

Uexp(t) =

∫ 1

0

γ̄exp(s,D)z(t, s)ds+

∫ D

0

q̄exp(D − τ)v(t, τ)dτ,

(71)

where γ̄exp and q̄exp are given in (46) and (47), respectively.

5) Stability analysis: In this subsection, we start by per-
forming the stability analysis on the target system (48)-(52).
Then, by the inverse transformation (64)-(67) we establish the
boundedness of the state of the original system (20)-(24) and
its convergence to zero in a prescribed time using a suitable
norm equivalence.

Proposition 1: Let γ2,0 satisfy (14). There exists a polyno-
mial function Q(·) in terms of γ2(t+ y − t0 −D) such that,
for all t ∈ [t0 +D, t0 +D + T ):∫ D

0

ξ2(t+ y − t0 −D)2dy ≤ Q
(
2α0

√
γ2(t− t0 −D)

)
× e−2α0

√
γ2(t−t0−D), (72)

where ξ2 is defined in (18).

Proof: see Appendix I.

Proposition 2: For the transport PDE v(t, x) satisfying
(23), the following estimates holds for t ∈ [t0+D, t0+D+T ):

∥v(t, ·)∥L2(0,D) ≤ ξ3(t− t0 −D)∥z(t0 +D, ·)∥L2(0,1),
(73)

where

ξ3(t− t0 −D) := Q
(
2α0

√
γ2(t− t0 −D)

)
× e−2α0

√
γ2(t−t0−D). (74)
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where Q(·) is given as in Proposition 1. In particular, it
holds ∥v(t, ·)∥L2(0,D) → 0 for all t→ t0 +D + T .

Proof: From (62) and using the fact that ω(t, y) =
0,∀(t, y) ∈ [t0 +D, t0 +D + T )× [0, D], we recover that

v(t, y) = F (t+ y − t0 −D,ψ(t, ·, y)). (75)

Next, by squaring the previous equality, using the fact that
ψ(t, ·, y) = z(t + y, ·), and using (17) for t̄0 := t0 + D, we
get,

|v(t, y)|2 ≤ ξ2(t+ y − t0 −D)2∥z(t0 +D, ·)∥2L2(0,1). (76)

Now, by integrating from 0 to D with respect to y and using
(72) in Proposition 1, we obtain,

∥v(t, ·)∥2L2(0,D) ≤
∫ D

0

ξ2(t+y−t0−D)2dy∥z(t0+D, ·)∥2L2(0,1)

(77)

≤ ξ3(t− t0 −D)∥z(t0 +D, ·)∥2L2(0,1),

(78)

where ξ3 is given in (74).

Now, by passing to the square roots, we recover (73). In
particular, we can clearly see that ξ3(t− t0 −D) → 0 as t→
t0 +D + T . As a result, we obtain that ∥v(t, ·)∥L2(0,D) → 0
when t→ t0 +D + T .

Let us now introduce our first main result.

Theorem 1: Let the control gain γ2,0 be chosen such that
(14) is ensured. Let T > 0, D > 0 and t0 ≥ 0. Then,
the solution of the closed-loop system (20)-(24) with the
prescribed-time time-varying controller (68) (or (69)) is PTS
in the following sense: For any initial condition z0, the
quantities ∥z(t, ·)∥L2(0,1) and ∥v(t, ·)∥L2(0,D) remain bounded
for all t ∈ [t0, t0 +D]; and for all t ∈ [t0 +D, t0 +D + T ),
the following norm I(t) = ∥z(t, ·)∥L2(0,1) + ∥v(t, ·)∥L2(0,D)

satisfies,

I(t) ≤ BDξ4(t− t0 −D)∥z0∥L2(0,1), (79)

with ξ4 = ξ1+ ξ3 and BD = 2eλ(t0+D)
(
e−π2t0 + 1

2
√
πt0

)
. In

particular, I(t) → 0 as t → t0 +D + T and |U(t)| → 0 as
t→ t0 + T .

Proof: • Boundedness of the norm ∥z(t, ·)∥L2(1,0) in
[t0, t0 +D]:

Using the fact that v(t, 0) = U(t − D) = 0 for all t ∈
[t0, t0 +D], the solution of (20)-(24) is given explicitly from
[21, Chapter 3] by

z(t, x) = 2

+∞∑
n=1

e(λ−n2π2)t sin(nπx)

∫ 1

0

sin(nπy)z0(y)dy.

(80)

Then, we have

|z(t, x)| ≤ 2

+∞∑
n=1

e(λ−n2π2)t| sin(nπx)|

×
∫ 1

0

| sin(nπy)||z0(y)| dy (81)

≤ 2

∫ 1

0

|z0(y)| dy eλt
+∞∑
n=1

e−n2π2t. (82)

Next, using the Cauchy-Schwartz inequality, we obtain

|z(t, x)| ≤ 2∥z0∥L2(0,1)e
λt

+∞∑
n=1

e−n2π2t. (83)

Now, using the fact that t ∈ (t0, t0 + D] and the fact that
+∞∑
n=1

e−n2π2t is a convergent series, we obtain

|z(t, x)| ≤ 2∥z0∥L2(0,1)e
λ(t0+D)

+∞∑
n=1

e−n2π2t0 (84)

≤ 2∥z0∥L2(0,1)e
λ(t0+D)

(
e−π2t0 +

∫ +∞

1

e−x2π2t0dx

)
(85)

≤ 2∥z0∥L2(0,1)e
λ(t0+D)

(
e−π2t0 +

∫ +∞

0

e−x2π2t0dx

)
(86)

= 2∥z0∥L2(0,1)e
λ(t0+D)

(
e−π2t0 +

1

2
√
πt0

)
. (87)

Finally, by squaring and integrating with respect to the variable
x from 0 to 1, we get, for all t ∈ [t0, t0 +D]

∥z(t, ·)∥L2(0,1) ≤ BD∥z0∥L2(0,1), (88)

with BD := 2∥z0∥L2(0,1)e
λ(t0+D)

(
e−π2t0 + 1

2
√
πt0

)
.

• PTS of the closed-loop system of (20)-(24):
Using (15) and (73) from Proposition 2, we have

I(t) = ∥z(t, ·)∥L2(0,1) + ∥v(t, ·)∥L2(0,D) (89)
≤ ξ1(t− t0 −D)∥z(t0 +D, ·)∥L2(0,1)

+ ξ3(t− t0 −D)∥z(t0 +D, ·)∥L2(0,1) (90)
= ξ4(t− t0 −D)∥z(t0 +D, ·)∥L2(0,1), (91)

for all t ∈ [t0 +D, t0 +D+ T ), where ξ4(·) := ξ1(·) + ξ3(·).

Next, using inequality (88) for t = t0+D, we recover (79).
In particular, we have that I(t) → 0 when t → t0 +D + T .
Furthermore, we deduce that ∥z(t, ·)∥L2(0,1) is bounded for
all t ∈ [t0, t0 +D + T ).

• Boundedness of ∥v(t, ·)∥L2(0,D) in [t0, t0 +D]:
Notice that v is given in [t0, t0 +D]× [0, D] by

v(t, y) =

{
0, t ∈ [t0, t0 +D − y],

U(t+ y −D), t ∈ [t0 +D − y, t0 +D].
(92)
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Thus, for all (t, y) ∈ [t0, t0 +D]× [0, D], we have

|v(t, y)| ≤ |U(t+ y −D)|. (93)

Next, by squaring the previous inequality, integrating w.r.t. y
from 0 to D, and using Cauchy-Schwartz’s inequality, we get

∥v(t, ·)∥2L2(0,D) ≤
∫ D

0

|U(t+ y −D)|2dy (94)

=

∫ D

0

|F (t+ y − t0 −D,ψ(t, ·, y))|2dy (95)

=

∫ D

0

(∫ 1

0

K(1, s, t+ y − t0 −D)ψ(t, s, y) ds

)2

dy

(96)

≤
∫ D

0

∥K(1, ·, t+y−t0−D)∥2L2(0,1)∥ψ(t, ·, y)∥
2
L2(0,1)dy

(97)

=

∫ D

0

∥K(1, ·, t+y−t0−D)∥2L2(0,1)∥z(t+y, ·)∥
2
L2(0,1)dy.

(98)

Seeing that ∥z(t, ·)∥L2(0,1) is bounded for all t ∈ [t0, t0 +
D + T ) and that ∥K(1, ·, t+ y − t0 −D)∥L2(0,1) is bounded
in [t0, t0+D], we deduce that ∥v(t, ·)∥L2(0,D) is bounded for
all t ∈ [t0, t0 +D].

• Convergence of the control to the origin in a prescribed
time:
From the equations (69) and (76), we have for all t ≥ t0 +D

|U(t)| = |F (t− t0, ψ(t, ·, D))| (99)
≤ ξ2(t− t0)∥z(t0 +D, ·)∥L2(0,1). (100)

In particular, it is clear that U(t) → 0 when t→ t0 +T . This
concludes the proof.

IV. PRESCRIBED-TIME STABILIZATION BY OUTPUT
FEEDBACK

Following the same lines of Section III, let us adapt our
approach to design an observed-based control of (68).

A. Prescribed-time output boundary feedback
stabilization in the delay-free case

As before, it is necessary to have a prescribed-time output-
feedback boundary controller for the delay-free case of system
(1)-(5). This can be achieved using [27] as summarized in what
follows:

1) Observer design: Assume that D = 0. The following
observer system was proposed in [27]:

ẑt(t, x) = ẑxx(t, x) + λẑ(t, x) + P (x, t− t̄0, T )

× [zx(t, 1)− ẑx(t, 1)] , (101)
ẑ(t, 0) = 0, (102)
ẑ(t, 1) = U(t), (103)
ẑ(t̄0, x) = ẑ0(x), (104)

with observer gain P given by

P (x, t− t̄0, T ) := −γ3(t− t̄0)

2γ23,0
x

+∞∑
n=0

γ3(t− t̄0)
1
3

4Tγ
1
3
3,0

n

×
(−
(
1− x2

)
)n

(n+ 1)!

n∑
j=0

j∑
k=0

1

j!

(
j
k

)

×
(
n+ 2 + k
n− j

)(
−Tγ3(t− t̄0)

2
3

2γ3,0

)j

,

(105)

and γ3 defined in (10). The observer state ẑ(t, ·) converges to
z(t, ·) within the prescribed terminal time t̄0+T provided that
the observer gain γ3,0 = γ3(0) satisfies

γ3,0T >
3
√
4. (106)

More precisely, there exist a positive constant α1 and a positive
polynomial function Q1(·) in terms of γ2(t − t̄0) such that,
for any initial conditions z(t̄0, ·) and ẑ(t̄0, ·), the following
inequality holds for all t ∈ [t̄0, t̄0 + T ):

∥z(t, ·)− ẑ(t, ·)∥L2(0,1) ≤ ζ1(t− t̄0)∥z(t̄0, ·)− ẑ(t̄0, ·)∥L2(0,1),
(107)

where

ζ1(t− t̄0) := Q1

(
α1γ2(t− t̄0)

)
e−α1γ2(t−t̄0). (108)

In particular, ∥z(t, ·)− ẑ(t, ·)∥L2(0,1) → 0 as t→ t̄0 + T .
2) Control design: We recall the following time-varying

boundary output control:

U(t) :=

∫ 1

0

K(1, s, t− t̄0)ẑ(t, s)ds, (109)

where the control gain K is as in (13) (subject to (14)) and
ẑ(t, ·) is generated from (101)-(104).

Using the control (109), the closed-loop system (1)-(5) is
PTS in the following sense: there exist two positive constants
α2 and α3 and two positive polynomial functions Q2(·) and
Q3(·) defined in terms of γ1(t − t̄0) such that for any for
any initial conditions z(t̄0, ·) and ẑ(t̄0, ·) at initial time t̄0, the
following inequality holds:

∥z(t, ·)∥L2(0,1)+∥ẑ(t, ·)∥L2(0,1) ≤ ζ2(t− t̄0)
(
∥z(t̄0, ·)∥L2(0,1)

+∥ẑ(t̄0, ·)∥L2(0,1)

)
,

(110)

for all t ∈ [t̄0, t̄0 + T ), where

ζ2(t− t̄0) := Q2

(
α2γ1(t− t̄0)

)
e−α2γ1(t−t̄0). (111)

Furthermore, we have

|U(t)| ≤ ζ3(t− t̄0)∥ẑ(t̄0, ·)∥L2(0,1), (112)

for all t ∈ [t̄0, t̄0 + T ), with

ζ3(t− t̄0) := Q3

(
α3γ1(t− t̄0)

)
e−α3γ1(t−t̄0). (113)

In particular, ∥ẑ(t, ·)∥L2(0,1) → 0, ∥z(t, ·)∥L2(0,1) → 0, and
|U(t)| → 0 when t→ t̄0 + T .
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B. Prescribed-time output boundary feedback
stabilization for the input delay case

Let us now come back to (1)-(5) and its PDE-PDE cas-
cade representation (20)-(24) with collocated output Y (t) =
zx(t, 1). We propose the following observer for (1)-(5):

ẑt(t, x) = ẑxx(t, x) + λẑ(t, x) + P (x, t− t0, D + T )

× [zx(t, 1)− ẑx(t, 1)] , (114)
ẑ(t, 0) = 0, (115)
ẑ(t, 1) = v(t, 0), (116)
vt(t, y) = vy(t, y), (117)
v(t,D) = U(t), (118)

with the observer gain P is given as in (105) where we replace
T by D+T in the expression of γ3(t− t0) to ensure that the
convergence of ẑ(t, ·) to z(t, ·) is achieved in t0 + D + T
instead of t0 + T . The transport PDE (117)-(118) is exactly
as in (23)-(24), and notice that (116) can be always expressed
using the delayed input U(t−D) (i.e. ẑ(t, 1) = U(t−D)).

Remark 8: Since our goal is to design an output-feedback
control U(t) for (20)-(24), we do not need to estimate the
dynamics v of (117)-(118) (or (23)-(24)) because, from (25),
it is expressed in terms of the control U(t) and its delayed
version U(t−D) which in turn are expressed in terms of the
observer state ẑ(t, x). Consequently, the error system will be
independent of the control input U(t) and the transport state
v(t, y) and can be proven to be PTS, due to [27], regardless
of the value of the delay D, if the observer gain γ3,0 = γ3(0)
satisfies

γ3,0(D + T ) >
3
√
4. (119)

Thus, from (107), the following inequality holds:

∥z(t, ·)− ẑ(t, ·)∥L2(0,1) ≤ ζ1(t− t0 −D)∥z0 − ẑ0∥L2(0,1),
(120)

for t ∈ [t0, t0 +D + T ) where z0 = z(t0, ·) and ẑ0 = ẑ(t0, ·).
In particular, ∥z(t, ·)∥L2(0,1) → ∥ẑ(t, ·)∥L2(0,1) as t → t0 +
D + T .

1) Time-varying infinite-dimensional backstepping trans-
formation: As in Subsection III-B.1, we consider the follow-
ing time-varying infinite-dimensional backstepping transfor-
mation:

ω(t, y) = v(t, y)− F (t+ y − t0 −D, φ̂(t, ·, y)), (121)

where F has the same structure as in (27), i.e.,

F (t+ y − t0 −D, φ̂(t, ·, y)) :=
∫ 1

0

K(1, s, t+ y − t0 −D)

× φ̂(t, s, y)ds, (122)

and φ̂ is chosen to satisfy φ̂(t, x, y) = ẑ(t + y, x), and
therefore, is solution of the following parabolic PDE:

φ̂y(t, x, y) = φ̂xx(t, x, y)+λφ̂(t, x, y)+P (x, t+y−t0, D+T )

× [φx(t, 1, y)− φ̂x(t, 1, y)] , (123)
φ̂(t, 0, y) = 0, (124)
φ̂(t, 1, y) = v(t, y), (125)
φ̂(t, x, 0) = ẑ(t, x), (126)

with φ being generated from (28)-(31).
2) Target System : Using (121), we transform respectively

(20)-(24) and (114)-(116) into the two following target sys-
tems:

zt(t, x) = zxx(t, x) + λz(t, x), (127)
z(t, 0) = 0, (128)
z(t, 1) = ω(t, 0) + F (t− t0 −D, ẑ(t, ·)), (129)
ωt(t, y) = ωy(t, y), (130)
ω(t,D) = 0, (131)

and

ẑt(t, x) = ẑxx(t, x) + λẑ(t, x) + P (x, t− t0, D + T )

× [zx(t, 1)− ẑx(t, 1)] , (132)
ẑ(t, 0) = 0, (133)
ẑ(t, 1) = ω(t, 0) + F (t− t0 −D, ẑ(t, ·)), (134)

where ω : [t0, t0 +D+T )× [0, D] → R is the transport PDE
state.

Note that using the fact that φ(t, x, y) = z(t + y, x)
and φ̂(t, x, y) = ẑ(t + y, x) for all (t, x, y) ∈
[t0, t0 + D + T ) × [0, 1] × [0, D], it is clear that (121)
verifies (130)-(131).

3) Time-varying infinite-dimensional inverse transforma-
tion: The inverse transformation is given by,

v(t, y) = ω(t, y) + F (t+ y − t0 −D, ψ̂(t, ·, y)), (135)

where

F (t+ y − t0 −D, ψ̂(t, ·, y)) :=
∫ 1

0

K(1, s, t+ y − t0 −D)

× ψ̂(t, s, y)ds, (136)

where ψ̂ is the solution of

ψ̂y(t, x, y) = ψ̂xx(t, x, y)+λψ̂(t, x, y)+P (x, t+y−t0, D+T )

×
[
ψx(t, 1, y)− ψ̂x(t, 1, y)

]
, (137)

ψ̂(t, 0, y) = 0, (138)

ψ̂(t, 1, y) = ω(t, y) + F (t+y−t0−D, ψ̂(t, ·, y)), (139)

ψ̂(t, x, 0) = ẑ(t, x), (140)

and ψ is generated from

ψy(t, x, y) = ψxx(t, x, y) + λψ(t, x, y), (141)
ψ(t, 0, y) = 0, (142)

ψ(t, 1, y) = ω(t, y) + F (t+y−t0−D, ψ̂(t, ·, y)), (143)
ψ(t, x, 0) = z(t, x). (144)

Similarly, from the inverse transformation (135), we recover
(23)-(24).
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4) Prescribed-time predictor-based output controller :
As in Subsection III-B.4, we recover the expression of the
boundary control U(t) as follows:

U(t) = v(t,D) = F (t− t0, φ̂(t, ·, D))

:=

∫ 1

0

K(1, s, t− t0)φ̂(t, s,D)ds,
(145)

from (121) at y = D, where φ̂ is generated from (28)-(31)
and K is given in (13). Likewise from (135) at y = D, we
can get

U(t) = v(t,D) = F (t− t0, ψ̂(t, ·, D)), (146)

where ψ̂ is generated from (137)-(140).

Remark 9: To achieve exponential output-feedback stabi-
lization, it is sufficient to replace the control gain K by Kexp
in (19) as in Remark 5 and the observer gain P by

Pexp(x) = −(λ+ λ0)x
I1(
√

(λ+ λ0)(1− x2))√
(λ+ λ0)(1− x2)

, (147)

for all x ∈ [0, 1] and any observer gain λ + λ0 ≥ 0,
with λ0 ≥ 0 a tuning parameter. The expression of the
exponential predictor-based output-feedback controller Uexp(t)
is then given by

Uexp(t) =

∫ 1

0

Kexp(1, s)φ̂(t, s,D)ds, (148)

or

Uexp(t) =

∫ 1

0

Kexp(1, s)ψ̂(t, s,D)ds, (149)

with φ̂ and ψ̂ are respectively generated from (123)-(126) and
(137)-(140) using the observer gain Pexp(x) (147).

5) Stability analysis: In this subsection, we start by per-
forming a stability analysis on the target system (127)-(131).
Then, by the inverse transformation (135), we establish the
boundedness of the state of the original system (20)-(24) and
its convergence to zero in a prescribed time using a suitable
norm equivalence.

Proposition 3: Let the control and observer gains γ2,0 and
γ3,0 satisfy (14) and (119) respectively. Then, there exists a
rational function Q4(·) in terms of γ1(t− t0 −D) such that,∫ D

0

ζ3(t+ y − t0 −D)2dy ≤ Q4(α3γ1(t− t0 −D))

× e−α3γ1(t−t0−D), (150)

where γ1(·) and ζ3(·) given in (10) and (113) respectively.
Proof: see Appendix II.

Proposition 4: For the transport PDE v(t, x) satisfying
(23), there exists a positive polynomial function Q4(·) in terms
of γ1(t − t0 −D) such that the following estimate holds for
t ∈ [t0 +D, t0 +D + T ):

∥v(t, ·)∥L2(0,D) ≤ ζ4(t− t0 −D)
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)
, (151)

where

ζ4(t−t0−D) := Q4(α3γ1(t+y−t0−D))e−α3γ1(t+y−t0−D),

with γ1(·) given in (10). In particular, it holds
∥v(t, ·)∥L2(0,D) → 0 for all t→ t0 +D + T .

Proof: Let t ∈ [t0 +D, t0 +D + T ). Then, from (135)
and using the fact that ω(t, y) = 0,∀(t, y) ∈ [t0+D, t0+D+
T )× [0, D], we recover

v(t, y) = F (t+ y − t0 −D, ψ̂(t, ·, y)). (152)

Next, by squaring the previous equality and using the fact that
ψ̂(t, ·, y) = ẑ(t + y, ·) and using (112) for t̄0 := t0 +D, we
obtain,

|v(t, y)|2 ≤ ζ3(t+ y − t0 −D)2
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)2
. (153)

Now, by integrating from 0 to D with respect to y and using
(150) in Proposition 3, we obtain,

∥v(t, ·)∥2L2(0,D) ≤
∫ D

0

ζ3(t+ y − t0 −D)2dy

×
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)2
(154)

≤ ζ4(t− t0 −D)
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)2
, (155)

where

ζ4(t−t0−D) := Q4(α3γ1(t−t0−D))e−α3γ1(t−t0−D). (156)

Finally, by passing to the square roots,

∥v(t, ·)∥L2(0,D) ≤ ζ4(t− t0 −D)
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)
. (157)

In particular, we get ∥v(t, ·)∥L2(0,D) → 0 as t→ t0 +D+T .

Let us now give our second main result,
Theorem 2: Let the control and observer gains γ2,0 and

γ3,0 be chosen such that (14) and (119) are ensured. Let
T > 0, D > 0 and t0 ≥ 0. Then, the solution of the closed-
loop system (20)-(24) with the observer (114)-(116) and the
prescribed-time time-varying output control (145) (or (146))
is PTS in the following sense: For any initial conditions z0
and ẑ0, the quantities ∥z(t, ·)∥L2(0,1), ∥ẑ(t, ·)∥L2(0,1), and
∥v(t, ·)∥L2(0,D) remain bounded for all t ∈ [t0, t0 + D];
and for all t ∈ [t0 + D, t0 + D + T ), the following norm
J(t) = ∥z(t, ·)∥L2(0,1) + ∥ẑ(t, ·)∥L2(0,1) + ∥v(t, ·)∥L2(0,D)

satisfies,

J(t) ≤ LDζ5(t−t0−D)
(
∥z0∥L2(0,1) + ∥ẑ0∥L2(0,1)

)
, (158)

where ζ5(·) := ζ2(·) + ζ4(·), LD := (BD + B̄D) > 0,
BD := 2eλ(t0+D)

(
e−π2t0 + 1

2
√
πt0

)
and B̄D := BD +

sup
s∈[t0,t0+D]

ζ1(s− t0 −D). In particular, J(t) → 0 as t →

t0 +D + T and |U(t)| → 0 as t→ t0 + T .
Proof: • Boundedness of the two norms ∥z(t, ·)∥L2(1,0)

and ∥ẑ(t, ·)∥L2(1,0) in [t0, t0 +D]:

As in the proof of Theorem 1, it is clear that:
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∥z(t, ·)∥L2(0,1) ≤ BD∥z0∥L2(0,1) (159)
≤ BD(∥z0∥L2(0,1) + ∥ẑ0∥L2(0,1)), (160)

in [t0, t0 +D], with BD = 2eλ(t0+D)
(
e−π2t0 + 1

2
√
πt0

)
.

Moreover, using (120) and (160), we obtain

∥ẑ(t, ·)∥L2(0,1) ≤ ∥z(t, ·)∥L2(0,1) + ∥z(t, ·)− ẑ(t, ·)∥L2(0,1)

(161)
≤ BD(∥z0∥L2(0,1) + ∥ẑ0∥L2(0,1))

+ ζ1(t− t0 −D)∥z0 − ẑ0∥L2(0,1) (162)
≤ B̄D(∥z0∥L2(0,1) + ∥ẑ0∥L2(0,1)). (163)

with B̄D := BD + sup
s∈[t0,t0+D]

ζ1(s− t0 −D).

• PTS of the closed-loop system of (20)-(24):
Using (110) and (151) from Proposition 4, we have

J(t) = ∥z(t, ·)∥L2(0,1) + ∥ẑ(t, ·)∥L2(0,1) + ∥v(t, ·)∥L2(0,D)

(164)

≤ ζ2(t− t0 −D)
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)
+ ζ4(t− t0 −D)

×
(
∥z(t0 +D, ·)∥L2(0,1) + ∥ẑ(t0 +D, ·)∥L2(0,1)

)
(165)

= ζ5(t− t0 −D)
(
∥z(t0 +D, ·)∥L2(0,1)

+∥ẑ(t0 +D, ·)∥L2(0,1)

)
, (166)

for all t ∈ [t0 +D, t0 +D+ T ), where ζ5(·) := ζ2(·) + ζ4(·).
Next, using (160) and (163) for t = t0 + D, we recover
(158). In particular, we have that J(t) → 0 when t →
t0 +D+ T . Furthermore, we deduce that ∥z(t, ·)∥L2(0,1) and
∥ẑ(t, ·)∥L2(0,1) are bounded for all t ∈ [t0, t0 +D + T ).

• Boundedness of ∥v(t, ·)∥L2(0,D) in [t0, t0 +D]:

Notice that v is given in [t0, t0 +D]× [0, D] by

v(t, y) =

{
0, t ∈ [t0, t0 +D − y],

U(t+ y −D), t ∈ [t0 +D − y, t0 +D].
(167)

Thus, for all (t, y) ∈ [t0, t0 +D]× [0, D], we have

|v(t, y)| ≤ |U(t+ y −D)|. (168)

Next, by squaring the previous inequality, integrating w.r.t. y

from 0 to D and passing to the square roots, we get

∥v(t, ·)∥2L2 ≤
∫ D

0

|U(t+ y −D)|2dy (169)

=

∫ D

0

|F (t+ y − t0 −D, ψ̂(t, ·, y))|2dy (170)

=

∫ D

0

(∫ 1

0

K(1, s, t+ y − t0 −D)ψ̂(t, s, y) ds

)2

dy

(171)

≤
∫ D

0

∥K(1, ·, t+y−t0−D)∥2L2(0,1)∥ψ̂(t, ·, y)∥
2
L2(0,1)dy

(172)

=

∫ D

0

∥K(1, ·, t+y−t0−D)∥2L2(0,1)∥ẑ(t+ y)∥2L2(0,1)dy.

(173)

Seeing that ∥ẑ(t, ·)∥L2(0,1) is bounded for all t ∈ [t0, t0 +
D + T ) and that ∥K(1, ·, t − t0 − D)∥L2(0,1) is bounded in
[t0, t0+D], we deduce that ∥v(t, ·)∥L2(0,D) is bounded for all
t ∈ [t0, t0 +D].
• Convergence of the control to the origin in a prescribed

time:

From the expressions (146) and (153), we have for all t ≥
t0 +D

|U(t)| = |F (t− t0, ψ̂(t, ·, D))| (174)
≤ ζ3(t− t0)∥z(t0 +D, ·)∥L2(0,1). (175)

In particular, it is clear that U(t) → 0 when t→ t0 +T . This
concludes the proof.

V. NUMERICAL RESULTS

In this section, we present some numerical simulations
for the closed-loop original system (20)-(24), the original
observer system (114)-(116), as well as the original target
system (127)-(131). We can either: i) implement the
prescribed-time predictor-based output controller (145), with
predictor variable φ̂(t, s,D) (solution to (123)-(126) at
y = D) and observer (114)-(116) to simulate the original
closed-loop system (20)-(24) first, and then via the direct
transformation, to obtain the numerical solution of the target
system (127)-(131). Or, ii) implement the prescribed-time
predictor-based output-feedback controller U(t) given in
(146) with predictor variable ψ̂(t, s,D) (solution to (137)-
(140) at y = D) and employing the target observer system
(132)-(134). We chose the latter option, i.e., to simulate
first the target systems because they are more tractable due
to the “zero” at the boundary condition of the transport
PDE (see (131)). Thus, using the inverse transformation,
we can recover the original systems (20)-(24) and (114)-(116).

For the numerical simulations, we consider a reaction co-
efficient λ = 11, an initial time t0 = 0, a prescribed time
T = 1s, and 3 different delays: D = 0.5s, D = 0.6s,
D = 0.7s. For the Parabolic PDE part (20)-(22), we consider
5 different initial conditions: z0(x) = 0.1(x − x2), z0(x) =
(x − x2), z0(x) = 10(x − x2), z0(x) = 100(x − x2), and
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z0(x) = 1000(x − x2). For the transport PDE part (23)-(24)
and the observer part (114)-(116), we set the initial conditions
as ẑ0(x) = 0, v0(y) = 0. For the blow-up functions γ2 and γ3,
given in (10), we take the control and observer initial gains
γ2,0 = 3.3 and γ3,0 = 2.2 to satisfy the conditions (14) and
(119).

We approximate the transport hyperbolic PDE parts of
(20)-(24) (and (127)-(131)) using the Lax-Wendroff scheme
that can be set in Shampine’s solver for Matlab as presented
in [16]. This solver has been useful when one wants to
observe a finite-time convergence property (recall the simple
transport equation with “zero” at the boundary being fixed-
time convergent). The spatial and temporal discretization
were done with steps ∆y = 2 × 10−3, ∆t = 10−3 for the
interval [t0, 0.7(t0 + D + T )) and ∆t = 5 × 10−5 for the
interval [0.7(t0 +D + T ), t0 +D + T ). Notice that, in both
cases, the Courant-Friedrich-Levy (CFL) condition for the
numerical stability holds.
For the parabolic part of (20)-(24) (and (127)-(131)), we
employ an implicit Euler scheme. The spatial and temporal
discretization steps used were ∆x = 10−2, ∆t = 10−3 for the
interval [t0, 0.7(t0+D+T )) and ∆t = 5×10−5 for the interval
[0.7(t0 +D + T ), t0 +D + T ). This scheme is known for
its unconditional stability. All integral terms involved in
the infinite-dimensional direct/inverse transformations are
approximated using the trapezoidal rule. Additionally, the
kernel K given in (13) is explicit. It expressed in terms of
exponential function and modified Bessel function of the
first kind. Since it depends on time, it is recomputed at
each iteration of the simulation and updating its argument,
accordingly. In addition, the predictor variable ψ̂(t, s,D)
is obtained by solving, at each iteration, (137)-(144) (still
parabolic PDEs with domain y ∈ [0, D], x ∈ [0, 1], and fixed
t) with initial condition ẑ(t, x) begin solution to (132)-(134),
and boundary conditions involving ω(t, y), solution of the
transport PDE.

Figure 1 shows on the top left the evolution of z(t, x), the
state of reaction-diffusion PDE (20)-(22), on the top right the
evolution of ẑ(t, x), the observer state of reaction-diffusion
PDE (114)-(116), on the bottom left the evolution of v(t, y),
the state of the transport PDE (23)-(24) and on the bottom
right the evolution of ω(t, y) the state of the transport PDE
(51)-(52), with the prescribed-time predictor-based output con-
troller U(t) given in (146) with z0(x) = 10(x−x2). As it can
be observed, all the states converge to the origin in a prescribed
time equal to t0 +D + T = 1.5s.

Figures 2 and 3 illustrate, in a logarithmic scale, two
scenarios of the evolution of J(t) - the norm of the closed-
loop system (20)-(24), (114)-(116) with the prescribed-time
predictor-based output-feedback controller U(t) given in (146)
in comparison with the same norm with the exponential
predictor-based output-feedback controller Uexp(t), given in
(149) with the constant-gain λ + λ0 = 11 involved in the
control and observer kernels Kexp and Pexp given in Remark
9. In the first scenario, the initial condition is fixed as z0(x) =
100(x − x2) and three different delays are considered: D =
0.5s, D = 0.6s, and D = 0.7s. In the second scenario, the

delay is fixed as D = 0.5s and 5 different initial conditions
are set: z0(x) = 0.1(x − x2), z0(x) = (x − x2), z0(x) =
10(x−x2), z0(x) = 100(x−x2), and z0(x) = 1000(x−x2).
As it can be observed, the norm of the closed-loop system
(20)-(24), (114)-(116) converges to the origin in a prescribed
time t0 +D + T no matter what initial condition z0 or delay
D we take.

Finally, in the upper left and right of Figure 4, we give a
comparison between the norm of the closed-loop system (20)-
(24), (114)-(116), for a delay D = 0.5s, using the prescribed-
time predictor-based output-feedback controller U(t) given in
(146) (in red solid line) in comparison with the same norm
using the exponential predictor-based controller Uexp(t) given
in (149) with the constant-gain λ+ λ0 = 11 (in black dashed
line) and with a higher constant-gain λ + λ0 = 28 (in blue
dashed line). On the bottom of Figure 4, we give a comparison
between the controllers U(t) (in red solid line) and Uexp(t)
with the gain λ + λ0 = 11 (in black dashed line) and with
a higher gain λ + λ0 = 28 (in blue dashed line). As it can
be observed, at the delay D = 0.5s, the norm of the closed-
loop system using the exponential controller Uexp(t) (with the
higher gain λ+λ0 = 28) exhibits the “peaking phenomenon”
[29] (see the blue dashed curve in the upper left plot of Figure
4). After delay D = 0.5s, the norm outpaces the same norm
using the prescribed-time controller U(t). However, as time
progresses, the curves of the two norms cross, and from then
on the norm of the closed-loop system using the prescribed-
time controller U(t) outperforms the same norm using the
exponential controller Uexp(t). This is due to the fact that
the exponential controller starts with an aggressive control
effort, because of the high gain λ + λ0, but with time its
effort diminishes (see bottom left of Figure 4). In contrast, the
prescribed-time controller U(t) starts with a moderate effort
to avoid peeking (see [28, Section 1.4.2] for more discussions
on prescribed-time controllers and their effect to reducing state
peaking) and then gradually increases its control effort towards
the end of the simulation to ensure that the convergence is
completed in the prescribed time (see the upper left and bottom
plots of Figure 4).

Remark 10: Notice that, from both theoretical and numer-
ical point of view, there is no delay limit. In fact, one of the
features of our approach is that it enables compensation for
arbitrarily long delays. However, it should be noted that for
very long delays D, it is necessary to reduce the space step ∆y
to be able to better solve the hyperbolic PDE since it is defined
on delay dependent space interval [0, D]. In simulations, this
will, of course, burden the computation effort and simulations
will take longer to complete.

VI. CONCLUSION

This paper dealt with the problem of output-feedback stabi-
lization in prescribed time of a 1D reaction-diffusion system
with boundary input delay. The system is rewritten into a PDE-
PDE setting (a cascade of a parabolic PDE with a hyperbolic
PDE), where the hyperbolic PDE models the effect of the
delay on the input. The predictor-based output controller is de-
signed using a time-varying infinite-dimensional backstepping
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Fig. 1. On the top left: the evolution of the state z(t, x) of the parabolic PDE (20)-(22) with z(t0, x) = 10(x − x2). On the top right: the
evolution of the observer state ẑ(t, x) of the parabolic PDE (114)-(116) with ẑ(t0, ·) ≡ 0. On the bottom left: the evolution of v(t, y) the state of
the hyperbolic PDE (23)-(24) with prescribed-time predictor-based controller U(t) in (146) with v(t0, ·) ≡ 0 and D = 0.5s. On the bottom right:
the evolution of ω(t, y) the state of the transport PDE (51)-(52).
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Fig. 2. The evolution of the norm ∥z(t, ·)∥2
L2(0,1)

+∥ẑ(t, ·)∥2
L2(0,1)

+∥v(t, ·)∥2
L2(0,D)

of the closed-loop system (20)-(24), (114)-(116) with
PTS controller U(t) (146) in solid lines and with ES controller Uexp(t)
(149) with λ0 = 0 in dashed lines (logarithmic scale), for z(t0, x) =
10(x − x2), ẑ(t0, x) = 0, v(t0, y) = 0, and 3 different delays:
D = 0.5s, D = 0.6s, and D = 0.7s.

transformation that transforms the PDE-PDE unstable system
into a well-chosen target system. The inverse transformation
ensures the desired convergence. Numerical simulations are
given to illustrate the results. Future work will extend this
result to a more general class of nonlinear reaction-diffusion-
advection systems with non-delayed/delayed boundary control,
for which we may follow the Control Lyapunov function
(CLF) technique [33]. Extensions will also include more
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Fig. 3. The evolution of the norm ∥z(t, ·)∥2
L2(0,1)

+∥ẑ(t, ·)∥2
L2(0,1)

+∥v(t, ·)∥2
L2(0,D)

of the closed-loop system (20)-(24), (114)-(116) with
the PTS controller U(t) (146) in solid lines and with ES controller
Uexp(t) (149) with λ0 = 0 in dashed lines (logarithmic scale) for a delay
D = 0.5 and 5 different initial conditions z(t0, x) = 10i(x − x2),
i ∈ {−1, 0, 1, 2, 3}.

complex dynamics, e.g., stabilization in prescribed time of
parabolic PDEs coupled with hyperbolic quasilinear/semilinear
equations with non-local terms for which we can also use
the results in [7]. Moreover, we may consider implementation
of the continuous-time controller in the light of sampled-data
and event-triggered control for PDEs which requires a careful
study of robustness to sampling while accounting, in this case,
for time-varying growth gains and the input delay. This may
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Fig. 4. On the top: The evolution of the norm ∥z(t, ·)∥2
L2(0,1)

+ ∥ẑ(t, ·)∥2
L2(0,1)

+∥v(t, ·)∥2
L2(0,D)

of the closed-loop system (20)-(24) with
PTS controller U(t) (146) in red solid line and with ES controller Uexp(t) (149) for λ0 = 0 in black dashed line and λ0 = 17 in blue dashed line
(normal scale on the left and logarithmic scale on the right), with z(t0, x) = 10(x − x2), ẑ(t0, x) = 0, v(t0, y) = 0, and D = 0.5s. On the
bottom, the evolution of the PTS controller U(t) (146) in red solid line along with ES controller Uexp(t) (149) for λ0 = 0 in black dashed line and
λ0 = 17 in blue dashed line.

follow the ideas of [12].

APPENDIX I
PROOF OF PROPOSITION 1

Let A be defined as follows:

A =

∫ D

0

ξ2(t+ y − t0 −D)2dy (176)

:=
clM

(2α0)4

∫ D

0

(2α0)
4γ2(t+ y − t0 −D)2

× e−2α0

√
γ2(t+y−t0−D)dy (177)

=
clM

(2α0)4

∫ D

0

(2α0

√
γ2(t+ y − t0 −D))4

× e−2α0

√
γ2(t+y−t0−D)dy. (178)

where M , ck, and α0 are all defined in (16).
Next, let us consider the following change of variables:

s = 2α0

√
γ2(t+ y − t0 −D)

=
2α0γ2,0T

(t0 +D + T − t− y)

(179)

from which we recover,
ds

dy
=

2α0γ2,0T

(t0 +D + T − t− y)2

=
2α0

γ2,0T
γ2(t+ y − t0 −D)

=
s2

2α0γ2,0T
.

(180)

Now, by using (179)-(180) in (176) (along with dy =
2α0γ2,0T

ds
s2 ), we obtain

A =
γ2,0clMT

8α3
0

∫ 2α0

√
γ2(t−t0)

2α0

√
γ2(t−t0−D)

s2e−sds (181)

Finally, by integrating by parts twice, we recover

A =
γ2,0clMT

8α3
0

[
−(s2 + 2s+ 2)e−s

]2α0

√
γ2(t−t0)

2α0

√
γ2(t−t0−D)

= −Q
(
2α0

√
γ2(t− t0)

)
e−2α0

√
γ2(t−t0)

+Q
(
2α0

√
γ2(t−t0−D)

)
e−2α0

√
γ2(t−t0−D)

≤ Q
(
2α0

√
γ2(t−t0−D)

)
e−2α0

√
γ2(t−t0−D), (182)

where Q(s) =
γ2,0clMT

8α3
0

(s2 + 2s+ 2).
This concludes the proof.

APPENDIX II
PROOF OF PROPOSITION 3

Let B be defined as follows,

B =

∫ D

0

ζ3(t+ y − t0 −D)2dy

:=

∫ D

0

Q3

(
α3γ1(t+ y − t0 −D)

)
× e−α3γ1(t+y−t0−D)dy, (183)

where ζ3 is given in (111).
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Next, let us consider the following change of variables:

s = α3γ1(t+ y − t0 −D)

=
α3γ1,0T

(t0 +D + T − t− y)
,

(184)

from which we recover,

ds

dy
=

α3γ1,0T

(t0 +D + T − t− y)2

=
α3

γ1,0T
γ2(t+ y − t0 −D)

=
s2

α3γ1,0T
.

(185)

Now, by using (184)-(185) in (183) (along with dy =
α3γ1,0T

ds
s2 ), we obtain

B = α3γ1,0T

∫ α3γ1(t−t0)

α3γ1(t−t0−D)

Q3(s)

s2
e−sds. (186)

By noticing that the polynomial function Q3(·) (of degree
p ∈ N∗) can be expressed as Q3(s) =

∑p
i=0 cis

i with some
positive coefficients ci > 0, we get,

B = α3γ1,0T

p∑
i=0

ci

∫ α3γ1(t−t0)

α3γ1(t−t0−D)

si−2e−sds. (187)

Now, let us calculate each sub-integral of the previous
expression. To do that, let us consider the following two cases:

Case 1: Let i ∈ {2, 3, · · · , p} (i.e. i − 2 ≥ 0). Then, by
using multiple integrations by parts, we obtain,∫ α3γ1(t−t0)

α3γ1(t−t0−D)

si−2e−sds=

−(i− 2)!

i−2∑
j=0

sj

j!
e−s

α3γ1(t−t0)

α3γ1(t−t0−D)

(188)

≤ (i− 2)!

i−2∑
j=0

(α3γ1(t− t0 −D))j

j!
e−α3γ1(t−t0−D). (189)

Note that proving (188) is straightforward by induction.

Case 2: Let i ∈ {0, 1} (i.e. i− 2 < 0). Then, by using the
generalized exponential, defined as

En(r) = rn−1

∫ ∞

r

e−s

sn
ds, r > 0, n ∈ N∗, (190)

and its property [3, Section 2]:

e−r

n+ r
≤ En(r) ≤

e−r

n− 1 + r
, (191)

we obtain,∫ α3γ1(t−t0)

α3γ1(t−t0−D)

e−s

s2−i
ds ≤

∫ +∞

α3γ1(t−t0−D)

e−s

s2−i
ds (192)

:=
1

(α3γ1(t− t0 −D))1−i
E2−i(α3γ1(t− t0 −D)) (193)

≤ e−α3γ1(t−t0−D)

(1− i+ α3γ1(t− t0 −D))(α3γ1(t− t0 −D))1−i
.

(194)

Finally, by using (189) from Case 1 and (194) from Case
2, we recover,

B ≤ Q4(α3γ1(t− t0 −D))e−α3γ1(t−t0−D), (195)

where

Q4(s) = α3γ1,0T

(
1∑

i=0

ci
(1− i+ s)s1−i

+

p∑
i=2

ci(i− 2)!

i−2∑
j=0

sj

j!

 . (196)

This concludes the proof.
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