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Abstract

We consider a simplified steady-state equation for the turbulent kinetic energy used
in turbulence modeling, with homogeneous boundary conditions and an eddy viscosity
proportional to a regularization of the distance to the boundary. After determining a
suitable space function for this equation, we prove the existence and the uniqueness
of a renormalized solution.

Key words : Fluid mechanics, Turbulence models, degenerate operators, Navier-Stokes
Equations, Turbulent Kinetic Energy.

2010 MSC: 76D05, 35Q30, 7T6F65, 76D03, 35Q30.

1 Introduction

The aim of this paper is to prove the existence and the uniqueness of a renormalized
solution to the steady-state boundary problem

div (¢Vk k_ D in Q

(1.1) —div ( )+Z_ in Q,

k=20 at T,

where the unknown k denotes the the turbulent kinetic energy of a turbulent flow, ¢
stands for the Prandtl mixing lenght, a given non negative function that degenerate near
the boubdary as the distance to the boundary.

The turbulent kinetic energy k roughly measures the deviation of the velocity field from
its mean Vv in a turbulent flow and is one of the main variables used in turbulence models.
It is governed by a transport-diffusion equation with source and sink terms, taking the
form:

Dk
1.2 —  —div (e (k) VE) = D — €
( ) .Dt (/’Lt b( ) ) \ ,
transport diffusion energy turbulent
production dissipation

In this equation:

1) fewrs (k) is an eddy diffusivity coefficient, expressed as

(13) o (k) = COVE,



a formula deduced from dimensional analysis, where £ is the Prandtl mixing length, C' is a
dimensionless constant generally obtained from experimental data, under the assumption
that k& > 0.

2) The production term D is given by

Vv + Vvt |2
2

9

(1.4) D = v (1)

where Vi, = Vi (k) is the eddy viscosity, the form of which is similar to that of (1.3).
According to the standard energy balance satisfied by ¥, we have D € L' and no better.

3) The dissipation term ¢ is given by

vk
T

which is also deduced from dimensional analysis. This equation, referred to as the TKE
equation, is derived from averaging the energy balance in the Navier-Stokes equations,
and is central to many turbulence models, the most popular being the k£ — e model, which
involves an additional equation for ¢ [7, 10, 17].

The TKE equation is set in a bounded domain {2 and is driven by the Prandtl mixing
length ¢, representing the distance a turbulent eddy can travel before being mixed into
the rest of the fluid [20]. The mixing length is somewhat equivalent to the mean free path
in the kinetic theory of gases. Near the boundary of €2, denoted by I, £ is proportional to
the distance to I', leading to significant mathematical challenges. For this reason, in many
earlier works, Formula (1.3) is replaced by

(1.6) Heurs (k) = po + Cla(k),

where g > 0 and the function (k) > 0 is a bounded continuous approximation of Vk,
since unbounded eddy coefficients also pose significant issues (cf. [5, 8, 12, 14]).
Recently, the case with pg = 0, i.e. (k) = Clu(k), has been studied in the steady-state
case [2]. However, only relaxed cases could be addressed, namely

(1.5)

(1.7) fewrs () = CLPRi(E), for 0 < B < 1.

Depending on the value of 8 €]0, 1], we were able to derive estimates for k£ and subsequently
couple the TKE equation with Navier-Stokes equations featuring an eddy viscosity of
the form v, (k) = C'"0"v(k), where 0 < v, < (k) < vy, and 0 < 1 < 7. < 1 and
0 < 8 < Bc < 1, under homogeneous boundary conditions (cf. [2, 11]).

The central idea behind these results relies on estimates in weighted spaces, embedded
within regular Sobolev spaces, using a result by Kufner [9], which provides a framework
for defining the trace of k at the boundary.

In this paper, we focus on the case 8 = 1 in the steady-state case, for which Kufner’s
results are no longer applicable. A linear equation for a boundary layer with an eddy
viscosity behaving as d(z,I") near the ground and a Boussinesq source term was studied
in [6]. We found a solution in H'/2, but no better, for which no trace can be defined.
The strategy to tackle the problem set by the TKE equation (1.2), equipped with the eddy
coefficient fu,,.,(k) = (i(k) (taking C' = 1 for simplicity), is taking advantage of the term
e, which has the right sign. For simplicity, in this first approach, we take (k) constant to
be equal to 1, and instead of formula (1.5),
(1.8) €=

Y

k
‘



and considering the steady state case, we are led to consider the linear PDE problem (1.1),
assuming

(1.9) e L) st.£>0ae Q and YwCCQ, infl>0,
(1.10) lz) ~d(z,T) when d(z,T)—0,
(1.11)

The key observation is that, by formally multiplying the equation (1.2) by T, (k), T, being
the truncation function at height z > 0 (see (3.1) belovv) we obtain the estimate

|T:(k(2)) 1
Um [ (x)|VT,( 2d +
(1.12) et | <x>T (k(x))
[ (@)VT(k(a >>|2dx+/£2£(@§zuwnago,1-

In other words, T, (k) naturally belongs to the space
(1.13) Hy = {u eD(Q), MVue XY, — ¢ L2(Q)} .

This invites us to seek a renormalized solution, in the way initially developed by Lions-
Murat for elliptic equations with a right-hand side in L' [19, 18] (see also in [13, chapter
5]). The main results of the paper is the existence of a renormalized solution and its
uniqueness to Problem (1.2).

The paper is organized as follows. We ﬁrst determine the space function suitable for
problem (1.2), which is a subspace of H3 2, the functions of which having a trace on I’
well defined and equal to 0. Then we give the definition of a renormalized solution, and
prove the main results. We have gathered in an appendix technical results essential to the
demonstrations of the main results.

Aknowledgements. The authors thank Francois Murat for several stimulating discussions
about this problem and renormalized solutions.

2 Space function

Recall that we focus on the problem

k=0 at T,

~|

2.1 Embeddings

We mentionned in the introduction that the natural space for solving Problem (2.1) is the
space H; defined by :

(2.2) Hy = {u eD(Q), (MVuel2Q)N, — e LZ(Q)} :

where the the function ¢ satisfies the assumptions (1.9) and (1.10). It is an Hilbert space,
equipped with the scalar product

(2.3) (u,v)p = /Qé(x)Vu(ac) - Vo(x) d:v—l—/gu(;();))(x)dx.

We denote by ||u|l¢ = +/(u,v), the corresponding norm.



Lemma 2.1. The following holds :

(2.4) Hy — HO%(Q) = {u € H2(Q), s.t. % € L2(Q)} .

Proof. From the definition of Hy, we get Hy < L?(2;¢~'dz), which combined with (1.9)
yields Hy — L%(Q;dz) = L?(Q2). Therefore,

Hy— V= {u eD(Q), Vue XN, ue L2(Q)} .

We know from previous works [2, 3, 4, 6], that V; — H%(Q), yielding (2.4) thanks to the
1
definition of Hg(£2) initially given by Lions-Magenes [16]. O

From the Sobolev theorem, we deduce that

(2.5) Vi<p< Hy < LP(),

N
N-1

with compact embedding.

2.2 Traces and homogeneous spaces

1
We know from [16] that any function u € Hg(£2) can be continuously extended by zero
1

outside €2, into a function v € H 3 (RN). However, a function in H2 () may lack a trace at
I', which remains an open topic of discussion. Therefore, the result of the previous section
is not enough to take into account the homogeneous boundary condition in the definition
of a renormalized solution. This is why we introduce additional spaces. We start with

(2.6) Dy(2) =D(Q2) N Hy,

where D(Q) stands for the set of restrictions to  of functions in D(RY). We observe
that, thanks to (1.9), we have D(Q) C Dy(Q). In particular, Dy(2) # 0. We conjecture

that, in fact, D(Q2) = Dy(2). Now we consider:

Wy = closure of Dy(Q2) in Hy,

27) Weo = closure of D(2) in W,.

It is likely that Hy = W, = Wy, but we do not have a proof of this fact yet, which is not
essential for the following. We prove the following result.

Lemma 2.2. For some constant C' = C(, ||¢||o0),

2
@8 YueD@®, lulfos= [l <clu=c ([ avap+ [ 1),
v r Q o ¢

Proof. We know from classical results about trace theory [1, 22] that 3C = C(Q) such
that

29  Vwed®, fulror= [ |wrsc(/9 vul+ [ |w|)=cuwun;1,1,
T

where we still denote w the trace at I' instead of tr(w), so far no risk of confusion occurs.
Let u € Dy(2), and take w = u? € D(Q) in (2.9). Therefore,

(2.10) /F|u|2 §C</Q\V(u2)\+/g|u12>.

4



On one hand,

2
(211) [k < el [ 25
Q Q

On the other hand, Young inequality directly yields

2
(2.12) /‘V(uz)‘ :/2|uVu| §/|12’+/€|Vu|2,
Q Q Q Q

hence (2.8) follows. O

The consequence of the inequality (2.8) is that we can extend the trace operator by density
to the space W given by (2.7),

(2.13) tr:{ We — LAD),

u  —  tr(u).

Obviously,
Weo C ker(tr),

and it is reasonable to conjecture that Wy o = ker(tr). However, we can claim that functions
in the space Wy have a trace at I' which is equal to zero, making Wy, the right space
to work in. Noting that Wy is a Hilbert space for the H, scalar product, and that
L?(Q) C Wtf,ov the following is a direct consequence of the Lax-Milgram theorem.

Theorem 2.1. Let D € L*(Q). Then there exists a unique k € Wy such that
(2.14) Vwe Wy, (k,w)= / Dw.
Q

In other words, Problem (2.1) has a unique weak solution in W .

3 Renormalized solutions

In this section we shall use function tests of the form F'(k), for F' satisfying the Stampacchia
conditions defined below.

Definition 3.1 (Stampacchia conditions). Let F' : R — R. We say that F satisfies the
Stampacchia conditions if F is globally Lipchitz and its derivative F' has a finite number of
discontinuities. We denote by Stamp(R) the set of all functions satisfying the Stampacchia
conditions.

We will use intensively the truncation at height z € R% | denoted by T, and given by

—z if t< —z,
(3.1) T,:t—< t if —2<t<z,
z if t> z.

Note that Vz € R}, T, € Stamp(R), with in addition 7,(0) = 0. Therefore, by the
theorem A.3 in the appendix, we deduce that Vk € Wy, T.(k) € Wyp.



Figure 1: graph of the function 7.

3.1 Convergence of the approximations

Let D € LY(Q), (Dy,)nen be a sequence in L?(9) such that

o7l
(3.2) D, Nl D in L7 (Q),
(3.3) VneN, D, <|D| ae. in Q.

For example, D, = T;,(ID) is a suitable sequence. Let k, € W, satisfy in a weak sense as
in Theorem 2.1,

| b
5.4) { —div ((Vhy) + 5 =Dy in ©,

kn,=0 at I

Lemma 3.1. The sequence (ky)nen is a Cauchy sequence in L (Q,K_ldx). Therefore,
there exists k € LY(Q, ¢~ Ydx) such that k, — k in L*(Q, ¢~ dz).

n—-+00
Proof. Let H,), n > 0, denotes the usual Lipchitz approximation of the Heaviside function,
1 if t< —n,
(3.5) Hy,:2z— < t/n if —n<t<n,
1 if t>n.

St--"=
~+~

Figure 2: graph of the function H,.

We notice that H,, € Stamp(R) and H,,(0) = 0. By substracting both (2.14) for k, and kg,
we see that Vv € Wy,

k, — k
/ OV (ky — ky) - Vv+/ p—Ha, /(Dp _ D).
Q o ! Q
Taking v = H,,(k, — kq) € Wy (c.f. Theorem A.3) leads to

(kp — ko) Hy (ky — ky)
/Qav(kp - kq)|2H;;(kp - k/'q) "’/Q . 4 ; £ 1 < ||[D)p - DqHQ;O,h




given that |H,(k, — k)| < 1. Therefore, as Hj, > 0, letting 1 go to zero, and noticing that

tH, (t) — [t| for all t € R,
n—0

we deduce from Fatou’s lemma
|kp — quLl(dl‘) < HDP - ID)qHQ;O,l p,qjéo 0,

w

hence the result. As L' (Q,Eildaﬁ) is a complete space, the sequence (k;)nen has a limit

ke LY, ¢ 1dr). O
Lemma 3.2. Let k = 1i_>rn k, € L (Q,Kﬁldl‘) given by the statement of Lemma 3.1.
Then

(3.6) VzeRL, T.(kn),T.(k) € Wy,

and we have

weakly in Wy,
(3.7) T, (k) njm T.(k) ¢ strongly in LP(Q), 1<p< %,
a.e. in €.

Proof. Let z € R%.. As alredy mentionned, since T, € Stamp(R) and 7,(0) = 0, k,, € Wy,
then T (k,) € Wy by Theorem A.3. Moreover, as £ € L>(Q2) and ¢ > 0, then

k= lim k, in L'(Q,dz)
n—oo
as well. Then we can extract a subsequence, still denoted by (k;,)nen, which converges to

k a.e. in ) and by the way,
T.(k,) — T.(k)

n—-+o0o

in L1(Q), and a.e. in Q. Taking T} (k,) as test in (3.4) and using Stampacchia’s result
yields

(39 [avrinp+ [ 218 - [ 1D, < 2plo,
Q Q Q

which proves that the sequence (7% (ky,))nen is bounded in Wy .

Therefore, we can extract from the sequence (7% (kn))nen, a subsequence, still denoted
(T (kn))nen, which weakly converges in Wy to some k, € Wy, and weakly in H'(w) for
all w CcC Q. The convergence of (T%(k,))nen in L'(Q) to T (k), yields its convergence in
D'(Q?), hence k, = T,(k). The strong convergence in LP(Q) for 1 < p < 2N/N —1, is a
consequence of Lemma 2.1 together with the Sobolev compact embedding theorem. O

3.2 Main result

Recall that we consider the problem

. k .
59) { ~div((VK) + 5 =D i@,

k=20 at I



Definition 3.2. We say that k is a renormalized solution of (3.9) if

(3.10) ke LY, ¢ ldr),
(311) Vz S ]R7 TZ(k) € Wf,07
1
(3.12) lim / (VE* =0,
NN Jin<|k|<2n}

and Vw € Wy o N L*(Q) verifying

(3.13) dzeR, st Vw=0 ae on{lkl >z},
we have
k
(3.14) /m-Vw+/ w—/ID)w.
Q ol Q

Remark 3.1. All the integrals in (3.14) are well defined. Indeed, because w € L*°(12),
D e LY(Q), k € LY(Q, ¢~ dz), then Dw, kwl~' € LY(Q). Moreover, because of (3.13),

/£Vl~c Vw—/KVT

which is well defined since as Ty(k),w € Wy, VINT,(k), VIVw € L*(Q).

The main result of this section is the following.

Theorem 3.1. Let D € LY(Q). Then Problem (3.9) has a renormalized solution.
To this result must be added the following continuity property.

Theorem 3.2. Let (D.).~o be a sequence in L'(Q) that converges to D € LY(Q), (k:)->0
the corresponding sequence of renormalized solutions, k the corresponding solution with D
as source term. Then

(3.15) VzeRY, T.(k;) — T.(k) strongly in Wyg.

e—0

Proof of Theorem 3.1. We argue by approximations. Let D € L'(Q2) and (D;).>¢ a family
of L*>(€) functions such that

(3.16) D. — D in LY(Q),
e—0
(3.17) Ve>0, |D<|D| ae. in Q.

Let k. € Wy satisfy in the weak sense specified by Theorem 2.1,

(3.18) 0

k
—div(¢Vk.) + — =D, in Q,
ke=0 at I,

which means

ke
(3.19) Vv e Wy, / IV k. - Vv +/ v / Dgv.
Q ot Q

Let k € L'(,¢71dx) be the limit of the family (k.)c~o in L*(Q,¢~!dz), the existence of
which is ensured by Lemma 3.1. By the Lebesgue inverse theorem, we can extract from
(ke)e>0 a subsequence, still denoted by (k:)e>0 such that k. —>0 k a.e. in Q.

e—




n 2n t

Figure 3: graph of the function .S,.

We aim at proving that k is a renormalized solution to Problem (3.9). We already know
that k € LY(Q, ¢~ 'dx), and from Lemma 3.2, that

VzeRy, T.(k)e Wpp.

It remains to prove that k satisfies (3.12) and (3.14), which we do in two steps.

Step 1. We start by proving that k satisfies (3.12). Let n € N*, S, : R — R be the odd
function defined by

0 if 0<t<n,
(3.20) Spit—< t—n if n<t<2n,
n it t> 2n.

We observe that Vn € N, S, € Stamp(R) and S,,(0) = 0. Therefore, by Theorem A.3,
Ve>0, VneN*, S,(k:) € Wep.

Taking v = S, (k) in (3.18) yields for every n € N and € > 0,

(3.21) /zyw; 28" (k / ; /QID)ESn(kE).

As S, is an odd function and ¢ > 0,

ke
[ stk =
A
Moreover, from S},(t) € {0,1}, we deduce
(3.22) | avipsi) = [ 098w,
Q Q
Moreover,
(3.23) /]Dgsn(ke) < n/ D.| < n/ D).
Q {lke|>n} {lke|>n}

With those inequalities, (3.21) becomes
(3.24) /e|vs / (| Vk|? g/ D).

{n<k:<2n} {lke|>n}

Using Fatou Lemma for the liminf yields

1 1
/£|VSn(k)|2 <hmmf/€|VS (k)|? ghminf/ D ghmsup/ D).
nJa =0 e70 Jjke|>n} e=0 J{Jke|>n}



Then, Fatou Lemma for the limsup and Lemma A.3 yield

limsup/ |D| S/ D] lim sup 1 ¢z (>} S/ IDI.
=0 J{|ke|>n} Q e—0 - {|k|>n}

We finally obtain

1 1
(3.25) /avsn(k)\?:/ (| VE[? g/ D] — o.
nJo " J{n<|k|<2n} {lk|>n} Moo

Assertion (3.12) is proved.

Step 2. We now prove that k satisfies (3.14). Let w € Wy o N L>(£2) that satifies (3.13),
and z € R% such that Vw = 0 a.e. over {|k| > z}. The primary intention would be to
take w as test function in (3.18). Therefore, we would have to deal with the term

/ Nk -V,
Q

by using that (vVIVT,(k.))s>o weakly converges in L?(Q) to V¢V T, (k) as ¢ — 0, for all
r > 0. Unfortunately, we only know that Vw = 0 a.e. over {|k| > z}, and we cannot
directly use this for the k.’s. To overcome this issue, we have to localize the equation a
little bit more. To do so, we introduce for a given n € N, the even function L,, € Stamp(R)
given by

1 if 0<t<n,
(3.26) Lot 2(t+2n) if n<t<2n,
0 if t>2n.
Ln(t) 1 ‘
n on t

Figure 4: graph of the function L,.

According to Theorem A.5, v = L,(k.)w € Wyo. Therefore, it can be taken as test
function in (3.18), which yields

k
(3.27) / (V. - VL (k) + / Ok 2wl (k) + [ *CL k) = / DowLn(k.).
Q Q o ¢ Q
The convergence of the two last terms is a direct consequence of Lebesgue’s Theorem. On

one hand, we have

(3.28) /]Dngn(kg) — | DwL, (k).
QO e—0 QO
And given that L, — 1 a.e. in R, we finally obtain
n—-+0o00
(3.29) / D.wLy, (k) — Duw.
0 e—0 QO
n—+o00

10



On the other hand, with exactly the same method we obtain

k k
(3.30) (k) — | 22
Q 14 e—0 Q V4
n—4o00

Given the definition of L,, the first integral of (3.27) is rewritten the following way

(3.31) / (V. - VLo (k) = / (VTon(ke) - VwrLn(k).
Q Q
The previous results and Lebesgue Theorem yield
(3.32) 2wy, (k.) — V2w, (k) strong in L?(9),
e—
(3.33) 02Ty, (k) = 0 2NV Ty, (k) weak in L2(12).
e—

A classical integration result then yields, in particular when n > z,

(3.34) /Q (Vke - VoLa(ke) = | VTou(k) - VoLa(k) = /Q (VT (k) - VwLy (k).

Finally, Lebesgue theorem yields

(3.35) / VT, (k) - VwLy(k) — / (T, (k) - V.
Q n—+oo Jq
This corresponds to the convergence of the first term of (3.27)
(3.36) / (Vhe VL) — [ (T.(k) - V.
o 5, Ja

The last term may be bounded from above as follows

/ 0V ke |*w g”w”Q;O’“’/ 0\ Vk|?,
{n<|k:|<2n} n {n<|ke|<2n}

which recalls what we studied in the previous step of this proof. Indeed, (3.24) yields

1
(3.38) / (| VE|? g/ D).
" J{n<|ke|<2n} {|ke|=n}

Both Fatou’s Lemma for the limsup and Lemma A.3 then yield

1
limsup/ 0| Vk|? S/ |DJ.
e—=0 T Ji{n<|k|<2n} {|k|>n}

1

(3.37) } /Q OV ke *wL, (k) -

Finally, we obtain

(3.39) lim sup /ﬁ]VkEFwL;I(k‘E) < lwll 0,00 limsup/ |D| = 0.
n—too |0 n—+o0 J{lk|>n}
55

By grouping together convergences (3.29), (3.30), (3.36) and (3.39), we obtain

k
/KVTZ(k)'Ver/w:/Dw,
Q Q 14 Q

which means, according to the remark 3.1, that k is indeed a renormalized solution of
Problem (3.9). O

11



Proof of Theorem 3.2. We now prove the continuity property. Let (D:;)e>o be a
L>°(Q) sequence satisfying (3.16) and (3.17), and (k:)->0 the corresponding sequence of
renormalized solutions, k£ the corresponding solution with D as source term. Let z > 0.
We already know by Lemmas 3.1 and 3.2 that

(3.40) k. = k strong in L'(9),
(3.41) T,(k:) — T.(k) weak in Wyy.
e—0

Therefore, in order to conclude, it remains to prove the convergence of the energies, i.e.

2 2
(3.42) /QeWTZ(ke)m/Q'Tz(f)‘ Ho/zyw (k)2 + /‘T 2l

We first deduce from inequality (A.1) in the appendlce that

ay [ TOE [k B0y [ e

Consequently, it only remains to prove

(3.44) /€|VT —>/£]VT
Taking v = T (k.) in (3.19) yields
ETZ €
(3.45) [avemor+ [ Rl (ke) _ JREACS)
Q o ! Q
First, we have
(3.46) /]D)ETZ(k:E) :/(ID)E]])))TZ(kE)+/ DT, (k.).
Q Q Q

On one hand,

(3.47)

/Q(]D) — D)T,(k /|]D) ~D| — 0.

On the other hand, it easily checked by using Lebesgue’s Theorem that

(3.48) /]D)Tz(k:g) — | DT, (k).
[¢) e—0 0
Similarly, we obtain
kT, (k- kT, (k
s JLCm )
Q 4 e—=0 Jq {
This yields

(3.50) lim £|VTZ(1<:5)2:/QDTZ(1<:)—/Q’“%(’“).

e—0 Q

It remains to prove this limit is equal to / (VT.(k)|?. To do so, we take v = T, (k) in
Q
(3.14), which is allowed since w = T, (k) satisfies (3 13). We get :

(3.51) /QK\VTZ(k:)F / /fT

hence (3.44).

12



3.3 Uniqueness of the renormalized solution

We prove in this section the uniqueness of the renormalized solution. To do so, we need a
maximum principle result, proved in the following Lemma.

Lemma 3.3. Let g € L*°(Q2) and v € Wy such that

(3.52) V€ Wiy, /QEVU‘ng—l—/QUf:/ngb.

Then v < ||€g||0:0,00 a-e. €.

Proof. The proof follows the standard procedure (see in [15]). For any real valued function
f, let fT denotes its positive part, namely

_+F

£ =sup(£,0) = ¥

Let M € R, and F); be the function given by

(3.53) FM:{Hf : (t—]§4)+,

F(t)

M t

Figure 5: Graph of the function Fj(t) = (t — M)* for M > 0.
We observe that Fj; € Stamp(R) and F'(0) = 0. Therefore, by Theorem A.3
v = (U — ]\4)Jr S Wg}o.
It is easily checked that

~ ~2 ~
/””=/|U|+M/“, /evu-wz/z\wy?.

Thus, taking ¢ = v in (3.52) yields

(3.54) /Q£|v17|2+/9|ﬁ€|2:/g<gﬂj> B.
M

We take M = ||€g||0.0,00, SO that g — 7 is non-positive a.e. 2. We deduce that HT)H%Z <0,

which means ¥ = 0 a.e. in 2. Hence the result. O

We are now in order to prove the uniqueness result, stated as follows.
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Theorem 3.3. LetD € L(Q). Then the renormalized solution to Problem (3.9) is unique.

Proof. Starting as in the proof of Theorem 3.1, we consider a familly (D:)cso in L(2)
satisfying (3.16) and (3.17), k. € W, o which satisfies in the weak sense specified by
Theorem 2.1,

(3.55) ¢

k
—div (/VEk.) + —= =D, in Q,
ke=0 at I,

Let k* be any renormalized solution to Problem (3.9). We aim to prove that k* = liH(l) ke .
E—>
Let us take

(3.56) we = H,) (T (k") — ke,

where H,, is defined by (3.5). As we will let 7 go to zero, we can consider n €]0;1[. We
know from Lemma 3.3 that
ke S HeDEHQ;O,OCH

which suggests to take
Ze = HEDeHQ;O,oo +1

as threshold, giving
(3.57) H, (T (K*) — ko) =0 a.e. on {|E*] > 2z}
We deduce in particular that Vw, = 0 a.e. on {|k*| > z.}. Moreover,
e w. € L™ since H, is bounded by 1,
o w. € Wy since H,, € Stamp(R) and H,(0) = 0.

we deduce that w. satisfies (3.13). Therefore, we can take w = w, in formulation (3.12)
and v = w, in formulation (3.19), which gives

k*
(3.58) /Wk*-VwE+/ e :/Dwg,
Q o ¢ 0

(3.59) /EVkE-ng—k kewe :/Dgwg.
Q Q 14 Q

We write the difference and replace w, by its expression
(3.60)

* * * k* — ké
UVE*—=Vko) - (VT (k") — Vk:s)IHI;7 (T, (k%) — ke) + /Q 7

- /Q (D — D)H, (T, (k) — k).

Hy (T (K*) = ke)
Q

Recalling (3.57), we obtain
Therefore,

/ TR — Vhe) - (VTo () — Ve H, (T, (k%) — k) =
Q

/Q£|VTZE(I<:*) - VkEFH;] (T..(K*) — k) >0,

14



since ]I-]Iﬁ7 > 0. Moreover, we deduce from Lebesgue’s Theorem,

k* — ke N |k* — k|
(3.61) |y (@) — k) — [ FE
Finally, as |H,| < 1,

(3.62) < |ID = Deflg;0,1-

Lm—mmmn&w—@

Consequently, when 1 goes to zero, we get from (3.60)

|k* — kel
(3.63) ———— < ||D = D¢|lo;0,1 — O,
Q V4 e—0

which is what we aimed to prove. The uniqueness of the limit in L'(Q, ¢~ 'dx) directly
yields the uniqueness of the renormalized solution.
O

3.4 Equivalent definition

We give another definition of the renormalized solution to Problem (3.9). In the following,
we denote
W = {p € Stamp(R) N L*°(R) with a compact support}.

Definition 3.3. A function k € H] (Q) is a renormalized solution to Problem (3.9) if u
satisfies (3.10), (3.11) and (3.12) and
VoeW, Vee2(Q),

(3.64)
2 _nf up .
/QEVU‘VQO/B(,%)—I-/QEIVM B (k)—l—/szgﬁ(k)—/ﬂﬂ)(p,@(k)

Theorem 3.4 (Equivalence between both definitions). The definitions 3.2 and 3.3 are

equivalent.

Proof. Let k € H (Q) that satisfies the definition 3.2, 3 € W and ¢ € 2(Q). We first
notice that according to Theorem A.3,

Bk)p € Weo, and  |B(E)p| < [[Bllcoll@llo.c00

hence (k) € Wy o N L. We must show that w = (k) satisfies (3.13). Let z € R* such
that Supp(8) C [—z;2]. The function V(B(k)p) = '(k)Vke + B(k)Ve vanishes a.e. in
{|k| > =}, which means (k) satisfies (3.13).

Now we assume that k € H. () satisfies the definition 3.3. Let w € Wy N L™ that
satisfies (3.13), and (wy,)men be a sequence of smooth functions given by Theorem A.4.
Taking 8 = L,, (defined by (3.26)) and ¢ = w,, in (3.64) yields

UWyy,

(3.65) /Q (Vk - Vwp Lo (k) + /Q OV E[Pwn L, (k) + /Q " La(k) = /Q Dwy, L (k).

15



The L% bound on (wp,)men given by Theorem A.4 and the Lebesgue theorem yield

(3.66) / Dwy, L (k) — / DwL, (k),
kwy, kw

3.67 — Lk “ Ln(k),

(3.67) o 7 (k) —2. o7 (k)

(3.68) / UVEPw, L (k) — / UVEPwL, (k),

for all n € N. Moreover, the convergence wy, —+> w in Hy directly yields
m—r—+00

(3.69) / (V- VnIn(k) — / (Vk - VL (k),
Q Q

m——+00

for all n € N.Finally, Lebesgue’s Theorem yields

(3.70) / DwLn(k) —> / D,
Q n—-+4oo Q
kw kw
71 —L, —,
(3.71) o 0 (k)njoo o !
(3.72) /KVk-VwLn(k:) — /ka:-Vw.
QO n—-+4oo Q

And (3.12) yields

1
(3.73) ‘/ £|Vk\2wL;L(k;)’ < / (VE? — 0.
Q {n<|k|<2n}

n n——+00

This yields (3.14).

A Technical results

A.1 Regularity results in W,
We begin by recalling a result of [21].

Lemma A.1. Let u € Wh(Q), and a € R such that {u = a} has a non-zero Lebesgue
measure. Then Vu = 0 almost everywhere on {u = a}.

We recall the following definition.

Definition A.1 (Stampacchia conditions). Let F' : R — IR. We say that F satisfies the
Stampacchia conditions if F is globally Lipchitz and its derivative F' has a finite number
of discontinuities.

Remark A.1. Note that if F' satisfies the Stampacchia conditions, it is not necessarily
bounded.

We denote by Stamp(R) the set of all functions satisfying the Stampacchia conditions.
Lemma A.2. Let F € Stamp(R). Then F' € L>®(R) and we have

(A.1) Va,b € R, |F(b) — F(a)] < ||F'|lsolb — al.
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Proof. Let (tj)1<j<. be defined as the points where F” is not continuous. Let the intervals
(Ij)OSJSJ be defined by

Io :] - OO;tl[,
(AQ) Ij :}thtj—l—l[ for 1 S] S J — 1,
Iy =]ty;+o0|.

We consider j € [0; J]. The function F is continuous on I; and differentiable on I;. Then
for any x,y € I; with < y, there exists ¢ €]a; y[ such that

(A.3) F(y) - Fx) = F'()(y - ).

We now consider;j € [0; J] and a € I; and (an)nen @ sequence in I; satistying ay, A
n—-+00

We assume without losing generality that for every n € N, a,, > a. Then, for any n € N
there exists a ¢, €]a; ay[ satisfying

(A4) F(an) — F(a) = F'(cy)(an — a).

Given that F’ is continuous on I;, we obtain
F —F
(A.5) |F/(a)] = limsup [F(cy)]| = limsup L4 = F@l 5
n—+o0o n—4o0o anp —a

where A > 0 is a Lipschitz constant for F.
Consequently, F”’ is bounded a.e. on R, which means F’' € L*°(R). It remains to prove
(A.1).

Let a,b € R. If @ and b are on the same I}, the mean value theorem directly yields (A.1).
We now assume that there exists j € [0;J — 1] such that a € I; and b € I; ;1. Then we
obtain

[F'(b) = F(a)] < [F(b) = F(tjr1)| + |F(tj+1) — F(a)l

(A.6)
< F Yoo (b = tj41) + [ F o (tj41 — a) = [[F]|o (b — a).

Finally, an instant induction yields (A.1). O

The following theorem is an adaptation of a Stampacchia result from [21], adapted to the
space Hy.

Theorem A.1. Let uw € Wy and F' € Stamp(R). Then we have the following equality at
the distribution sense
VF(u) = F'(u)Vu.

Proof. Let u € Wy, and (un)nen a sequence of Z(12) functions such that w, —+> u in
n—-+00
H,.

Let 0 be characterized by

o 0 € T(R,Ry), e Supp(d) C B(0,1), . /Rg(y) dy = 1.
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Let (6:)e>0 be the mollifier given by

_ Loy
(A7) Ve >0, Vy € R, 8(y) = - (g) :

and (F:)c>0 be defined by F. = 6. * F, (tj)1<j<J be the points where F” is not continuous.
Lebesgue theorem and Young convolution inequality yield

(A.S) Fgl(t) —)0 F’(t) for all ¢t € R\ (tj)1<j<J,
e— ==
(A.9) 1F oo < [|F[loo for all & > 0.

Moreover, a linear change of variables and (A.1) yield

[Fe(t) — F(t)] < / ()| F(t —y) — F(t)| dy = / 0(2)|F(t —ez) — F(t)| dz
(A.10) R R

< 5|F’Hoo/ 1210(2) dz — 0.
R e—0

This yields the uniform convergence of (F;)c~q, i.e.

(A.11) |F. — Fllso — 0.
e—0

The classical results about convolution products tell that F, € ¢°°(R). Therefore, for
every ¢ > 0 and n € N, F.(u,) € €>°(), giving in particular VF,(u,) = F.(un)Vuy,. Let
v € 2(Q), we write

(A.12) /Q VE. () = /Q F(u)Vp = — /Q (Pe(w) = Fo(w) Vi~ [ PV

Q

On one hand, the regularity of F. and the inequality (A.9) yield

| (Pt - Fa<u>>w} < 1Pl [ fn = ul -V

< ool (un — w)ll002l1€*Vollo02 — 0.
n—-+o0o

(A.13)

On the other hand, since (F;).>o uniformly converges to F', we obtain

(A.14)

/(FE(U) - F(U))Vw‘ < |lFe = Fllso|[ Vel —2 0,
Q e—0

hence / F.(u)Vo — | F(u)Ve. This yields
Q e—0 0

(A.15) /QVFg(un)gpz—/QFE(un)Vgp — —/ﬂF(u)Vgpz/ﬂVF(u)gp.

We now need to show the convergence F/(un)Vu, — F'(u)Vu at the distribution

n—+oo
e—0
sense. Let ¢ € 2(Q2), we write
(A.16) / Fl(un)Vupp = / Fl(up)(Vu, — Vu)p —|—/ Fl(un)Vugp.
Q Q Q
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On one hand, (A.9) yields

(A.17)

/Fé(un)(Vun - VU)w' < N ool (Vun = V) ozl *eloze — 0.
Q n

—+o00

On the other hand, there exists a subsequence of (uy)nen still named the same, such that

up, — wa.e. on ), and the continuity of F! yields F!(u,) — F!(u) a.e. on Q. Given
n—-+00 n—-+0oo

that |Vug| € LY(Q), we deduce from Lebesgue theorem that

(A.18) / Fl(up)Vup —> / Fl(u)Vugp.
Finally, convergence (A.8) and Lemma A.1 yield that F.(u)Vu = F'(u)Vu a.e. on Q.
e—
We obtain by Lebesgue theorem
(A.19) /Fé(u)Vugo — [ F'(u)Vuep.
0 e—0 QO
This yields
(A.20) / Fl(up)Vupp — / F'(u)Vugp.
e—0
Both convergences (A.15) and (A.20) yield the result. O

Theorem A.2. Let F' € Stamp(R), (up)nen be a converging sequence in Hy and u € Hy
its limait.

(i) We assume that F(w) € Hy for every w € Hy. Then

(A.21) F(u,) — F(u) in Hy.

n——+00
(i1) Let ¢ € 2(Q), we have

(A.22) F(up)p —> F(u)e in Hy.

n—-+o0o

Proof. We only do the proof of (i), (ii) being proved similarly. We deduce first from (A.1)
that

F(un) — F(u)[2 o — ul?
0 ¢ o ¢

n—-+o0o

Then, we apply Theorem A.1 and triangular inequality on the derivative term to obtain

|72V F () = V() o2 = 1€2(F (1) Vit — F' () 70) v,

(A.24)
<2 F (un) (V= V) [0, + 102 (F (un) — F'(u) V|| a0,2-

The convergence of the first norm is straightforward. Indeed, we have

(A.25) ”gl/zFl(un)(vun - VU)HQ;0,2 < HF/Hoowl/Q(vun - VU)HQ;OQ n_>_+>oo 0.
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The convergence of the last norm in (A.24) is trickier. Let (¢;)1<j<s be defined as the
discontinuities of F’ and (I;)o,<;j<s as in (A.2). We define two families of subsets of Q2

(A.26) { Bj={uelj} for 0<j<J,

Aj:{u:tj} for 1§j§<]
Hence the decomposition
1612 (F (un) = F'(u)) V|0, = / U F (un) = F' (u)*[Vul?
Q
(A.27) J J
— Z/ 0 F (uy) — F'(u)*|Vul? + Z/ 0 F (uy) — F'(u)|*|Vul?.
j=0"Bij =174

We cannot apply immediately Lemma A.1, because v ¢ W11(Q2). Then we have to find
another way. Let € > 0. Since ¢|Vu|? € L'(Q), we deduce the existence of § > 0 such that
for any borelian subset A of €,

(A.28) A <6 = / (| Vul? <e.
A
Let 5 € [1; J], we write
(A.29) / U F (up) — F'(u)]?|Vu|* < 2HF’\§O/ (| Vul?.
Al .

J AJ

We consider w CC 2 such that |2\ w| < ¢, and write the decomposition

(A.30) / (Vul2 = / (Va2 +/ (Vul2.
Aj Ajﬂw Ajﬂ(Q\w)
On one hand, (A.28) yields
(A.31) / (Vul* <e.
AjN(Q\w)

On the other hand, recalling that u € H'(w), Lemma A.1 yields
(A.32) Vu=0 ae A;Nw.

We have just shown

(A.33) Ve > 0, / {|Vu|* < e hence / (| Vul? = 0.
) Aj

J

Hence, (A.29) yields

(A.34) /A U F' (up) — F'(u)]*|Vul|? = 0.

Let now j be an index between 0 and J, the function F” is continuous on B;. The Lebesgue
inverse theorem then yields the existence of a subsequence of (F’(uy,))nen, denoted in the
same way, converging to F'(u) a.e. . We obtain for all j

(A.35) / 0F (un) — F'()2[Vul2 — 0,
B]- n—-+o0o
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with the Lebesgue theorem.

We have then shown that a subsequence of (uy,)nen still named the same satisfies

(A.36) P(u,) —> F(u) in Hy.

We recall that H, < L'(f2) is a compact embedding. In addition, (A.1) and Holder
inequality yield

/ Fun) — F(w)] < [ Fo / fum —
1/2 [, — u? u2 1/2

which means F(u,) — F(u) in L'(Q). We can deduce the convergence of the whole
sequence e

(A.37)

(A.38) F(u,) — F(u) in Hy.

n—-+00
Theorem A.3. Let F' € Stamp(R), u € Wyy.
(i) Let ¢ € 2(2), then F(u)p € Wyyp.

(1t) We assume that F(0) = 0. Then F(u) € Wyy.

Proof. We start by proving (i) : we first show that F(u)p € H,.
Let v € 2(Q), so that ||lu — v||g, < +00. We first apply triangular inequality to obtain

(A.39) 172 F(u)ellaoe < I1672(F(w) = F)ellaos + 1672 F©)ellao,s:

On one hand, (A.1) yields

IsOI u—vf”
(A.40) il O F()P? < | F'[I3 210,00 7 <t

On the other hand, since v € 2(Q) and F € €°(R), we obtain F(v) € €°(Q) hence
F(v)p € €°(Q). This directly yields

2 2
(A.41) / [E()el® < 400, hence / F(wel” < +00.
o ! o !

Concerning the derivative term, the gradient of a product and triangular inequality yield
(A.42) 16129 (F(u)@) 0,2 < 162V F(u)pllos02 + €2 F (u) Vel a,s-

We first focus on the last term, and write

(A.43) 162 F(u)Velaoe < [€2F () Vellaos + 1€72(F(u) = F(0))Velaoe.

It is clear that ||(}/2F(v)Ve|lq.02 < +oo. Then, (A.1) yields

[€2(F(w) = F(0)Vellaon < [Flsoll €72 = 0) Vel

(A.44) , iy
< F NscliVello0,00 6™ (u = v)l[00,2 < +o0.
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We now have to decompose the other term

1029 P)llans = 2 F (w)(Tu)elaos

(A.45)
< [0 F () (Vu — Vo)pllao + 1072 F () (Vo) ello.2-

On one hand, (A.1) yields

(aa6) [ PP @)(Tu = Vo < [P elon [ AV0— Vo <+
On the other hand, since Vv € Z(2) we obtain ¢Vv € 2(Q2). Hence

(A47) eI @l < P [ te9ol? < +oc.

As a result, the derivative term is finite. This means that F(u)p € Hy.

We now have to prove that F'(u)yp is a limit of Z(2) functions. Since u € Wy, there exists

a sequence (up)nen of smooth functions such that w, —+> u in Hy. We also consider the
n—-—+0oo

approximation F; = 0. x F' for € > 0 as in the proof of Theorem A.1.

We notice that for every ¢ > 0 and n € N, the function F.(uy) is in €°°(Q2), hence
F.(un)p € 2(2). Consequently, it remains to prove the following convergence

(A.48) F.(up)p — F(u)e in Hy.
n%JrOoo
E—

Yet, we have

I(E=(un) = F(u))pllm, < 1(Fe(un) — F(un))ella, + | (F(un) — F(w)@ll -

Theorem A.2 yields that ||(F(un) — F(u))¢| H, - 0, so that it only remains to prove
n—-+0oo

(A.49) F.(v)g i’fg F(v)p, for all v e 2(Q).
E—>
First we write
(A.50) 1672 (Fe(v) = F(0)pllow,e < [1Fe = Flloollt™?¢ll00.2 30

Let the two families of subsets of €2, (A4;)1<j<s and (Bj)o<j<. defined similarly to (A.26),
but with v. We obtain the decomposition of the derivative term

[avE) - vrEE = [ averiee - Fe?
Q Q

(A.51) ; ;

— 1}2 ,U—/UQ 1)2 /U—/U2,
—JZ;/B/\V PIE) - /) *;/Af’v 2R ) — F'(0)

By a similar method to the proof of Theorem A.2, the integrals on A; vanish. Let j € [0; J],
the convergence (A.8) yields that F/(v) — F'(v) a.e. B;. Moreover, by (A.9) we get
e—

(VP |FL(v) = F'(0)]* < 2| F'|3,0Vo* € Lo(Q) € L1 (9).
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Consequently, the Lebesgue theorem yields the convergence

e—0

(A52) / AVOIF(v) — F'()]% —s 0.
B;j
We can deduce (A.49).

Proof of (ii) : we first show that F'(u) € Hy. The method is quite similar to the one used
in the previous proof. We consider v € Z(2), so that ||u — v||g, < +00. We first write
(A.53) 1672 ()l < [1672(F (u) = F(0))llooz + 1672 F (0)lo02-

By a similar argument, the first norm is finite. Then, since v € Z(Q2) and F(0) = 0, we
directly obtain F(v) € €2(f2), which means the last norm is finite.

We now use Theorem A.1 and decompose the derivative term
(454 162V F ()02 = €72 F' (u)Vull a2
| < IF o (172(Vu = T0) 02 + /2 0]l00.2)

The first norm is finite by assumption and the second is also finite given that v € 2().

Now we show that F'(u) € Wy . We consider the sequence (G:).~o defined by

(A.55) G. = 0. % F — F.(0).

This family satisfies

(A.56) |G- = Flloo —3 0,

(A.57) GL(1) — F'(t) fort # (tj)1<j<J,
(A.58) |GL|loo < || F'||oo for & > 0.

Let u € Wy and (un)nen be a sequence of smooth functions converging to w in Hy. Let
e >0 and n € N. Given that G.(0) = 0, we have G.(u,,) € Z(f2). Therefore, it remains
to prove

(A.59) Ge(up) ST F(u) in Hy.
e—0

To do so, we write
1Ge(un) = F ()|, < Ge(un) = F(un)llm, + [1F(un) = F(u)l| -
Theorem A.2 yields that || F(uy,) — F(u)||n, = 0. Thus, we have to prove
(A.60) G:(v) = F(v), forallve 2(Q).
e—

Let v € 2(Q2). For every ¢ > 0, G:(v) € 2(Q) and F(v) € €2(2). By a topological
argument, there exists a compact K C 2 such that for sufficiently small values of ¢ > 0,
Supp(Ge(v)) € K, and A := K — Supp(F(v)) C Q. This yields

B 2
(A.61) / Gelv) = FOIF HGg—FHgO/ LY
Q 14 A { =0

With a similar method to what was done to prove (i), we obtain

(A.62) /Q (VG () ~ VE@)P — 0,

hence (A.60). O
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A.2 Additional stuff
We wtart by modifying the results of Corollary A.3, by focusing on Wy oML () functions.

Theorem A.4. Let w € Wy 0N L>®(Q). There exists a sequence (Wm)men of Z(2) func-
tions satisfying

m——+00

VmeN, [[wnlo0e. <C,

Wy, — w in Hy,
(A.63)

where C' > 0 does not depend on m.

Proof. Given that w € Wy, there exists a sequence (vy)nen of Z(€2) functions such that

Un —+> w in Hy. This sequence is not uniformly bounded in the general case. Let
n—-+0o0

2z = ||w||@0,00, and T the truncation at height z, as defined in (3.1). The first idea is
taking wy, = T, (vy,), but T, is only continuous, instead of ¥’°°. This is why we introduce
(0:)e>0 a mollifier as in the proof of Theorem A.1, and define (7%).~¢ by

(A.64) T =0.%T, — 0. xT,(0).

As a composition on € functions, 7% (v,) € €°°(Q2) for all € > 0 and n € N. Moreover,
vy, is compact-supported, and 7% (0) = 0, which means 77 also has compact support.
Finally, the same arguments as for showing (A.59) yield the convergence

(A.65) T (vp) — Ti(w)—T,(0) =w,
n—+0o00
e—0
given that |w| < z a.e. on 2 and 7,(0) = 0. O

Theorem A.5. Let F € Stamp(R) N WH2(R), u € Wyo and w € Wy N L>(Q). Then
(A.66) F(u)w € Wyy.

Proof. Step 1 : F(u)w € Hy. First, we have

(A.67) 1672 F (wwllg02 < [F ool wlla02 < +o0.

Then we apply the triangular inequality on the derivative term

1029 (B () ooz < [€72F () (Vu)wllans + [/ F () Velag

(A.68)
< oo [wll0,00 1€Vl |02 + | F oo 1€V ay0,2 < +oc.

We consider F. = 6. x F' defined as in the proof of Theorem A.1l, (u,)nen & sequence
of smooth functions converging strongly to u in Hy, and (wm,)men @ sequence defined
as in Theorem A.4. The fact that Fg(up)w, € Z(Q2) for any ¢ > 0 and m,n € N is
straightforward. We aim at showing the following

(A.69) F.(up)wy,, — F(uww in Hy.
m,n—-+00
e—0

Step 2 : the term without derivative. The triangular inequality is written
||€_1/2(F€(Un)wm — F(u)w)|[o2 < ||€_1/2F€(un)(wm —w)[l0,2

A.70
( ) + |’£_1/2(F6(un) — F(up))wla02 + Hg_l/Q(F(Un) — F(u))wl|g;,2-
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Respectively the bound on F;, the uniform convergence and the Lebesgue theorem yield

A7) R ) (wn — )0z < 1Pl (wn = w) a0z, — 0,
(A72) () — Flun)wlaoe < IF = Fllaol2u0llo0: — 0,
(A.73) 1672 (F () = F)wllgoz , —_0.

Step 3 : The derivative term. The derivative term can be decomposed in two terms
as follows

172 (V (Fe(un) Vi) = V(F(@w)) a0, < [0/ (F-(un) Vi, — F(u) V)|l

(A.74) '
+ 162 (W F (1) Vg, — wF' (1) V) || 0s0.2-

The same arguments as used in step 2 yield

(A.75) 1642 F-(un) Vo, — F(u)Vw) a0z i O
7€—>0

It only remains to show the following

(A.76) 1642 (W, FL (1) Vi, — wF (1) V) || 0:0.2 — 0.
7?%0 >

We write a first decomposition
(A.77) ||€1/2(meE/(un)Vun - U)FI(U)VU)HQ;O,2 < Hgl/me(FEI(un)vun - F/(U)VU)HQ;OQ
+ [P F () Va(wn, — w) o2

The last term is bounded from above as follows
1/2
(A78) 162F 0 u(un ~ oz < 1Pl ([ 0900 - w?)
Q

First, since
V2, — Y20 in L2(Q),
m—+00

the Lebesgue inverse yields the existence of a subsequence still named (wy,)men such that

Wy, — w a.e. . In addition, Theorem A.4 yields
m—+00

(A.79) UV fwy, —w|? < 4020\ Vul? € L1(Q).

We can apply the Lebesgue theorem, which yields

(A.80) /E\VF(u)]Q\wm—wF — 0, hence [ F () Vuuwn — w)ans > 0
Q m oo

m—-+00

Since (Wm)men is uniformly bounded in L*°(2), (A.76) can be proved only by showing
that

(A.81) 1612 0(F! (un) Vi, — F'(u) V)|

Q02 — 0,
n—-+00
e—0

for any fixed function v € (). This is already done in the proof of Theorem A.3. [
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A.3 An interesting result on limits

The following lemma constitues a higher bound when L!(£2) functions are integrated on a
"slice”, and is used for instance in the proof of Theorem 3.1.

Lemma A.3. Let (X, A, u) be a measured space, M > 0 and (up)nen a sequence of
measurable functions such that u, T u a.e. X. Then we have
n—-+0oo

(A82) ]llimsup{|un|2M} < ]1{\u|2M} a.e. Q.
n—+oo

Remark A.2. we recall that if (An)nen s a sequence of elements of A,

limsup A, = ) (U Ak> .

n—=+00 neN \k>n

Actually, x € limsup A, means that x is in a infinite number of A,, sets. It is well known
n—-+00

that for any sequence (Ap)nen we have

Thim supA, — lim sup ]lAn .
n—+0o n—-+o00

Proof. We consider E € A such that for any = € E, u,(z) — wu(z) and X \ E has null

n—-+o0o
measure. Let x € £ Nlimsup,_,, {|un| > M}. Then

(A.83) VneN,3k>n, |ug(z) > M.

This means it exists a subsequence (ug(n))nen satisfying |ug,(x)] > M for all n € N.
Passing to the limit directly yields |u(x)| > M. We deduce that

(A.84) ENnlimsup{|u,| > M} C En{|u| > M}.

n—+oo
The fact that X \ E has null measure yields the result. O
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