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Abstract
This paper introduces a novel approach called semantic boosting regression (SBR),
leveraging the principles of boosting algorithms in symbolic regression using
a Memetic Semantic GP for Symbolic Regression (MSGP) algorithm as weak
learners. Memetic computation facilitates the integration of domain knowledge
into a population-based approach, and semantic-based algorithms enhance local
improvements to achieve targeted outputs. The fusion of memetic and semantic
approaches allows us to augment the exploration and exploitation capabilities
inherent in Genetic Programming (GP) and identify concise symbolic expressions
that maintain interpretability without compromising the expressive power of
symbolic regression. Our approach echoes the boosting algorithm’s characteristic,
where weak learners (e.g., MSGP) are sequentially improved upon, focusing on
correcting previous errors and continuously enhancing overall performance. This
iterative strategy, intrinsic to boosting methods, is adeptly adapted to our SBR
model. Experimental results demonstrate that our memetic-semantic approach
has equal or better performance when compared to state-of-the-art evolutionary-
based techniques when addressing real-world symbolic regression challenges. This
advancement helps tackle the bloating issue in GP and significantly improves
generalization capabilities. However, akin to classic boosting algorithms, one
limitation of our approach is the increased computational cost due to the sequential
training of boosting learners.

Keywords: Genetic Programming, Gradient Boosting, Memetic Semantic, Symbolic
Regression

1



047
048
049
050
051
052
053
054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092

1 Introduction
This paper addresses the challenge of finding a function f(X) : Rn 7→ R that

represents the underlying relationship between the input features (X) and an output
(y) of a given dataset through Genetic Programming (GP) [1]. GP has gained the
attention of the machine learning (ML) community due to its capacity to learn both the
model structure and its parameters without making assumptions about the data [2, 3].
Moreover, the symbolic aspects of its solutions and their flexible representation enable
it to learn complex data relationships. These properties have made it a candidate
solution to replace neural networks, which are usually considered a black-box solution
and, consequently, hard to understand and explain.

Traditional GP-based methods rely on the outcome of a program to decide how well
it solves a task, ignoring intermediate results such as the semantics of its subtrees [4, 5].
The semantics of an individual and its subtrees represent its behavior concerning a set
of input values. Thus, one can consider them to guide the search during its exploration
process and to favor short expressions that are usually easier for users to understand
and analyze. Furthermore, semantics can contribute to improving subtrees’ reuse
based not only on the performance of the whole tree but also on their effectiveness
in approximating a desired output. Semantic backpropagation (SB) algorithm [5, 6]
has shown to be an effective strategy for dealing with such endeavors. Semantic
backpropagation tries to find a set of subtrees that better approximate the desired
outputs for a given node in a supervised setting. In other words, for each subtree of
a tree, SB computes the desired semantics, which they should have to minimize the
fitness of the tree, assuming all the rest is unchanged. Many works have used this
strategy to design different operators in GP. Random Desired Operator (RDO) [5, 7] is
one example. RDO randomly chooses a subtree in a tree. Then, it uses SB to compute
the desired semantics of its parent. Finally, it replaces this subtree with one from
a predefined library of trees that is mostly closest to the desired semantics. As this
semantics replacement occurs locally, one can see the RDO operator as a first direction
to define a memetic operator [6].

At the same time, small changes in a GP solution can dramatically change its
fitness and, thus, harm the search efficiency. Memetic algorithms (MAs) [2] provide
an effective way to compensate for the capability of global exploration of general
evolutionary methods with the increased exploitation that can be obtained through
local search. They combine population-based evolutionary algorithms and individual-
based local search strategies. In this context, this paper proposes a novel evolutionary
multi-objective algorithm that combines both memetic and semantic backpropagation
algorithms for symbolic regression problems. We tackle the challenge of finding shorter
expressions with a lower error, representing a way to tackle the accuracy vs. bloat
trade-off of symbolic regression approaches. Bloat in this context can be seen as the
excessive growth of a symbolic expression without improvement in its fitness [8].

Our proposed approach, named memetic semantic algorithm, iteratively fine-tunes
a randomly created solution (i.e., a tree) by using the semantics of other small trees
available in a pre-computed library. The library comprises a set of randomly generated
trees up to a predefined height. Likewise, each library tree includes its outputs (i.e.,
fitness cases) and desired semantics vectors. This strategy helps us find shorter and
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more diverse expressions. Thus, we decide to keep the fine-tuned individual at each
iteration based on its performance in the validation set and size (i.e., number of terms
in the expressions).

Different from traditional semantic backpropagation operators (e.g., RDO [5]) that
selects a target subtree in a tree at randomly, our approach (Section 4.1) selects
the best possible semantics match between all possible subtrees in the tree and all
the trees in the library. Likewise, it only tunes the real-valued constants after a
suitable tree has been found for the problem, and it computes them through linear
scaling (LS) (i.e., regression) [9], and not randomly. Finally, it computes them at each
iteration, as implemented by the RDO operator [5]. Linear scaling aims to minimize
the mean squared error (MSE) of a tree by performing a linear transformation on its
outputs [9, 10]. Consequently, it frees GP from the time-consuming task of adjusting
the ephemeral constants, allowing it to focus exclusively on the tree’s shape that fits the
data structure without bothering to find a scale that approximates the target output.
Last but not least, linear scaling helps in dealing with GP bloat problem [9, 10].

Based on our Memetic Semantic GP for Symbolic Regression (MSGP) method,
this paper proposes semantic boosting regression algorithm (Section 4.2). It combines
a set of MSGP learners trying to improve the generalization performance.

Experimental results on various real-world benchmark datasets show that our
proposed methods can have equal or better performance compared to state-of-the-
art (SOTA) non GP-based (e.g., Decision Tree and Random Forest [11]), GP-based
methods (e.g., GP-GOMEA [12], gplearn [13]), and SyRBO [14], which is a GP-based
boosting method.

The paper is organized as follows. In the next section, we present the background
of the paper. Section 3 reviews the related works on managing bloat in GP, focusing
on obtaining short and possibly interpretable symbolic expressions. The memetic
algorithm and two memetic methods are presented in Section 4. Section 5 describe
the experimental setup, and Section 6 analyzes and compares the performance of the
proposed methods with standard GP, SOTA GP-based methods, classical machine
learning methods, and boosting algorithms. Finally, Section 7 concludes the paper and
describes the envisioned future works.

2 Background
2.1 Semantic GP

In GP, semantics describes the behavior of a program on a specific dataset. In
other words, it is the output vector for the fitness cases of a problem [15]. More
formally, in a supervised setting, assume the data is a set D made of N fitness cases:
D = {(X1, y1), (X2, y2), . . . , (XN , yN )}, where Xi ∈ Rn and yi ∈ R1 are the inputs,
and the corresponding desired outputs. The semantics (s) of a program p is the vector
of outputs values computed by p from the set of all fitness cases D, defined as [5]:

s(p) = [p(X1), p(X2), . . . , p(XN )] (1)

1We are focusing in this work on the specific case of symbolic regression (SR), but Xi and yi could belong
to some other spaces, for instance, discrete spaces in the case of classification or Boolean functions.

3



139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184

Similar operations can be performed for every subtree of a given tree: the semantics
can be computed from the tree terminals up to the subtree root sequentially, defining
the semantics for every node (i.e., subtree) of a GP tree.

Semantic backpropagation algorithms [5, 6] try to find the subtrees whose semantics
better approximate the desired outputs (dN

i ) of a node N ∈ p. A prerequisite is that
one can compute the desired outputs for every node in p, conditional on the target
output and the semantics of the other nodes in the program. This operation can be
done downward from the root node (where the desired outputs are the target values
yi of the problem definition given in the initial dataset). For all the other nodes, this
is done by performing the inverse operation of the function implemented in the node,
assuming that the semantics of all other nodes are fixed: from the target values are the
root, semantic backpropagation recursively computes the desired output for a node N
at depth D as [5, 16]:

dN
i = F −1

AD−1
(dAD−1 , Sd) (2)

where A represents the ancestor of N at depth Di, S the siblings of A, and F −1

comprehends the inverse of the function implemented by node A.
It is fundamental to highlight the difference between the semantics of subtrees

and the semantics of contexts. On the one hand, in the semantics of subtrees,
the semantics of a node N only depends on its output for each fitness case, which
means that if nodes N1 and N2 have the same semantics and a program p contains
the former, replacing it with the latter will not change the semantics of p. On the
other hand, in the semantics of contexts, given a node N /∈ p, it is usually hard
to know how it will impact the semantics of the entire program (i.e., tree) since such
information is conditioned to the semantics of the node that it will replace, as well
as the semantics of its ancestors and siblings [4]. In some contexts, it can remain the
same (i.e., a fixed context independent of the replaced node) or change (i.e., variable
context). Consequently, the semantics of a node are uniquely defined by the function
it implements and the value of its arguments, and they are independent of the position
in the tree. In contrast, the contexts depend on the function implemented by the
immediate parent, the parent semantics, and the semantics of the siblings [4]. As a
result, local improvements may degrade the global performance.

2.1.1 Library building and searching
For the desired outputs of a given node, we want to search for a tree that better

approximates these outputs than the current subtree. This can be achieved by building
a library in a static or dynamic setting. In the static setting, the semantics of all
possible subtrees with a maximum height are pre-computed, and redundant semantics
are pruned to keep only one tree for each unique semantics. In the dynamic setting,
also known as population-based, new trees are added based on the observed subtrees
of every generation [5, 17]. This strategy keeps only the subtrees with the smallest
number of nodes if different ones exist in the library with the same output. Moreover,
both strategies ignore the subtrees with constant outputs.
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Once a library has been built, the search process looks for the individuals whose
outputs o are the closest to the desired semantics dj

i based on some distance metric (e.g.,
Euclidean or Minkowski distance). It means, finding a minimal distance dj

i that
minimizes |dj

i − oi|k,∀k ∈ {1, 2, . . . , N} [5]. Additionally, if the distance value remains
the same, whatever the subtree, its value is defined as zero (i.e., | ∗ −oi|k = 0). Finally,
as subtrees with constant outputs are ignored, the search process checks if a constant
semantics could reduce the distance between the tree outputs and the desired ones.

2.2 Memetic algorithm
Memetic algorithms combine population-based search strategies with local search

heuristics inspired by the concept in genetics [18]. They have been used across different
domains due to their capacity to establish a good balance between exploration and
exploitation when looking for a solution for a complex optimization problem [19, 20].
In this case, a meme represents transferable knowledge built through local refinement
procedures, which one can see as domain-specific expert knowledge on how a solution
can be improved [19]. From an optimization viewpoint, prototypical memetic algorithm
comprises three main phases named creation, local improvement, and evolution (Algo-
rithm 1)2. A population of randomly created individuals is set up in the creation phase.
Then, each individual is locally improved up to a predefined level in the improvement
phase. Finally, the evolution phase is the usual phase of evolutionary algorithms. It
starts by selecting individuals based on their fitness and combining/mutating them
through variation operators (e.g., crossover and mutation), enabling them to share
information in a cooperative manner. The last two phases repeat until they meet a
stopping criterion [19].

Algorithm 1 Memetic algorithm
create a population of individuals
repeat

improve some or all individuals with some local search algorithm
select, then combine and/or mutate the individuals

until stopping criteria

3 Related Work
Fighting the bloat has been considered an issue in GP since the early days of the

field [8, 21–23]. However, with the advent of powerful machine learning techniques
like deep learning (DL), the niche for GP has shifted from accuracy to interpretability.
Moreover, because the interpretability is closely related to the length of the models,
many works in the Genetic Programming aim to reduce the sizes of the obtained
models, equivalent to some extreme bloat fighting.

2Though other types of hybridization between Evolutionary Computation (EC) and local search have
been proposed, like using the local search as pre- or post-processor, as a mutation operator, among others
that are beyond the focus of this work.
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Several approaches have been proposed to fight bloat in Genetic Programming. For
example, Bleuler et al. used SPEA2 to identify candidate solutions based on fitness and
size. Experimental results showed that the proposed strategy could reduce GP bloat
and speed up convergence. In [22], the authors proposed a pseudo-hill-climbing strategy
to control the tree size during the crossover operation. In this case, the proposed
approach discards an offspring if it either degrades the fitness or increases a tree’s size.
Although this approach can slow down GP bloating, it penalizes the running time
of GP algorithms. In [25], the authors integrated a local search strategy into Geometric
Semantic Genetic Programming (GSGP) to speed up convergence and limit overfitting.
Experimental results showed that although the proposed strategy only required a few
generations to find suitable candidate solutions, they were lost over the next generations,
leading to a performance drop. Other works have proposed semantic-based operators
to handle both bloat and generalization issues. Some examples include [5, 15, 26, 27]
among others.

Uy et al. proposed a semantic-based crossover operators, named Semantic Aware
Crossover (SAC) and Semantic Similarity-based Crossover (SSC). Their main difference
is in the definition of the semantic distances, which, when exchanging two subtrees, must
be different but not widely different. Similarly, Moraglio et al. suggested a semantic
crossover operator that creates offspring with a weighted average of their parents’
semantics. Notwithstanding, it cannot properly handle GP bloat without further
simplification procedures. Geometric Semantic Crossover (AGX) [28] tries to handle
these endeavors by replacing the ancestor’s subtrees with those semantically close to
their parents’ midpoint semantic. Random Desired Operator (RDO) [5] introduces
back-propagation. In this case, after a crossover operation, the semantics of the new
subtree are back-propagated as described in Section 2.1. Different studies have shown
that RDO outperforms the other operators on both regression [5] and Boolean [6]
problems.

Nguyen and Chu [29] rely on semantic similarity for controlling bloat in GP. In this
case, a random subtree of an individual is selected during crossover. Then, the first
strategy replaces it with a small tree of approximate semantics, whereas the second one
grows the tree to approximate the desired semantics of the selected subtree. The Gene-
pool Optimal Mixing Evolutionary Algorithm (GP-GOMEA) [12] combines GP with
linkage learning to learn a model of interdependencies and thus estimates the patterns
to propagate that lead to small solutions. Finally, Sipper and Moore [14] proposes
a Symbolic-regression boosting (SyRBO). SyRBO combines boosting with symbolic
regression to improve the performance through a few boosting stages.

In this work, we rely on the idea of the RDO [5] to improve the fitness of a candidate
solution. Likewise, a memetic algorithm selects the solutions based on their fitness on
a validation set and size. Moreover, we use linear scaling [28] to compute the scale
of the constants once a candidate solution has been found. Finally, we propose to
combine memetic semantics and a boosting algorithm to improve the accuracy without
penalizing the size of the expressions. It is different from SyRBO [14], which relies
on standard GP and does not consider the size of the expressions. Nevertheless, we
observe increased computational cost during the training phase. To the best of our
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knowledge, this is the first work to propose a semantic boosting algorithm for symbolic
regression problems.

4 Methods
This section describes how semantic backpropagation (SB) and memetic algorithm

(MA) are combined to evolve GP models for symbolic regression (SR) problems that
are interpretable and have a lower learning error.

4.1 Memetic Semantic for Symbolic Regression
Although semantic backpropagations and memetic algorithms have been separately

used on SR problems, combining them can improve the interpretability and the gener-
alization efficiency of GP-based model. While SB helps one in finding programs (i.e.,
trees) with the approximated desired output, MAs contribute to improving them by
considering the semantics of their components (i.e., subtrees).

In a standard SB-based approach, once a subtree is selected to replace a node
in a tree, it adds some constants to enable the tree to output the desired output.
Consequently, as evolution proceeds, the trees often undergo excessive growth, known
as bloat, which penalizes the search process, drastically increases the evaluation cost,
and hinders the generalization of the trees (i.e., the accuracy on unseen data). We
handle these issues by using LS [9] to search for constants that correct the residual
errors of the tree. As a result, at each iteration, semantic backpropagation and memetic
algorithm can concentrate on the structure of the tree, leaving the scaling of the
coefficients to linear scaling.

Given a dataset composed of N independent samples (Xi) with m independent
input variables (Xi = [xi,1, xi,2, . . . , xi,m]) and a corresponding target output (yi), the
task of symbolic regression is to find a tree (T (.)) that minimizes the distance between
its outputs and the target output (y) [30, 31]. Such tree T (.) is built from a set of
predefined functions and a set of terminals (a.k.a. the input variables and ephemeral
constants).

For instance, using the mean squared error (MSE) as the distance metric (a.k.a.
fitness function) for T (.), and denoting ŷ the outputs of tree T , the task of symbolic
regression is to find a tree T (.) that minimizes MSE(T ) defined as:

MSE(T ) ≡MSE(y, ŷ) = 1
N

N∑
i=1

(yi − ŷi)2 (3)

4.1.1 Algorithm
The semantic part of the proposed Memetic Semantic GP for Symbolic Regression

(MSGP) algorithm (Algorithm 2), maintains a tree T with a set of subtrees S =
{s1, s2, . . . , sn}, and it iteratively tries to improve its accuracy (MSE) using a predefined
library L composed of l small subtrees. The goal of Algorithm 2 is to improve this
main tree interactively T by checking for each subtree si ∈ S if there exists a subtree
s⋆ ∈ L whose semantics are closest to the desired ones for si. At each iteration, after
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attempting to locally improve a tree (Line 4, MSGP calculates the constants of the
improved tree (Line 5), and replaces the current tree with the new one (Line 6) when
the latter demonstrates superior performance in terms of accuracy (MSE) and size in
the validation set.

The starting tree T is usually created randomly. However, it can also be, for instance,
the output of another GP-based SR approach to make it simpler and consequently
more straightforward to understand by the users. In other words, MSGP does not
make any assumption about the size or nature of the initial tree when it uses the
library (L) to search the nodes that can better replace a given subtree of the main
tree. Consequently, the size and heterogeneity of the library L plays a vital role.

The memetic part of MSGP, linear scaling, computes a scaled version of
the MSE [9] with a computing cost that is linear with the dataset size N , (i.e., O(n)):

MSEa,b(y, ŷ) = 1
N

n∑
i=1

(yi − (a + bŷi))2 (4)

With a and b defined as:

a = ȳ − b¯̂y (5)

b =
N∑

i=1

(yi − ȳi)(ŷi − ¯̂y)
(ŷi − ¯̂y)2

(6)

These coefficients a and b are then added to the final tree. Moreover, the algorithm
ignores trees with constant outputs.

Algorithm 2 Memetic semantic for symbolic regression
Require: Initial tree (T ), library (L)
Require: # epochs, and fitness cases (X, y)

1: T ′ ← clone(T )
2: Evaluate(T ′)
3: while e ≤ epochs do
4: T ⋆ ← lti(T ′,L, X, y) ▷ local tree improvement (Algorithm 3)
5: T ⋆ ←LS(T ⋆, y) ▷ linear scaling [9] computes the coefficients of T ⋆

(Equations (5) and (6))
6: T ′ ← best(T ⋆, T ′)

7: return T ′

4.1.2 Local tree improvement
Local Tree Improvement (LTI) algorithm (Algorithm 3) identifies the subtrees with

equal or better semantics than a randomly selected subtree of the main tree. It is
thus repeatedly applied to the target tree to improve its fitness gradually. It performs
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an exhaustive search in the library L, which contains a set of small trees with pre-
computed semantics using the ancestor semantics of the target subtree. Hence, LTI
algorithm finds a subtree s⋆ in L that realizes

arg min
s⋆∈L

min
t∈{ti,...tn}

d(t, s(s⋆)) (7)

where t is the desired semantics and s(z) represents the semantics of subtrees z ∈ L.
Consequently, similar to the SB algorithm, LTI requires (a) a fitness measure

function and (b) a function to compute from the current context at each subtree and
for each fitness case, the desired semantics which subtrees should have to enable the
target tree evaluates to the expected semantics.

During the search process, the algorithm keeps track of the semantics distance
between the already analyzed subtrees to avoid replacing them several times. The
error function computes the distance between the semantics of the subtrees, which, in
this case, comprises the semantics of the candidate subtree and the ancestor semantics
of the selected subtree. If no local improvement is identified, the algorithm randomly
replaces a subtree in T by one also randomly selected from the library, which, in this
case, can be seen as a mutation operation. One can observe that local enhancement
may degrade global criteria (e.g., accuracy, size, and generalization). Thus, it is up to
the superior level to keep or ignore the newly proposed modified tree. Further work
will evolve each proposed tree during a predefined number of generations and then
crossover them using the LTI algorithm.

This work considers a static library composed of trees up to a certain height and
with heterogeneous semantics. Only the smallest tree is included in the library when
two candidates have the same semantics. Moreover, we also individually include the
problems’ variables and the operators (i.e., functions) into the library.

4.2 Memetic Semantic Boosting
We propose a boosting version of MSGP, called semantic boosting regression (SBR).

Boosting algorithms comprise a class of ensemble machine learning techniques designed
to improve the accuracy of “weak learners” when combined with a “strong learner”.
Weak learners are simple models with limited predictive power capacity. It means that
their output hypotheses are only slightly better than those of random guessing. In
contrast, strong learners are models with significant accuracy and robustness, which
means they can, with high probability, output hypotheses that are correct in all but
limited samples of the observations [32]. The essence of boosting methods relies on their
iterative strategy. In this case, each subsequent model focuses on correcting the errors
made by its predecessors, thus continuously improving the overall performance. This
process continues until a predefined number of models are built. Boosting algorithms
are popular in various application domains due to their effectiveness and adaptability
in handling complex datasets. One drawback is the increased computing time to train
the boosting learners sequentially.

In our case, the proposed SBR algorithm (Algorithm 4) includes a set of MSGP
models (Algorithm 2) as weak learners. Hence, training a model comprises fitting

9
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Algorithm 3 Local tree improvement
Require: Tree (T ), library (L)

1: compute-semantics(T ) ▷ ∀ node N ∈ T
2: S ← subtrees(T )
3: τ ← sort(S) ▷ by error ascending and height descending
4: s← rank-select(τ)
5: best[s]← ∅
6: k ← ∅
7: min_error ← error(S)
8: for all s⋆ ∈ L do
9: if (s, s⋆) ∈ k then

10: continue
11: e← error(s, s⋆)
12: if e < min_error then
13: best[s] ← (s⋆, 0)
14: min_error ← e
15: else if e == min_error then
16: best[s] ← ∪ {(s⋆, e)}
17: if |best[s]| > 0 then
18: k ← k ∪ {(s, s⋆)}
19: T ⋆ ← crossover(ancestor(s), s⋆, T )
20: SemanticBackprogration(ancestor(s), s⋆, T ⋆)
21: return T ⋆

22: s← random(τ)
23: s⋆ ← random(L)
24: T ⋆ ← crossover(ancestor(s), s⋆, T )
25: SemanticBackprogration(ancestor(s), s⋆, T ⋆)
26: k ← k ∪ {(s, s⋆)}
27: return T ⋆

an MSGP model (Line 3) and updating the target values for the next stage to be the
residuals of the current model (Line 4), as usually done by traditional gradient boosting
algorithms. The output model is a large tree made of the sum of each individual learner
tree (Line 5) after undergoing a global linear scaling phase (Line 6). The prediction
phase then simply applies the trained model to the fitness cases.
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Algorithm 4 Semantic Boosting Regression Training
Require: fitness cases (X, y)
Require: stages ▷ number of boosting stages
Require: kwargs ▷ arguments of MSGP

1: boosters ← []
2: for i← 1 to stages do
3: boosters[i] ← MSGP(kwargs).train(X,y) ▷ includes “local” linear scaling
4: y ← y - boosters[i].predict(X) ▷ updates the target values to the remaining

residuals (Algorithm 2)
5: T ← join_trees(boosters) ▷ concatenates (i.e., sum) the trees of all boosters
6: T ←LS(T , y) ▷ computes the coefficients of the tree T (Equations (5) and (6))
7: return T

5 Experimental settings
We evaluate the proposed semantic boosting regression algorithm on different

real-world regression dataset benchmarks. The datasets have heterogeneous fea-
tures and samples, as depicted in Table 1. Moreover, they are commonly used in
the GP literature [12, 33, 34] as overfitting the training set occurs either when com-
plex models are learned or when models are built using discontinuous functions.
Furthermore, the Dow Chemical and Tower datasets are recommended bench-
marks [35], taken from the UCI machine learning repository (archive.ics.uci.edu) and
the repository (shortest.link/8n9V ) provided by Martins et al. [33].

Preliminary experiments on a few datasets lead to consider for SBR the parameter
settings given in Table 6 to define the library, the initial tree, and the number of
iterations. Note that following [12, 36], we use analytical quotient (AQ) instead of
protected division to avoid discontinuous behaviors but keep the general properties of
the division. Likewise, the literature has shown that it helps generalize at prediction
time [12, 36, 37]. It is defined as:

AQ(x1, x2) = x1√
1 + x2

2
(8)

As baselines, we consider both evolutionary and non-evolutionary algorithms: Decision
Tree (DT) and Random Forest (RF) [11]) for non-evolutionary approaches, and GP-
GOMEA [12] and gplearn [13] as the GP-based approaches. We use the scikit-learn [38]
implementations of decision tree and random forests as they are commonly used in
the GP and machine learning literature [14, 39, 40]: While decision trees are generally
considered to be interpretable models, random forests are considered as black-box
models. Nevertheless, the latter often outperforms the former. Consequently, they
are more often employed by practitioners across different domains. We rely on the
scikit-learn [41] implementation of these methods. We use grid search with cross-
validation equal to five for fine-tuning their main parameters to minimize the impact of
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experimental parameters on their performance and interpretability. Table 2 describes
the range of values for each tuned parameter.

Table 3 describes the parameters settings for GP-GOMEA. They are the same
as in [12] to avoid impacting its performance on the benchmark datasets. Similarly,
for SyRBO, we follow the parameters’ values defined in [14] and depicted in Table 4.
SyRBO uses gplearn as the weak learners. We highlight that the SyRBO algorithm only
exposes the parameters: number of stages, population size, and number of generations.
All the other parameters described in Table 4 are the default values defined by gplearn,
and we list them here for completeness reasons.

In this work, we also compare the performance of gplearn in the selected bench-
marks, using its default parameters, as illustrated in Table 5. Finally, we include
the XGBoost [42] algorithm as another boosting machine learning method, using its
Python implementation version with its default parameters.

In this work, each experiment comprised 30 independent runs. For all datasets, the
fitness was evaluated such that lower values represent the best fitness, and the median of
the results are reported. MSGP was implemented in python using the DEAP library [43],
and we performed the experiments on a MacBook Pro with one Apple M1 processor (8
cores) and 16 GB of RAM memory. Table 6 describes the parameters of MSGP. An
initial tree was created with the Ramped Half-and-Half (H&H) method [1] with a
maximum depth of 4. We consider a library with 200 subtrees also initialized with the
Ramped (H&H) approach with a height between 2 and 4. The terminal set includes
all the covariates of the dataset, and we consider a maximum of 10,000 iterations (i.e.,
epochs) in which each candidate tree is tuned using the training set and evaluated on
the validation set.

We use the Wilcoxon signed-rank test [44] to assess the statistical significance of the
null hypothesis of no difference when comparing the performance of two methods on a
given dataset. This statistical test is set up to compare competing methods based on
the same prior conditions. In particular, we employ pairs of executions where a dataset
is split into identical training, validation, and test sizes for the tested approaches. We
consider a difference significant if a smaller p-value than 0.05/β is found, with β being
the Bonferonni correction coefficient used to prevent false positives.

Table 1: Regression datasets benchmarks considered by this
work

Name Acronym # Features # Samples

Airfoil AF 5 1503
Boston housing BH 13 506

Concrete compressing strength CCS 8 1030
Dow Chemical DC 57 1066
Energy cooling EC 8 768
Energy heating EH 8 768

Tower TW 25 4999
Wine red WR 11 1599

Wine white WW 11 4898
Yacht hydrodynamics YH 6 308

12
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Table 2: Range of values of the grid search
for decision tree (DT) and random for-
est (RF) algorithms

Parameter Values
max_depth [3, 5, 7, 10]

min_samples
split [2, 5, 7, 10]

DT & RF min_samples
leaf [1, 2, 3, 4, 5, 6]

RF n_estimators [10, 20, 50, 100]

Table 3: GP-GOMEA parameters

Parameter Value

Function set {+, −, ×, ÷(AQ)}
Terminal set x ∪ {ERC}
ERC bounds [min x, max x]

Initialization for
GP-GOMEA Half-and-Half

Tree height 4
Initial population

size 64
Batch size 256

Linear scaling True
Max number of

generations -1
Max number of

evaluations -1
Train-validation-

test-split 50%-25%-25%
Interleaved

multi-start scheme 4:1

Table 4: SyRBO parameters
Parameter Value

Function set
{+, −, ×, ÷, √, log, |x|,
max, min, 1

x }
Terminal set x ∪ {ERC}

Population size 200
Number of generations 200

Initial depth [1, 6]
# Trials 30

Loss function MSE
Tournament size 20

Initialization Ramped H&H [1-2]
Train-test-split 70%-30%

Table 5: gplearn parameters

Parameter Value

Function set {+, −, ×, ÷}
Terminal set x ∪ {ERC}

Population size 1000
Number of

generations 20
Initial depth [1, 6]

# Trials 30
Loss function MSE

Tournament size 20
Initialization Ramped H&H [1-2]

Train-test-split 70%-30%

Table 6: MSGP parameters
Parameter Value

Function set {+, −, ×, ÷(AQ)}
Terminal set Features

Initial tree height 2
# epochs 1e4
Max time 500 seconds

# Trials 30
Loss function MSE

Library size 200
Initialization Ramped H&H [1-2]

Train-validation-test-
split 50%-25%-25%

Table 7: SBR parameter settings

Parameter Value

Function set {+, −, ×, ÷(AQ)}
Terminal set Problem’s variables

Initial tree height 2
# epochs 6e3
Max time 300 seconds

# Trials 30
Loss function MSE

Library size 300
Initialization Ramped H&H [1-2]

Train-validation-test-
split 50%-25%-25%

6 Results
Table 8 shows the median error on the testing set for each of the considered

methods. The experimental results confirm that XGBoost [42] and Random Forest
(RF) [11] outperform evolutionary-based methods and also decision tree for almost all

13
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the benchmark datasets. The exceptions include the results of the dow chemical (DC),
wine red (WR), and yacht hydrodynamics datasets, in which our methods MSGP
and SBR achieve similar performance (e.g., DC and WR). Although XGBoost and RF
achieve high accuracy, they sacrifice the intrinsic interpretability of a single decision
tree. For example, while it may be easy to follow the path taken by a decision tree
to make a decision, it may be much more challenging to follow the paths of dozens
or even hundreds of trees. For example, Section 6 illustrate the decision tree for the
Boston housing dataset and one of the trees of RF. It is essential to highlight that
both approaches were fine-tuned to balance the interpretability and accuracy trade-off,
as described in Section 5. Moreover, a decision tree requires users to translate the
decision paths into some if-then rules, which represents a workload when compared
to a symbolic expression outputted by an evolutionary method such as GP-GOMEA,
MSGP, and SBR, as we can see in Tables 9 and 10. Nonetheless, MSGP and SBR
have a high computational training cost when compared to classical machine learning
methods such as Random Forest and XGBoost due to their need to evaluate the
different candidate trees during the refinement of the target tree. The experiments

Table 8: Performance on the test set for each benchmark dataset. Boldface highlights
the best result in each row, while underlines indicate superior performance compared to
the corresponding algorithm types. XGBoost demonstrates overall superior performance
across datasets. Our boosting method (SBR) achieves comparable or better performance
than evolutionary-based (EA) methods, without penalizing the size of the discovered
symbolic expressions, as detailed in Table 10.

Boosting methods

EA-based methods

Non EA EA SBR SyRBO

DS DT RF gplearn GP- MSGP 5 10 5 10 XGBGOMEA

AF 8.7 4.3 607.14 33.3 20.0 19.3 17.81 93.49 59.66 2.61
BH 21.63 12.9 51.05 20.04 26.2 23.09 20.24 120.55 144.89 11.2
CCS 50.91 28.4 173.55 98.26 87.8 74.14 61.2 73.54 66.02 23.1
DC 0.03 0.02 0.14 0.08 0.05 0.04 0.03 0.12 0.12 0.02
EC 3.72 3.19 17.07 12.25 10.89 10.78 10.4 14.49 14.5 0.77
EH 0.33 0.29 14.98 10.92 8.97 8.12 7.33 9.56 8.15 0.14
TW 488 269 4451 1714 1577 1473 1265 2459 31596 260
WR 0.48 0.36 0.53 0.62 0.42 0.42 0.41 0.49 0.48 0.39
WW 0.55 0.43 0.69 0.69 0.55 0.55 0.55 0.71 0.78 0.42
YH 1.83 1.44 40.85 0.58 12.1 54.08 52.21 16.61 13.39 0.95

reveal that MSGP and SBR have a performance comparable to the one obtained
by GP-GOMEA, and that they outperform gplearn and SyRBO. Moreover, Figure 2
shows that over the trials, the expressions’ size and error stay concentrated around
small values for the different datasets. Such a result confirms that our algorithms can
improve the fitness of a tree while keeping it smaller. Such behavior allows users to
pick a tree that includes some features—for example, a tree with features invoking
causal relationships or any other feature of interest. In an ideal setting, one would
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squared_error = 4.133
samples = 36

value = 24.186

squared_error = 6.209
samples = 113
value = 20.784

squared_error = 9.576
samples = 16
value = 31.1

squared_error = 8.214
samples = 18

value = 25.489

squared_error = 7.078
samples = 5

value = 22.34

squared_error = 8.921
samples = 28

value = 19.029

squared_error = 3.784
samples = 30

value = 15.543

squared_error = 8.276
samples = 16

value = 12.125

squared_error = 1.569
samples = 6

value = 11.55

squared_error = 4.245
samples = 21
value = 8.624

squared_error = 0.707
samples = 4

value = 31.875

squared_error = 4.109
samples = 6

value = 34.35

squared_error = 11.438
samples = 11
value = 44.9

squared_error = 0.422
samples = 4

value = 49.625

X13 <= 7.57
squared_error = 7.828

samples = 149
value = 21.606

X7 <= 43.1
squared_error = 16.699

samples = 34
value = 28.129

X1 <= 0.147
squared_error = 10.051

samples = 33
value = 19.53

squared_error = 4.421
samples = 8

value = 14.712

X13 <= 19.72
squared_error = 7.997

samples = 46
value = 14.354

X5 <= 0.675
squared_error = 5.13

samples = 27
value = 9.274

squared_error = 3.545
samples = 7

value = 32.829

squared_error = 21.952
samples = 8

value = 37.95

X6 <= 7.183
squared_error = 4.218

samples = 10
value = 33.36

squared_error = 36.806
samples = 5

value = 24.88

X12 <= 390.425
squared_error = 12.866

samples = 15
value = 46.16

squared_error = -0.0
samples = 4
value = 50.0

squared_error = 91.577
samples = 4

value = 44.475

X6 <= 6.594
squared_error = 15.913

samples = 183
value = 22.818

X11 <= 20.95
squared_error = 12.598

samples = 41
value = 18.59

X1 <= 11.45
squared_error = 12.952

samples = 73
value = 12.475

X11 <= 17.6
squared_error = 19.89

samples = 15
value = 35.56

X12 <= 395.4
squared_error = 31.061

samples = 15
value = 30.533

X1 <= 0.577
squared_error = 12.608

samples = 19
value = 46.968

squared_error = 61.423
samples = 4

value = 34.65

X8 <= 1.385
squared_error = 27.35

samples = 187
value = 23.281

X5 <= 0.607
squared_error = 21.436

samples = 114
value = 14.675

X13 <= 5.44
squared_error = 31.792

samples = 30
value = 33.047

X11 <= 17.9
squared_error = 42.898

samples = 23
value = 44.826

X13 <= 14.4
squared_error = 42.54

samples = 301
value = 20.022

X6 <= 7.435
squared_error = 70.696

samples = 53
value = 38.158

X6 <= 6.971
squared_error = 88.631

samples = 354
value = 22.737

(a) Decision tree generated by a decision tree
algorithm

squared_error = 0.0
samples = 1
value = 20.6

squared_error = 0.0
samples = 1
value = 20.4

squared_error = 0.023
samples = 2

value = 22.95

squared_error = 0.0
samples = 1
value = 22.1

squared_error = 0.0
samples = 1
value = 22.9

squared_error = 0.424
samples = 8

value = 24.458

squared_error = 0.0
samples = 1
value = 24.4

squared_error = 0.162
samples = 5

value = 22.738

squared_error = 0.0
samples = 1
value = 16.1

squared_error = 0.023
samples = 2

value = 15.15

squared_error = 0.0
samples = 1
value = 19.6

squared_error = 0.0
samples = 1
value = 19.9

squared_error = 0.997
samples = 7

value = 19.022

squared_error = 0.202
samples = 2

value = 20.95

squared_error = 1.816
samples = 20

value = 21.612

squared_error = 1.814
samples = 10
value = 19.7

squared_error = 0.0
samples = 1
value = 24.8

squared_error = -0.0
samples = 1
value = 24.5

squared_error = 0.0
samples = 1
value = 19.8

squared_error = 0.864
samples = 12

value = 22.389

squared_error = 0.0
samples = 1
value = 35.1

squared_error = 0.0
samples = 1
value = 34.9

squared_error = 0.0
samples = 1
value = 23.7

squared_error = 0.0
samples = 1
value = 25.0

squared_error = 0.0
samples = 1
value = 21.4

squared_error = -0.0
samples = 1
value = 20.5

squared_error = 0.033
samples = 6

value = 19.35

squared_error = 0.0
samples = 1
value = 20.0

squared_error = 0.0
samples = 1
value = 18.3

squared_error = 0.0
samples = 1
value = 18.7

squared_error = 0.0
samples = 1
value = 17.1

squared_error = 0.002
samples = 2

value = 17.46

squared_error = 0.0
samples = 2
value = 13.1

squared_error = 0.0
samples = 1
value = 11.5

squared_error = 0.227
samples = 10

value = 14.241

squared_error = 0.239
samples = 5

value = 14.909

squared_error = 0.0
samples = 1
value = 13.4

squared_error = -0.0
samples = 1
value = 13.8

squared_error = 0.0
samples = 1
value = 10.9

squared_error = 0.001
samples = 3

value = 10.417

squared_error = 0.0
samples = 1
value = 23.7

squared_error = 0.0
samples = 1
value = 24.6

squared_error = 0.0
samples = 1
value = 29.4

squared_error = 0.0
samples = 1
value = 28.7

X9 <= 4.5
squared_error = 0.01

samples = 2
value = 20.5

X7 <= 41.05
squared_error = 0.192

samples = 3
value = 22.525

X6 <= 6.189
squared_error = 0.564

samples = 9
value = 24.338

X2 <= 23.5
squared_error = 0.417

samples = 6
value = 22.922

squared_error = 0.0
samples = 1
value = 17.2

X7 <= 81.4
squared_error = 0.226

samples = 3
value = 15.72

squared_error = 0.0
samples = 1
value = 23.1

X11 <= 17.45
squared_error = 0.018

samples = 2
value = 19.814

X7 <= 64.6
squared_error = 1.406

samples = 9
value = 19.373

X7 <= 70.15
squared_error = 2.571

samples = 30
value = 21.054

X5 <= 0.418
squared_error = 0.02

samples = 2
value = 24.6

X8 <= 2.456
squared_error = 1.153

samples = 13
value = 22.253

squared_error = 0.0
samples = 1
value = 35.4

X11 <= 15.95
squared_error = 0.009

samples = 2
value = 35.033

squared_error = 0.0
samples = 1
value = 22.8

squared_error = 0.0
samples = 1
value = 22.0

squared_error = 0.0
samples = 1
value = 23.6

squared_error = -0.0
samples = 3
value = 23.9

squared_error = 0.0
samples = 1
value = 28.4

squared_error = -0.0
samples = 1
value = 27.5

X13 <= 8.62
squared_error = 0.376

samples = 2
value = 24.567

squared_error = 0.0
samples = 1
value = 26.5

X13 <= 16.37
squared_error = 0.202

samples = 2
value = 20.95

X7 <= 98.35
squared_error = 0.071

samples = 7
value = 19.422

X13 <= 16.425
squared_error = 0.03

samples = 2
value = 18.4

squared_error = 0.0
samples = 1
value = 17.5

squared_error = 0.0
samples = 1
value = 16.2

X8 <= 1.908
squared_error = 0.028

samples = 3
value = 17.357

squared_error = 0.0
samples = 1
value = 18.1

squared_error = 0.0
samples = 1
value = 18.9

squared_error = 0.0
samples = 1
value = 17.7

squared_error = 0.0
samples = 1
value = 16.7

X7 <= 98.85
squared_error = 0.569

samples = 3
value = 12.567

X7 <= 96.95
squared_error = 0.338

samples = 15
value = 14.504

squared_error = 0.0
samples = 1
value = 15.6

X6 <= 6.117
squared_error = 0.04

samples = 2
value = 13.6

squared_error = 0.0
samples = 1
value = 8.5

X1 <= 20.134
squared_error = 0.03

samples = 4
value = 10.486

squared_error = 0.0
samples = 1
value = 8.3

squared_error = 0.0
samples = 1
value = 8.8

squared_error = 0.0
samples = 1
value = 8.4

squared_error = 0.0
samples = 1
value = 8.8

squared_error = 0.0
samples = 1
value = 33.2

squared_error = -0.0
samples = 1
value = 33.3

squared_error = 0.0
samples = 1
value = 22.5

X6 <= 6.412
squared_error = 0.152

samples = 2
value = 24.375

squared_error = 0.0
samples = 1
value = 27.0

X11 <= 17.65
squared_error = 0.122

samples = 2
value = 29.05

squared_error = 0.0
samples = 1
value = 20.7

squared_error = -0.0
samples = 1
value = 22.2

X3 <= 7.76
squared_error = 1.043

samples = 5
value = 21.85

X8 <= 6.473
squared_error = 0.989

samples = 15
value = 23.759

X3 <= 11.245
squared_error = 0.608

samples = 4
value = 16.143

X12 <= 236.51
squared_error = 1.197

samples = 3
value = 20.225

X3 <= 6.065
squared_error = 2.782

samples = 39
value = 20.741

X12 <= 381.665
squared_error = 1.647

samples = 15
value = 22.573

squared_error = 0.0
samples = 1
value = 29.1

squared_error = -0.0
samples = 1
value = 27.9

squared_error = 0.0
samples = 1
value = 37.0

X12 <= 394.565
squared_error = 0.038

samples = 3
value = 35.18

squared_error = 0.0
samples = 1
value = 29.6

squared_error = 0.0
samples = 1
value = 32.4

squared_error = 0.0
samples = 1
value = 28.6

squared_error = -0.0
samples = 1
value = 28.7

X1 <= 0.107
squared_error = 0.154

samples = 2
value = 22.32

X10 <= 271.5
squared_error = 0.017

samples = 4
value = 23.825

X1 <= 0.373
squared_error = 0.18

samples = 2
value = 28.1

X11 <= 20.55
squared_error = 1.081

samples = 3
value = 25.211

X8 <= 2.097
squared_error = 0.442

samples = 9
value = 19.7

X11 <= 18.5
squared_error = 0.2

samples = 3
value = 18.1

X8 <= 1.819
squared_error = 0.253

samples = 4
value = 17.1

X10 <= 453.0
squared_error = 0.142

samples = 2
value = 18.367

squared_error = 0.0
samples = 1
value = 19.1

X1 <= 7.39
squared_error = 0.222

samples = 2
value = 17.033

X8 <= 1.806
squared_error = 0.688

samples = 18
value = 14.316

squared_error = -0.0
samples = 1
value = 17.8

X8 <= 1.415
squared_error = 0.916

samples = 3
value = 14.267

squared_error = 0.0
samples = 1
value = 11.8

squared_error = 0.0
samples = 1
value = 12.7

squared_error = -0.0
samples = 1
value = 11.7

squared_error = 0.0
samples = 1
value = 8.3

squared_error = -0.0
samples = 1
value = 7.2

X7 <= 87.25
squared_error = 0.457

samples = 5
value = 10.237

X7 <= 98.0
squared_error = 0.063

samples = 2
value = 8.55

X1 <= 16.881
squared_error = 0.04

samples = 2
value = 8.6

squared_error = -0.0
samples = 1
value = 10.2

squared_error = 0.0
samples = 1
value = 7.4

squared_error = 0.0
samples = 1
value = 7.2

X2 <= 40.0
squared_error = 0.002

samples = 2
value = 33.225

squared_error = -0.0
samples = 1
value = 32.9

squared_error = 0.0
samples = 1
value = 34.9

squared_error = 0.0
samples = 1
value = 33.8

X1 <= 0.096
squared_error = 0.684

samples = 3
value = 24.0

X6 <= 6.34
squared_error = 1.058

samples = 3
value = 27.82

X6 <= 6.313
squared_error = 0.5

samples = 2
value = 21.2

X6 <= 6.145
squared_error = 1.614

samples = 20
value = 23.35

squared_error = 0.0
samples = 1
value = 19.4

squared_error = 0.0
samples = 1
value = 11.9

X13 <= 12.975
squared_error = 5.07

samples = 7
value = 18.32

X6 <= 6.236
squared_error = 3.138

samples = 54
value = 21.238

squared_error = 0.0
samples = 1
value = 30.5

X2 <= 70.0
squared_error = 0.32

samples = 2
value = 28.3

X12 <= 384.955
squared_error = 0.491

samples = 4
value = 35.483

X7 <= 19.85
squared_error = 1.742

samples = 2
value = 31.467

squared_error = 0.0
samples = 1
value = 30.1

X7 <= 58.1
squared_error = 0.003

samples = 2
value = 28.65

X12 <= 395.61
squared_error = 0.652

samples = 6
value = 22.989

X12 <= 391.73
squared_error = 2.421

samples = 5
value = 25.933

squared_error = 0.0
samples = 1
value = 23.7

squared_error = 0.0
samples = 1
value = 23.1

X10 <= 387.5
squared_error = 0.941

samples = 12
value = 19.135

X12 <= 394.375
squared_error = 0.526

samples = 6
value = 17.417

X5 <= 0.648
squared_error = 0.967

samples = 3
value = 17.55

X4 <= 0.5
squared_error = 1.338

samples = 19
value = 14.527

squared_error = 0.0
samples = 1
value = 19.1

squared_error = -0.0
samples = 1
value = 15.4

X13 <= 28.545
squared_error = 1.828

samples = 4
value = 13.65

squared_error = 0.0
samples = 1
value = 12.3

squared_error = 0.0
samples = 1
value = 9.5

squared_error = 0.0
samples = 1
value = 7.5

X6 <= 6.048
squared_error = 0.25

samples = 2
value = 12.2

squared_error = 0.0
samples = 1
value = 10.8

X5 <= 0.686
squared_error = 0.269

samples = 2
value = 7.933

X8 <= 1.675
squared_error = 0.834

samples = 7
value = 9.9

X7 <= 95.6
squared_error = 0.596

samples = 3
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(b) A single tree from a random forest model

Fig. 1: Examples of decision trees produced by the decision tree and random forest
algorithms on the Boston housing dataset

expect to see most points concentrated around the bottom left of the plot, representing
small trees with a minimal training error.

Fig. 2: Fitness versus MSGP expression sizes across all the benchmarks. Each dot
represents a trial, with different colors distinguishing the trials.

Figure 3 illustrates the performance of the best solutions over the 30 runs on the
training, validation, and test sets. We can note a small variance across the different
runs. Moreover, Figure 4 shows that MSGP requires only a few iterations to fine-tune
a target tree for an acceptable performance.

Figure 5 show that SBR algorithm outperforms MSGP and SyRBO except for the
yacht hydrodynamics dataset for five and ten stages. As SyRBO solely focuses only on
performance, we observe outputted expressions with hundreds and even thousands of
terms, as shown in Figure 6a. It may be due to its reliance on gplearn as the weak
learner. Contrarily, Figure 6b shows that SBR can output short symbolic expressions.
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Table 9: Examples of the best symbolic expressions find by MSGP (Section 4.1) and
GP-GOMEA [12]

DS MSGP GP-GOMEA

AF
−55.66∗X2∗X3∗(X4−X5)∗(X1∗X5+X2∗
X3−X2−X3+2∗X5)÷(X4∗X5∗(X1∗X5+
X4+X5÷X4)∗(X2∗X3−X2−X4))+131.67

(108.14 ∗ X0 ∗ X3 − 25.89 ∗ X1 − 1055.88 ∗ X2 +
25.89 ∗ X3) ÷ (X0 ∗ X3)

BH 54.67 − 2.70 ∗ (X11 + X5) ∗ (X13 + X8) ÷ X11 1.0 ∗ (10.59 ∗ X10 ∗ X9 − 2.11 ∗ X12 ∗ X9 −
92.10 ∗ X5) ÷ (X9 ∗ (X10 + X12))

CCS
4.63+9.25∗ (X1+X5)∗ (X4∗X8÷X6+X3÷
(X2∗X4∗X8))∗ (X2+X4+X5+X6)÷ (X4∗
(X4 ÷ X1 + X4 ÷ (X1 ∗ X2 ∗ X8)) ∗ (X4 − X5 +
X6 + X8))

(−152.56 ∗ X0 − 152.56 ∗ X1 − 152.56 ∗ X2 −
190.26 ∗ (X2 + 3.94) ∗ (X3 − X7) − 199.95) ÷
((X2 + 3.94) ∗ (X3 − X7))

DW −6623.32 ∗ X35 ∗ X6 ÷ (X37 ∗ X9 ∗ (−X14 +
X31) ∗ (X19 − X32)) + 6.75

−1710.01 ∗ X15 − 1710.01 ∗ X18 − 1710.01 ∗
X20 + 1710.01 ∗ X48 + 1710.01 ∗ (X20 − X34) ∗
(X23 + 0.13) + 2.94

EC 6.18 ∗ X5 ∗ (X3 ÷ X7 + X6 ∗ X8) ÷ ((X1 −
X7) ∗ (−X2 + X6)) − 1.17

(X2 ∗ (−37894.76 ∗ X0 + 13312.61 ∗ X2 ∗ X4 −
267.99) + 13312.61 ∗ X7 ∗ (X6 + 0.02)) ÷ X2

EH 11.06 ∗ X5 ÷ (X1 + X1 ÷ X7 − X7) − 12.86 (X1∗(−26642.41∗X0+16280.46∗X6−97.05)+
3492.47 ∗ X4 + 102.44) ÷ X1

TW −13.77∗X1−13.77∗X21∗(X1+X4)÷(−X12+
X15 + X23) + 13.77 ∗ X6 + 659.31

−12927.68 ∗ (−2 ∗ X0 + X22 + X5) ∗ (X0 −
X10 − X14 + X8) − 1210.43

Table 10: Examples of the best expressions found by SBR for each benchmark dataset.
DS 5 stages 10 stages

AF −0.006411 ∗ X1 ∗ X3 − 0.006411 ∗ X1 ∗ X5 +
0.006411 ∗ X2 − 0.006411 ∗ X4 + 127.71

−0.006711 ∗ X1 ∗ X3 − 0.006711 ∗ X1 ∗ X5 −
0.006711 ∗ X2 − 0.013422 ∗ X3 ÷ X4 +

0.006711 ∗ X4 + 127.257606 − 0.006711 ∗ X2 ÷
X1 − 0.013422 ∗ X3 ÷ X1

BH 5.17 ∗ X1 ∗ X4 + 10.86 + 5.17 ∗ X6 ÷ X13 +
5.17 ∗ X6 ÷ X11 + 5.17 ∗ X12 ÷ X10

−0.14∗X1−0.14∗X11÷X4+0.14∗X13−0.14∗
X3−0.14∗X5÷X9−0.14∗X8+26.14−0.14∗
X6 ÷ X3 − 0.14 ∗ X6 ÷ X11 − 0.14 ∗ X13 ÷ X10

CCS
0.026 ∗ X1 ÷ X4 + 0.026 ∗ X2 + 0.026 ∗ X4 ÷
X8 + 0.026 ∗ X5 ∗ X8 + 0.026 ∗ X8 + 25.40 +

0.026 ∗ X8 ÷ X5
0.021 ∗ X1 − 0.01 ∗ X2 + 0.01 ∗ X3 ÷X5 + 0.01 ∗
X4 + 0.02 ∗ X4 ÷ X8 + 0.03 ∗ X5 ∗ X8 + 21.17

DW
−0.01 ∗ X16 + 0.01 ∗ X29 + 0.01 ∗ X30 ÷ X4 +

0.01 ∗ X49 + 0.017203 ∗ X55 − 7.772227 +
0.01 ∗ X55 ÷ X35

−9.3e − 5 ∗ X16 ÷ X7 − 9.3e − 5 ∗ X18 − 9.3e −
5∗X18÷X19−9.3e−5∗X29−9.3e−5∗X32−
9.3e−5∗X35−9.3e−5∗X36−9.3e−5∗X36÷
X53 − 9.3e − 5 ∗ X49 + 3.16 − 9.3e − 5 ∗ X9 ÷
X37−9.3e−5∗X5÷X30−9.3e−5∗X47÷X16

EC 1.55 ∗ X1 ∗ X2 + 1.55 ∗ X1 ÷ X3 − 762.86 +
1.55 ∗ X5 ÷ X1

0.10 ∗ X1 ∗ X2 + 0.15 ∗ X1 ÷ X3 + 0.05 ∗ X3 ∗
X7 + 0.05 ∗ X4 ∗ X5 + 0.05 ∗ X4 ∗ X7 −

80.28 + 0.05 ∗ X5 ÷ X1

EH −0.12 ∗ X1 ∗ X2 − 0.24 ∗ X1 ÷ X5 + 83.96 −
0.12 ∗ X7 ÷ X4

0.19 ∗ X1 ∗ X2 + 0.19 ∗ X1 ÷ X3 + 0.09 ∗
X2 ÷ X4 + 0.09 ∗ X3 ∗ X7 + 0.09 ∗ X5 +

0.09 ∗ X7 − 87.27 + 0.09 ∗ X7 ÷ X5

TW
−5.86 ∗ X1 − 5.86 ∗ X1 ÷ X23 − 5.86 ∗ X2 ÷
X25 − 5.86 ∗ X23 ÷ X5 + 5.86 ∗ X6 + 27.51 −

5.86 ∗ X6 ÷ X4

−2.54∗X1+2.54∗X1÷X3−2.54∗X13+2.54∗
X15+2.54∗X24+2.54∗X4÷X7+2.54∗X5+
2.54 ∗ X8 − 76.27 + 2.54 ∗ X8 ÷ X22 + 2.54 ∗
X16 ÷ X13 + 2.54 ∗ X2 ÷ X1 + 2.54 ∗ X6 ÷ X1

WR 0.36 ∗ X10 ∗ X5 + 0.36 ∗ X11 ÷ X2 + 0.36 ∗
X2 ÷ X4 + 2.28

−0.007 ∗ X10 ∗ X5 − 0.003 ∗ X11 − 0.003 ∗
X11 ÷ X9 − 0.007 ∗ X3 − 0.003 ∗ X7 ∗ X8 −

0.003 ∗ X9 + 5.90 − 0.003 ∗ X9 ÷ X2

WW 0.01 ∗ X1 ÷ X4 + 0.01 ∗ X11 ∗ ∗2 + 0.02 ∗
X2 ÷ X6 + 4.39 + 0.01 ∗ X2 ÷ X11

0.11 ∗ X10 + 0.11 ∗ X11 + 0.11 ∗ X2 + 0.11 ∗
X2 ÷ X4 + 0.11 ∗ X4 ÷ X7 + 0.11 ∗ X5 ∗ X9 +

0.11 ∗ X9 + 3.76 + 0.11 ∗ X9 ÷ X6 + 0.11 ∗
X2 ÷ X11 + 0.11 ∗ X6 ÷ X11 + 0.11 ∗ X2 ÷ X1

YT 85.80 ∗ X6 ∗ ∗2 + 86.77 18.12 ∗ X2 ÷ X3 + 72.49 ∗ X62 + 67.801051
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Fig. 3: Accuracy of the best solution across 30 runs on the training, validation, and
test sets for MSGP. White dots indicate the median and the bars represent the first
and third quartiles.
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Fig. 4: Performance of the best MSGP trees during training across 30 trials for each
dataset. Each line represents a trial, with different colors distinguishing the trials. The
MSGP method requires a few iterations to identify a suitable tree. The y-axis represents
the MSE during training, and the x-axis represents the epochs (i.e., iterations of the
MSGP algorithm).
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Fig. 5: Accuracy of semantic boosting regression on the test set across 30 independent
runs, using one MSGP, five, and ten boosters for each benchmark dataset. The shaded
area represents the 95% confidence interval.
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7 Conclusion
Symbolic regression (SR) searches for a set of mathematical expressions that

better approximate a target variable of a given dataset. It is commonly implemented
through Genetic Programming due to its characteristics in exploring the search space
free of constraints’ assumptions about the underlying data distribution. Nevertheless,
GP-based approaches still face the challenge of overfitting the data expressed through
complex symbolic expressions (a.k.a. bloat). Semantic-based strategies [5, 28] have
been seen as a way to handle this issue. This paper proposes and evaluates a memetic
semantic boosting algorithm for symbolic regression in this context. The memetic
semantic algorithm combines a population-based search strategy with semantics-
guided ones to output short symbolic expressions without penalizing the accuracy.
In this case, rather than selecting a subtree in a target tree at random, as semantic-
based operators [5, 7] usually do, our method repeatedly selects the closest semantics
match between all possible nodes in the tree and all trees in a pre-computed library.
Our semantic boosting-style algorithm integrates a set of Memetic Semantic GP for
Symbolic Regression (MSGP) algorithms as weak learners. Consequently, the final
model comprises a tree compound of the individual learner tree. Experimental results
show that the proposed algorithm can achieve equal or better performance when
compared to state-of-the-art evolutionary-based and traditional machine learning
methods on various real-world datasets. Notwithstanding, our methods are restricted
to tabular and continuous data. Moreover, the size of the predefined library and
the length of its subtrees may also penalize the computational cost of our proposed
methods. Furthermore, one might observe a high training time in a big data setting
compared to the training time of classical boosting algorithms such as XGBoost [42].

Future works include investigating the performance when using a dynamic library,
new strategies to select an individual in a library, and new strategies to guide the
construction of the semantics library to enhance the exploration and exploitation
features of memetic semantic-based algorithms. We are also interested in integrating
the Operator Equalisation [8, 45, 46] into our memetic semantic-based approaches as
a new strategy to speed up discovering short symbolic expressions. Likewise, we plan
to evaluate the performance of our proposed approach on reinforcement learning (RL)
problems, such as done in [47]. Finally, we want to apply our methods to different
real-world applications, including temporal data.
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