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A quantitative benchmark of neural 
network feature selection methods 
for detecting nonlinear signals
Antoine Passemiers1, Pietro Folco2, Daniele Raimondi1,3, Giovanni Birolo2, Yves Moreau1 
& Piero Fariselli2

Classification and regression problems can be challenging when the relevant input features are diluted 
in noisy datasets, in particular when the sample size is limited. Traditional Feature Selection (FS) 
methods address this issue by relying on some assumptions such as the linear or additive relationship 
between features. Recently, a proliferation of Deep Learning (DL) models has emerged to tackle both 
FS and prediction at the same time, allowing non-linear modeling of the selected features. In this 
study, we systematically assess the performance of DL-based feature selection methods on synthetic 
datasets of varying complexity, and benchmark their efficacy in uncovering non-linear relationships 
between features. We also use the same settings to benchmark the reliability of gradient-based 
feature attribution techniques for Neural Networks (NNs), such as Saliency Maps (SM). A quantitative 
evaluation of the reliability of these approaches is currently missing. Our analysis indicates that even 
simple synthetic datasets can significantly challenge most of the DL-based FS and SM methods, while 
Random Forests, TreeShap, mRMR and LassoNet are the best performing FS methods. Our conclusion 
is that when quantifying the relevance of a few non linearly-entangled predictive features diluted in 
a large number of irrelevant noisy variables, DL-based FS and SM interpretation methods are still far 
from being reliable.

In the realm of modern Machine Learning (ML), the efficacy of deep neural networks has been nothing short 
of transformative, revolutionizing numerous domains like structural biology, image/speech recognition and 
Natural Language Processing1–5. However, this remarkable success is, to a large extent, contingent on the 
availability of substantial and informative data. When the volume of data is limited, particularly in scenarios 
where the ratio of number of instances n over number of features m is low, the performance of Deep Learning 
(DL) models can be significantly compromised. This data underdetermination is particularly common in Life 
Sciences, where Whole Exome or Genome Sequencing and other omics(e.g. Transcriptomics, Methylomics) 
can provide millions of measurements for each sample6–8, while the number of samples cannot be arbitrarily 
increased, due to the experimental costs and sometimes even intrinsic population size limits (i.e., gathering 
patients with rare diseases). More commonly, such issues are referred to as the curse of dimensionality (or Hughes 
phenomenon)9. As the dimensionality of the problem increases, average performance can eventually increase, 
but will necessarily start deteriorating at a certain moment due to generalization issues.

Modern ML methods are therefore often placed in the undesirable position of having to deal with severely 
underdetermined datasets generated by underlying complex and highly non-linear mechanisms. Traditional 
Feature Selection (FS) methods are either designed primarily to detect linear or additive features (e.g., Lasso10, 
Elastic net11) or designed based on heuristics (e.g., Relief12, Random Forests13), and by construction they should 
therefore not be able to correctly identify the synergistic effects of highly non-linear features in high-dimensional 
space14.

To address this limitation, several DL-based models for automatic FS have been recently introduced, with 
the idea of exploiting the predictive capabilities of NNs, such as CancelOut15, DeepPINK16, LassoNet17, FSNet18, 
Concrete Autoencoder19and Diet-Net20. Some of these methods are being adopted in different Life Sciences 
studies with apparent success21–26. These approaches seek to harness the inherent capabilities of NNs while 
simultaneously identifying and pruning irrelevant or redundant features, thus enhancing the model’s efficiency 
and interpretability.

At the same time, also Saliency Maps (SM) and other gradient-based features attribution methods27 have 
surfaced within this landscape as valuable tools for interpreting the internal decision process of NNs, that are 
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generally considered to be irremediably opaque black boxes. The most common approaches include Integrated 
Gradients28, DeepLift29, Input ×Gradient30, SmoothGrad31and Guided Backpropagation32. They can be easily 
applied to any NN model with libraries such as Captum33. SM methods attempt to shed light on which features 
contribute most significantly to model predictions, offering insights into the network’s decision-making process. 
However, they are often better suited for post-hoc analysis and lack the real-time adaptability needed for feature 
pruning during the learning phase. Moreover, some studies showing puzzling SM interpretation results and 
perplexing behaviors raised concerns about these methods34–36.

Recent publications suggest that both DL-based FS and SM methods hold considerable potential and have 
demonstrated success in various applications23,25,26,37. However, a comprehensive quantitative assessment of 
their capabilities needs to be more conspicuously presented in the literature. In this study, we embark on a 
rigorous quantitative assessment of the potential of these DL-based FS approaches for detecting non-linear 
signals on synthetic benchmark datasets. Each of our datasets consists of a few variables that jointly and non-
linearly correlate with the output class, as well as a variable number of irrelevant random features (decoys). By 
construction, these datasets cannot be segregated by linear decision boundaries, making linear FS methods 
totally unsuitable for the problem at hand.

Our results show that most of the tested DL-based FS and SM methods mostly fail at extracting relevant 
features even when relatively few decoy features are present. These findings indicate that the fields of DL-based 
FS and NNs interpretation have significant margins for improvement. Moreover, standardized quantitative 
validation benchmark datasets, such as the ones we propose here, should be used to assess their performance 
and limits, in order to give users a more realistic idea of the situations and extent in which these approaches are 
actually reliable.

This paper is structured as follows. In the Methods section, we present the characteristics and intuition 
behind the synthetic benchmark datasets we propose, as well as the real-world datasets used for benchmarking. 
We next describe the state-of-the-art FS and SM methods benchmarked in this study, dividing them in the 
“Feature Attribution”, “Embedded FS” and “Filter FS” macro-categories. In the Results section, we present the 
benchmark results on each synthetic dataset, respectively, and summarize the results in a separate sub-section. 
The last sub-section is dedicated to the real datasets. Finally, we summarize the findings and limitations of our 
study in the Discussion section.

Methods
Building synthetic non-linearly separable datasets as a benchmark for FS methods
The goal of this study is to benchmark Deep Learning (DL)-based Feature Selection (FS) methods and gradient 
based Neural Networks (NNs) feature attribution methods such as SM, gauging their ability to distinguish noisy 
decoys from jointly and non-linearly relevant features. In order to quantitatively evaluate this, we designed 5 
synthetic datasets, called RING, XOR, RING+OR, RING+XOR+SUM and DAG. They have been purposely 
constructed to pose different challenges for the FS methods in terms of the complexity and the peculiarities of 
the patterns that must be learnt. The use of synthetic data allowed us to know which features are truly relevant 
and which are just decoys, providing us with a ground truth on which our benchmark can be based.

Each of our synthetic datasets contains n = 1000 observations and m = p + k features. p and k denote the 
number of predictive and irrelevant features, respectively. For RING, XOR, RING+OR and RING+XOR+SUM, 
features are uniformly distributed in the [0, 1] interval. Within each dataset, the prediction labels were assigned 
to data points according to a non-linear function of the p predictive features. All the remaining k features are 
effectively random with respect to the labels, and thus act as decoys when it comes to feature selection. In 
all datasets, the number of positives is equal to the number of negatives, to prevent any artifact due to class 
imbalance. In the following, we describe in detail the function used to build the predictive features for the 5 
synthetic benchmark dataset. The datasets are also visually shown in Fig. 1.

The RING dataset has circular, non-linear boundaries
Recognizing the circular shape within the data can be a complex task, impossible for linear additive models, 
and hard to approximate for piecewise linear architectures (i.e., NNs with ReLU-like activations). In the RING 
dataset, positive labels are assigned to the points that form a bi-dimensional ring, defined by the features in 
positions j ∈ {0, 1}. The total number of predictive features is 2. Let Y be a binary random variable representing 
the ground-truth label of a data point. Points where assigned to the positive class (Y = 1) when:

	

∣∣∣
√

(X0 − 0.5)2 + (X1 − 0.5)2 − 0.35
∣∣∣ ≤ 0.1151,� (1)

where X0 and X1 are uniformly-distributed random variables representing the first and second predictive 
feature, respectively. The 2 features in RING do not linearly correlate with the labels, but are detectable by 
univariate (non-linear) FS approaches. This represents the majority of features encountered in real settings, 
as the marginal distribution of each of such features is rarely identical for the positive and the negative class. 
Indeed, for a given feature Xi, p(Xi|Y = 1) most often differs from p(Xi|Y = 0) due to the presence of a 
predictive signal, confounding effects, or random discrepancies caused by the low sample size.

The XOR dataset presents the archetypal non-linearly separable problem
This dataset presents an archetypal problem in ML in which the models are tasked to predict the “exclusive or” 
(XOR) interaction between two binary features. The XOR dataset requires that models are able to capture non-
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linear synergistic relationships between input features, since the features taken singularly are uninformative. 
Contrary to the features in RING, these new features cannot be detected by univariate (non-linear) FS methods, 
as these features do not individually correlate with the labels. This poses an additional challenge, as the model is 
forced to consider the combination of the 2 features to be able to detect a predictive signal.

The bi-dimensional space formed by the features in position j ∈ {0, 1} is divided into 4 equally-sized 
regions. Points in the upper left and lower right quadrants are labeled as positive samples, and remaining points 
as negative. The total number of predictive features is 2. Points were considered positive (Y = 1) when:

	 (X0 − 0.5)(0.5 − X1) ≥ 0.� (2)

The RING+XOR dataset combines RING and XOR features
To avoid privileging FS methods that consider small sets of candidate features during inference (e.g., Random 
Forest, mRMR), we increased the number of relevant features by merging the predictive features from RING and 
XOR. More formally, the samples that are either positive examples in the RING dataset (considering features X0 
and X1) or positive examples in the XOR dataset (considering features X2 and X3) are positive. This dataset thus 
contains 4 predictive features, in positions j ∈ {0, 1, 2, 3}. Points were considered positive (Y = 1) when they 
satisfied any of the following constraints:

	

∣∣∣
√

(X0 − 0.5)2 + (X1 − 0.5)2 − 0.35
∣∣∣ ≤ 0.0704,� (3)

	 (X2 − 0.5)(0.5 − X3) ≥ 0.0337,� (4)

where X0, X1 are RING predictive features, and X2, X3 are XOR predictive features.

The RING+XOR+SUM dataset adds linearly correlated features on top of previous ones
In real datasets, many features are likely to linearly correlate with the labels to some variable extent. While 
linear models may fail at uncovering the true underlying predictive pattern, the additive component can still 
be exploited to detect which features are relevant. Therefore, we acknowledged the prominence of additive 
features in real settings by incorporating 2 additive features to the existing ones in a non-linear fashion. More 
specifically, we introduced the inequality X4 + X5 + ϵ > 0.5, where X4 and X5 are uniformly-distributed 
random variables representing features at positions {4, 5}, and ϵ ∼ N (µ = 0, σ = 0.2) is a random noise term. 
Like in the RING and XOR datasets, the corresponding predictive features {0, 1, 2, 3} do not contain noise. 
Points were considered positive (Y = 1) when they satisfied at least one of the following inequalities:

	

∣∣∣
√

(X0 − 0.5)2 + (X1 − 0.5)2 − 0.35
∣∣∣ ≤ 0.0479,� (5)

Fig. 1.  The predictive features shown by pairs for each dataset. Orange and blue correspond to the positive 
and negative classes, respectively. Each column is associated with one dataset, and each row corresponds to a 
distinct pair of features.
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	 (X2 − 0.5)(0.5 − X3) ≥ 0.0598,� (6)

	 X4 + X5 + ϵ ≥ 1.4074.� (7)

We purposely used different cutoffs on the RING features in Eqs. 1, 3 and 5 to prevent any class imbalance. 
Similarly, we chose different thresholds on the XOR features in Eqs. 2, 4 and 6. See Fig. 1 for a visual explanation 
of the different datasets presented so far.

DAG: a benchmark dataset based on a graphical model
While for sufficiently large values of m the datasets defined above are sufficiently challenging, we built an 
additional dataset (called DAG) characterized also by explicitly modeled confounding effects. Indeed, these 
effects occur in most real-life settings, and are very likely to misguide the different models towards learning 
predictive patterns from irrelevant associations. This dataset has been generated by a directed graphical model. 
The exact procedure is detailed in Suppl. Mat. 1.1. By construction, features can be categorized based on their 
degree of relevance:

•	 Features Xi that are highly relevant as they are causal for the target variable Y: Xi → . . . → Y
•	 Features Xi that are weakly relevant as they correlate with the target variable only due to indirect effects, like 

in forks: Xi ← . . . ← Xj → . . . → Y
•	 Irrelevant featuresBy design, we end up with a large (up to 81) number of predictive features, mimicking the 

typical situation where many features jointly but loosely correlate with the labels.

Addition of real data from existing benchmarks
Because the synthetic datasets designed in our study are purposely challenging and therefore might be too 
peculiar compared to reality, we also compared the different algorithms on 11 real datasets. The 5 first datasets 
date back from the NIPS 2003 Feature Selection Challenge38, and have been specifically designed for FS tasks. 
These datasets are referred to as ARCENE, DEXTER, DOROTHEA, GISETTE and MADELON. The 6 remaining 
datasets have also been used previously39, and consist of the MNIST, MNIST-Fashion, ISOLET, COIL-20, Mice 
Protein Dataset, and Smartphone Dataset for Human Activity Recognition (HAR). Most datasets are available in 
the UC Irvine Machine Learning Repository. Statistics about each dataset have been compiled in Suppl. Tab.4.

Procedure for the quantitative benchmark of Feature Selection methods
We assessed the reliability of FS methods on non-linear prediction tasks with an increasing degree of difficulty by 
incrementally diluting the relevant features in the uniformly-distributed synthetic datasets described previously. 
An exponential increase of the number k of decoy features is added in each run. The number m of total features 
is m ∈ {2, 4} ∪ K  for XOR and RING datasets, m ∈ {4} ∪ K  for RING+XOR and m ∈ {6} ∪ K  for 
RING+XOR+SUM, where K = {8, 16, 32, 64, 128, 256, 512, 1024, 2048}. For each run, we set the number 
of samples to n = 1000. We also investigated the effect of decreasing n in Suppl. Mat. 1.4.

For each run and synthetic dataset, we assessed both the predictive performances of the models tested, and 
their FS ability. For each embedded FS method that relies on a predictive model, we evaluated the latter using a 
6-fold cross-validation (CV). We computed the area under the receiver operating characteristic curve (AUROC) 
and area under the precision-recall curve (AUPRC) for each split, and averaged the results over the 6 folds. We 
also reported these metrics for a baseline NN without prior or posterior FS. In the paper, we simply refer to it as 
“Neural Network”.

Second, we evaluated the ability of each FS algorithm to rank the predictive features higher than the decoys. 
More specifically, we quantified it as the percentage of predictive features among the highest p and 2p top-ranked 
features, where p corresponds to the number of truly predictive features in each dataset (p = 2 for XOR and 
RING, p = 4 for RING+XOR, p = 6 for RING+XOR+SUM, p = 7 or 81 in DAG depending on the definition 
used). We refer to them as best p and best 2p scores for short.

Feature annotations are not publicly available for the 5 datasets from the NIPS 2003 Feature Selection 
Challenge, therefore making it impossible to disentangle relevant from irrelevant features. However, the number 
of relevant features is available: p = 7000 for ARCENE, p = 10000 for DEXTER, p = 50000 for DOROTHEA, 
p = 3500 for GISETTE, and p = 20 for MADELON. Therefore, we first ranked the features using each FS 
method, kept the p top ones, and assessed the predictive performance by validating a Random Forest model 
on these p features. Validation was based on the validation set provided in each dataset. Because the disparities 
in cross-validation performance were found to be subtle, we combined the AUROC and AUPRC scores into 
a single value 

√
AUROC × AUP R, and ranked the methods according to that value. Methods producing 

the same score were assigned the same rank. For the 6 remaining real-world datasets, we performed similar 
comparisons, but assumed p to be half the total number of features.

To ensure fair comparison, and avoid assigning good performance to badly-designed FS methods (where 
feature importances are influenced by their position/indices in the data matrix), we randomly permuted the 
columns of the input data matrix before fitting each model, and permuted the features back after computing the 
feature importances. For feature attribution methods (e.g. SM), only the points from the held-out sets have been 
used to select features (we also discussed this choice in Suppl. Mat. 1.6). We computed the best p and best 2p 
scores for each split, and averaged them across the 6 folds.
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Machine learning models
To ensure a fair comparison between DL-based FS methods, we tried to reuse the same NN architecture whenever 
possible. We implemented our NNs with Pytorch40. The data has been centered by replacing each input vector 
xi by 2xi − 1, so each feature ranges between −1 and 1. The default model was a three-layer perceptron with 
LeakyReLU activation functions, with a 0.2 slope for negative values. The 2 hidden layers had 16 neurons each. 
Additionally, L2 regularisation on the parameters was used, with a regularisation parameter of 10−5. The model 
was trained with the Adam optimizer41 for up to 1000 epochs, with a learning rate of 0.005 and a batch size of 
64. A scheduler guided the optimisation of each model by adjusting the learning rate over time, decreasing it by 
a 0.9 factor every time the total loss function stagnates for 10 epochs (with a cooldown of 5 epochs). Gaussian 
noise, with a standard deviation of 0.05, was added to the inputs in order to regularise the models further. 
In order to minimize overfitting risks and get the best out of each NN-based approach, we implemented an 
early stopping criterion. We saved the NN parameters at each epoch and kept the ones that minimize the loss 
function on a held-out set composed of 20% of the training data. The training was interrupted prematurely if 
the validation loss had not decreased during the last 5 epochs. The vanilla neural network was entirely based 
on this architecture. Only the downstream parts of DeepPINK and CancelOut were based on this architecture. 
The other NN-based FS methods were either based on a third-party library (e.g., Concrete Autoencoder) or a 
drastically different architecture (i.e., FSNet).

Also, all feature attribution methods are based on the architecture described above. However, due to the 
peculiarities of some embedded FS methods or the constraints of their implementation, these latter methods 
might build on subtle variants of this architecture. When relevant, these differences are explained in the next 
section.

Summary of the benchmarked feature selection methods
Here we summarize the FS methods we benchmarked in this study. They can be grouped in 3 categories: Feature 
Attribution, Embedded FS, and Filter FS methods. We describe them in details in the following. For the sake of 
comparison, we also included FS approaches that are not based on neural networks, namely Relief12, mRMR42, 
Random Forest13and TreeSHAP43.

Feature attribution methods
Feature attribution methods propose an a posteriori interpretation of the method M by approximately 
reconstructing the decision process followed by M in order to produce the prediction yi. Gradient-based 
interpretation methods for NNs like SM belong to this category. Given a trained NN model M, the forward pass 
M(xi) of sample xi is computed, alongside with the gradient ∂M(xi)/∂xi of the target output yi = M(xi) 
with respect to the input xi. The gradient values identify which positions in xi are the most important for the 
prediction. Indeed, because the gradient points towards the direction of steepest descent, the highest components 
of the gradient indicate which input variables require the least change to produce the largest variation in the output 
yi. In this study, we used the Captum33library to benchmark the Integrated Gradients28, Saliency27, DeepLift29, 
Input ×Gradient30, SmoothGrad31, Guided Backpropagation32. From the same library, we also benchmarked 
non-gradient-based interpretation methods like Deconvolution44, Feature Ablation, Feature Permutation45and 
Shapley Value46 interpretation approaches. For SmoothGrad, data was injected with random noise sampled from 
a zero-centered Gaussian distribution with 0.1 standard deviation (Captum’s implementation of NoiseTunnel). 
The operation has been repeated 50 times per input vector. For the Integrated Gradients, DeepLift, Feature 
Ablation and Shapley Value Sampling methods, the 0 vector was supplied as baseline point. The baseline point 
is used for different purposes depending on the method. For example, the basepoint provided for the Integrated 
Gradients method defines the point from which to compute the integral and smooth the feature attribution 
vector. Because all these gradient-based methods only provide instance-level feature importances, we computed 
the overall feature importances as the average of absolute values of the instance-level importances. Because it 
was a priori unclear to us whether these instance-level scores should be computed on the training set or the 
validation set (with their difference explained by the generalization error), we compared the two settings in 
Suppl. Mat. 1.6.

Embedded feature selection methods
The second category of FS approaches are the embedded methods, which operate at training time, such as 
FSNet18, Concrete Autoencoder19, CancelOut15, Random Forest13, DeepPINK16and LassoNet17.

FSNet’s architecture is composed of a Selector and an Encoder network, which branches into a Classifier 
and a final sub-network comprising a Decoder and a Reconstruction layer. The Selector consists in a matrix 
multiplication operation, involving a low-rank matrix of shape k × 2p obtained from a weights predictor, 
followed by a softmax activation (after addition of Gumbel noise to the logits): 2p features are selected, and we 
computed both best p and best 2pscores using the feature importances as proposed in18. The weights predictor of 
the Selector is composed of a fully-connected layer with no activation. We chose the identity function for both the 
Encoder and Decoder, as no further refinement of the input features was deemed necessary, and because it keeps 
the number of layers similar to the other NN-based approaches in our benchmark. The Reconstruction network 
reverses the dimensionality reduction enforced by the Selector network, and performs a matrix multiplication 
analogously. The corresponding low-rank matrix is predicted from a predictor module composed of a fully-
connected layer with no activation. The classifier has the same architecture as described in the previous section, 
except that its input size is restricted to 2p. The whole model was trained for 2000 epochs. 30 bins (latent size of 
10) were used to compute the input frequencies necessary to predict the low-rank matrices.

CancelOut is composed of the shared architecture described in the previous section, preceded by a CancelOut 
layer, and was trained in the same manner. We experimented with 2 variants of the method: 1) with a Sigmoid 
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activation and CancelOut weights regularization (we denote the corresponding model by “CancelOut (sigmoid)” 
for short), and 2) with a Softmax activation layer and without regularization (“CancelOut (softmax)”). In the 
former case, we used a λ1 = 0.2 coefficient for the variance and a λ2 = 0.1 for the regularization term. Because 
L1 regularization encourages importances weights to converge to 0.5 (sigmoid(0) = 0.5), we replaced it by the 
sum of CancelOut weights, unlike the original implementation. Indeed, this choice of regularization better 
promotes sparsity among feature importances. In both cases, CancelOut weights were initialized with the same 
value β = 1. The model has been trained for up to 300 epochs, as the convergence of CancelOut weights requires 
longer time than the optimization of the classifier alone.

The LassoNet17 architecture contained 32 hidden neurons and ReLU activation functions, as only the latter 
were available among activation functions in the lassonet Python package. We used the default hyper-parameters 
for training.

To evaluate the Concrete Autoencoder (CAE), we used the concrete-autoencoderPython package19, and 
implemented the underlying classifier with Keras47. The autoencoder contained 3 layers, the first one preceded 
by random Gaussian noise injection (0.1 standard deviation) and the two other layers preceded by dropout layers 
(20% dropout). Each hidden layer was composed of 32 neurons. The CAE has been trained for 30 epochs, with 
initial temperature 10 and final temperature 0.01 and using a learning rate of 1e-4. The CAE has been trained 
twice, for selecting p and once for selecting 2p features respectively.

DeepPINK requires knockoff features, as described in the framework of Model-X Knockoff features designed 
by Candès et al.48. Details of Model-X Knockoff features are explained in Suppl. Mat. 1.2. We generated knockoff 
features in two different ways depending on the nature of the dataset. For the DAG dataset, we generated Gaussian 
knockoff features. For the remaining 4 datasets, knockoff features were generated by simply sampling from a 
uniform distribution. The DeepPINK architecture was made of the aforementioned shared architecture, but 

preceded by two locally-connected layers as described in16. The weights of the downstream part of the network 

were penalized by L1 regularization, using the recommended value of 0.05
√

2log(m)/n.
Random Forests13 were grown with the scikit-learnPython package49 and were composed of 500 trees each. 

We used the default hyper-parameters. We selected features from trained Random Forests using the widely-used 
impurity-based feature importance scores, as implemented in scikit-learn. More specifically, the importance 
of a feature is defined as the total reduction in Gini impurity caused by all node splits involving that feature, 
averaged across all trees in the forest. TreeSHAP43 was based on the same Random Forest model, and quantified 
the importance of each feature with additive Shapley values. We used the shap Python package to extract feature 
importances from our scikit-learn Random Forest models.

Filter feature selection methods
The last category of methods that we considered is the set of Filter FS algorithms, such as Relief12or Minimum 
Redundancy Maximum Relevance (mRMR)42. These methods perform only FS and do not provide predictions, 
therefore no AUROC or AUPRC values are reported. mRMR relies on correlation metrics such as Mutual 
Information50 for discrete features, or the F-statistic for continuous features. In order to discretize the features, 
we divided each feature into 20 equally-sized bins, which we deemed sufficiently thin for capturing the non-
linear dependencies, and sufficiently large for robust estimation (∼ 40 observations per bin).

We evaluated the original Relief12 algorithm which was specifically designed for binary classification problems. 
At each iteration, a random data point is selected, and the closest data point from the same class (“near-hit”) and 
from the other class (“near-miss”) are identified. Then, the importance of each feature is decreased (increased) 
based the squared difference for that feature between current point and the near-hit (near-miss) point. We used 
the Euclidean distance as distance metric.

Finally, in order to have at least one univariate FS method in our benchmark, we included mutual 
information, which quantifies the non-linear correlation between the target variable and each input feature from 
an information-theoretic perspective. We used the mutual_info_classif function from the scikit-learn Python 
package.

Results
Feature Selection (FS) is widely used across many fields of science6,7,51–53. The goal of FS algorithms is to identify 
or rank features in function of the predictive signal they carry with respect to a prediction label. In this study, we 
benchmarked 20 FS methods on 5 synthetic datasets (RING, XOR, RING+XOR, RING+XOR+SUM and DAG) 
providing non-linear binary classification tasks (see Methods). These datasets represent classical ML problem, 
such as the XOR problem, the discrimination of points lying on a ring-shaped subspace and combinations 
thereof (see Methods for more details). The final results of our benchmark are summarized in Table 2. In the 
following sections we first discuss and analyze the results obtained within each dataset.

Random forests, mutual information and mRMR outperform other methods on RING by a 
large margin
In the RING dataset, positive labels are associated to the points lying on a bi-dimensional ring defined by features 
in positions {0, 1} (see Suppl. Fig. S1).

Top panels in Fig. 2 show the AUROC and AUPRC of all trained models, as a function of the total number 
of features m = p + k. It is noteworthy that all models but the Random Forest have AUROCs and AUPRCs 
approaching a random predictor (50%) for values of m greater than 32. This effect is consistent with the 
percentages of relevant features reported in the bottom graphs of Fig. 2. Random forests, TreeSHAP and mRMR 
perfectly re-identified the relevant features, even when m = 2048. Mutual information, the only univariate FS 
method, perfectly re-identified relevant features up to m = 1024. However, the decaying predictive performance 
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of Random Forests (as m increases) suggests that tree-based models still loose their ability to optimally model 
the data.

Neural networks are better suited for solving the XOR problem
As shown in Fig. 3, NN models obtained overall better results, and mRMR underperformed, even for a small 
number of irrelevant features k. In particular, LassoNet reached maximal best p and best 2p scores for each 
m ≤ 512, and > 90% AUROC and AUPRC for each m ≤ 512. This relatively high predictive performance 
of LassoNet can be attributed to the internal cross-validation procedure used to find the optimal degree of 
sparsity of the NN parameters. The FS methods, besides LassoNet, that found the highest proportions of relevant 
features are Relief, CancelOut (sigmoid), Random Forests, and feature attribution methods such as Guided 
Backpropagation or Feature Permutation. Most methods underwent drastic performance losses when m ≥ 128.

RF, mRMR and LassoNet are the best performing methods on RING+XOR
This dataset comprises four relevant features (p = 4). Similarly to what we observed for the RING dataset, we see 
from Fig. 4 and Tab. 2 that Random Forests and TreeSHAP (which interprets trained Random Forests) performed 
the best, along with mRMR. Random Forests achieved high AUROC and AUPRC values and correctly ranked 
the features in most settings. In particular, it is the only method that revealed capable of identifying over 80 
% of relevant features (on average) when m ≤ 2048. For any other method to achieve a similar percentage of 
relevant features, the total number of features needs to be decreased to m = 16, thus requiring to make the 
problem orders of magnitude simpler. Overall, only RF, mRMR and TreeSHAP result in best p and best 2p scores 
> 60% when m > 64. All remaining methods except LassoNet appear to perform close to random for m ≥ 256
. Indeed, LassoNet starts behaving as a random predictor only for m ≥ 1024.

RING+XOR+SUM is challenging for all methods for both prediction and FS
There are six relevant features in this dataset, two of them being linear with some additive noise. The prediction 
problem appears to be quite difficult, with AUROC and AUPRC values < 0.85 for all methods even for p = 6 
when no decoy feature is added (see Fig. 5). Overall performance seems to decrease more gradually with m than 
in other datasets. This can be explained by the slightly larger number of relevant features (p = 6) as well as their 
heterogeneity, allowing models to detect the features that are the easiest to pick for them (XOR features for NNs, 
RING features for mRMR and tree-based models, SUM features for most models). RF/TreeSHAP and mRMR 
are the best FS methods, with the best p scores ≥ 40% and the best 2p scores ≥ 60% for each value of m. FSNet 
ranked last as both predictive model and FS method. Finally, we observe that CancelOut with Sigmoid activation 
clearly outperformed its Softmax variant by a large margin.

Disentangling causal from spurious effects on DAG is too challenging for FS methods
In the fifth and last dataset in this benchmark, which has been generated by a graphical model (see Methods), 
relevant features can be defined either as being causal for the observed variable Y, or being predictive for Y 
due to indirect (confounding) effects. We refer to this dataset as DAG. In Table 1, we report the best p and 2p 

Fig. 3.  Performance of the different models and feature selection methods on the XOR dataset. (Top) AUROC 
and AUPRC of each trained model as a function of the number of features. (Bottom) Percentage of relevant 
features selected by each FS method in the top p and 2p, respectively. Shaded areas correspond to the best p 
and best 2p scores of a dummy FS method that performs worse than random. Methods have been sorted by 
decreasing order of average performance in the legend.
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scores based on these two definitions. We can see that, in both settings, TreeSHAP and its underlying Random 
Forest model are outperforming other methods. Concrete autoencoder, FSNet and CancelOut (softmax) failed at 
detecting relevant features. Feature attribution methods performed essentially the same, as also observed on the 
4 other datasets. Overall, none of the benchmarked approaches seemed to be significantly better than the others 
at disentangling indirect correlations from causal effects on the DAG dataset.

Fig. 5.  Performance of the different models and feature selection methods on the RING+XOR+SUM dataset. 
(Top) AUROC and AUPRC of each trained model as a function of the number of features. (Bottom) Percentage 
of relevant features selected by each FS method in the top p and 2p, respectively. Shaded areas correspond to 
the best p and best 2p scores of a dummy FS method that performs worse than random. Methods have been 
sorted by decreasing order of average performance in the legend.

 

Fig. 4.  Performance of the different models and feature selection methods on the RING+XOR dataset. (Top) 
AUROC and AUPRC of each trained model as a function of the number of features. (Bottom) Percentage of 
relevant features selected by each FS method in the top p and 2p, respectively. Shaded areas correspond to the 
best p and best 2p scores of a dummy FS method that performs worse than random. Methods have been sorted 
by decreasing order of average performance in the legend.
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Benchmark summary
To give the reader a summary of the results obtained by the benchmarked methods on all the datasets, we 
summarized them in Table 2. It shows the best p and best 2p scores for all FS methods on each dataset. For 
readability purposes, we only reported the mean scores, computed across all values of m. The table is divided 
in two parts: instance-level feature attribution methods (a posteriori gradient-based methods such as Saliency 
Maps) in the upper part, and the remaining approaches in the lower. The best performing methods from each 
category have been highlighted in bold. Among model-based and a priori FS techniques, TreeSHAP and its 
underlying model Random Forests both outperformed all approaches by a large margin on all datasets but XOR. 
Overall, mRMR appears to be the second best-performing technique, despite its underperformance on XOR. 
Contrary to mRMR, LassoNet achieved maximal performance on XOR, while getting average results on the 
remaining datasets. Instance-level a posteriori methods do not show significant differences.

In order to compare the methods in situations where the curse of dimensionality is exacerbated, we reported 
the same results on sub-sampled versions of the same datasets, with n ∈ {250, 500}. These results are shown in 
Supp. Tables 1 and 2. We observed that mRMR, tree-based methods and LassoNet consistently outperform other 
methods in the same settings.

Random forests outperform other methods on real-world datasets
Finally, we benchmarked the different algorithms on 11 real-world datasets where the number of features m can 
greatly exceed the number of training examples n, with the most extreme case being DOROTHEA (n = 800
, m = 100, 000). For each method and dataset, we computed an overall score as 

√
AUROC × AUPRC and 

reported the results in Tab. 3. Most datasets contain a substantial number of relevant features, which contributes 
to overall high performance and results in only subtle differences among feature selection (FS) algorithms, 
particularly in the six datasets that did not originate from the NIPS 2003 Feature Selection Challenge.

To enhance clarity, we ranked the methods for each dataset, averaged these ranks, and presented this final 
value in the last column of Tab. 3. Random Forests emerged as the best performer, with an average rank of 
6.273, while TreeSHAP struggled significantly on the COIL-20, HAR, and DOROTHEA datasets, yielding an 
average rank of 14.000. LassoNet ranked second (7.182), followed by Input × Gradient (7.545), Feature Ablation 
(7.636), and CancelOut (sigmoid) (7.818). Surprisingly, mRMR did not perform as well as it did on the synthetic 
datasets, placing among the lowest-ranked methods (14.364).

Average running time was the largest for FSNet (49884 seconds), which can be explained by our arbitrary 
choice to set the latent space size to the number of selected features, which is very large in some datasets (e.g., 
50000 for DOROTHEA). Shapley value sampling was by far the most expensive feature attribution method 
(12076 seconds), as Captum performs 25 random feature permutations by default, therefore increasing the 

Dataset
% causal 
features

% correlated 
features Performance (%)

Method Best p Best 2p Best p Best 2p AUROC AUPRC

Saliency maps 14.3 14.3 9.9 13.0 –  –

Integrated gradient 14.3 16.7 9.7 13.8  –  –

DeepLift 14.3 16.7 9.7 13.8  –  –

Input×Gradient 14.3 14.3 9.1 13.4  –  –

SmoothGrad 14.3 14.3 9.7 13.6  –  –

Guided backpropagation 14.3 14.3 9.9 13.0  –  –

Deconvolution 14.3 14.3 9.9 13.0  –  –

Feature ablation 14.3 14.3 9.1 13.6  –  –

Feature permutation 11.9 16.7 9.3 14.2  –  –

Shapley value sampling 14.3 16.7 9.1 13.6  –  –

Mutual information 14.3 14.3 7.0 10.3  –  –

mRMR 16.7 19.0 6.6 11.5  –  –

LassoNet 14.3 14.3 6.8 11.1 71.9 66.0

Relief 14.3 14.3 6.8 9.5  –  –

Concrete Autoencoder 2.4 11.9 4.9 8.0 50.1 52.8

FSNet 0.0 0.0 3.9 9.3 46.4 49.1

CancelOut (softmax) 9.5 23.8 7.0 12.1 51.7 52.8

CancelOut (sigmoid) 16.7 19.0 9.7 14.8 58.1 58.7

DeepPINK 14.3 14.3 8.4 12.3 70.4 69.0

Random Forest 21.4 40.5 12.8 17.9 75.4 73.9

TreeSHAP 28.6 42.9 13.4 17.3  –  –

Table 1.  Best p and best 2p scores of all feature selection methods on the DAG dataset. p = 7 when 
considering only causal features as relevant (first multi-column) and p = 81 when also including confouders 
(second multi-column). Additionally, AUROC and AUPRC scores have been reported for embedded methods. 
Significant values are in bold.
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computation costs by a 25 factor. Relief took 7220 seconds to run on average, which can be attributed to its poor 
scalability: the algorithm first starts with the computation of all pairwise distances between data points. Among 
the best performing FS methods, Random Forest and Input × Gradient required only 11 and 19 seconds on 
average, respectively.

Discussion
Machine Learning models can still fail when they are the most suitable
Random forests have largely outperformed other methods on the RING, RING+XOR, RING+XOR+SUM and 
DAG datasets, both as a FS technique and as predictive models. They also ranked first on the average of the 11 
real-world datasets. However, the synthetic dataset where RFs perform comparatively worse is XOR, which 
consists of data points obeying a simple logical rule (Fig. 3).

The quality of its feature selection and prediction is not linked to the sophistication of the modeling per se, but 
rather the optimality of the decision tree induction algorithm. Indeed, scikit-learn’s implementation is based on the 
heuristic CART algorithm54, which is unlikely to infer the tree with the highest information gain and minimal 
number of nodes. In particular, in the XOR dataset, selecting one of the two relevant features as the first decision 
split is not sufficient, as it does not produce any change in the class proportions within the newly obtained 
hyper-parallelepipeds. Therefore, RFs are counter-intuitively better at growing from ring-shaped data since any 
split on one of the two corresponding features results in an increase of class purity (strictly positive information 
gain). On the XOR dataset, optimal inference would require a lookahead of 1 feature or bivariate decision splits. 
In conclusion, the relatively lower performance of RFs on the XOR dataset can mainly be attributed to the sub-
optimality of its underlying tree induction algorithm. Similarly, neural networks are naturally well suited for 
solving the XOR problem, but we demonstrated that they rapidly start to underperform after adding a sufficient 
number of distractors to the pool of features. This failure can not be attributed to the NN architecture modeling, 
but rather the NN parameter optimization itself.

Univariate feature selection remains relevant in a high dimensionality context
Although the datasets have been constructed in a way that they are highly challenging for both linear and 
univariate FS methods, it must be noted that (non-linear) univariate filter methods remain highly relevant 
in some contexts. First, they are computationally more efficient (and embarrassingly parallel), making them 
competitive in a high-dimensional setting (e.g. Whole Genome Sequencing data). Second, they can still capture 
relevant features when they individually correlate with the explained variable in a non-linear fashion. This is 
shown by the large performance of mutual information (MI) on the RING dataset (as shown in Table 2). These 
results suggest that mutual information (MI), which is a non-linear tool, consistently detects the reduction of 

Dataset RING XOR RING+XOR RING+XOR+SUM DAG

 Method Best k Best 2k Best k Best 2k Best k Best 2k Best k Best 2k Best k Best 2k

Saliency maps 31.8 38.6 57.6 58.3 34.6 38.8 53.9 60.3 14.3 14.3

Integrated gradient 30.3 36.4 56.8 58.3 34.2 40.4 53.6 60.3 14.3 16.7

DeepLift 33.3 37.9 56.8 56.8 34.6 40.0 53.9 60.0 14.3 16.7

Input × Gradient 34.1 38.6 57.6 59.1 34.2 41.2 54.7 60.3 14.3 14.3

SmoothGrad 31.8 39.4 57.6 58.3 34.2 39.6 54.2 60.6 14.3 14.3

Guided backpropagation 32.6 36.4 57.6 59.1 35.8 40.4 53.6 60.0 14.3 14.3

Deconvolution 33.3 36.4 57.6 58.3 34.2 39.2 53.6 59.7 14.3 14.3

Feature ablation 29.5 37.9 57.6 58.3 34.2 40.0 53.3 60.6 14.3 14.3

Feature permutation 30.3 34.1 57.6 58.3 33.3 42.1 52.5 60.0 11.9 16.7

Shapley value sampling 33.3 37.9 55.3 56.8 32.9 40.8 52.8 60.6 14.3 16.7

Mutual information 92.6 96.3 18.2 28.8 39.6 50.4 40.8 51.1 14.3 14.3

mRMR 100.0 100.0 11.4 25.8 81.7 88.8 74.7 84.7 16.7 19.0

LassoNet 34.8 35.6 81.8 81.8 44.6 52.9 64.2 67.8 14.3 14.3

Relief 40.2 45.5 72.7 74.2 37.1 42.1 43.9 53.3 14.3 14.3

Concrete Autoencoder 19.7 24.2 22.7 27.3 19.2 30.0 25.8 36.4 2.4 11.9

FSNet 20.5 31.8 18.2 25.0 21.2 29.6 25.3 35.0 0.0 0.0

CancelOut (softmax) 26.5 31.1 31.8 35.6 24.6 33.8 40.3 48.6 9.5 23.8

CancelOut (sigmoid) 34.1 35.6 60.6 61.4 37.5 44.2 55.8 62.2 16.7 19.0

DeepPINK 21.2 26.5 34.1 37.9 21.2 31.2 48.3 56.9 14.3 14.3

Random Forest 100.0 100.0 54.5 59.8 88.8 95.4 85.3 90.8 21.4 40.5

TreeSHAP 100.0 100.0 40.2 43.9 81.7 88.3 78.3 86.1 28.6 42.9

Table 2.  Best k and best 2k score percentages on the 5 datasets. For the first 4 datasets, scores have been 
averaged over m ∈ {2, 4, 6, 8, 16, 32, 64, 128, 256, 512, 1024, 2048}. Top and bottom parts of the table 
correspond to instance-level feature attribution and embedded/filter FS methods, respectively. Best performing 
methods are highlighted in bold.
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entropy caused by the ring-shaped function that generated the data. Indeed, this ring-shaped data is leaking 
information about the class at the level of individual features (the probability distribution of each feature is 
altered when conditioned on the class distribution). This ability to capture information in a univariate fashion 
is also evidenced by the overall low rank of MI on the real-workd datasets (Table 3), showing that it performs 
comparately better than more sophisticated approaches such as DeepPINK or FSNet.

Even the simplest algorithm can be affected by the curse of dimensionality
Despite Relief being a simplistic and interpretable algorithm, it did not prove robust in high-dimensional settings, 
as extensively shown in our results on synthetic datasets. Relief is a multivariate and non-linear FS approach that 
iteratively selects data point pairs based on their distance. However, any method based on classical distance 
metrics (e.g., Euclidean, Manhattan) in high-dimensional settings will be affected by the curse of dimensionality. 
This problem is reflected in the fact that the higher the number of features, the less meaningful these distance 
metrics, as all data points start being highly and equally distant from each other: “most of the volume of a high-
dimensional orange is in the skin, not the pulp”55. To illustrate this phenomenon on the XOR dataset, we reported 
the distributions of intra-class and inter-class pairwise Euclidean distances in Fig. 6. It appears that m = 256 
features are sufficient to make the two distributions similar (p-value=0.045 > 0.01). Therefore, problem-specific 
distance metrics need to be designed in order to handle the presence of noise in high-dimensional spaces.

Are neural networks bad performers?
Given the various DL approaches we benchmarked in this paper, it is hard to formalize prior hypotheses 
explaining their behaviour. Nevertheless, in the following, we relate the inner workings of these models in the 
light of the results summarized in Table 2. To do so, in Fig. 7, we compare the training accuracy of our vanilla NN 
and the embedded NN-based FS methods on the XOR dataset and a purely randomly generated dataset without 
any feature correlating with the target variable. Strikingly, only 64 features are sufficient to make the NN overfit 
the 1000 points in the dataset when only decoy features are present.

This phenomenon can be attributed to the underdetermination of the problem: the more features, the more 
likely the model finds a non-linear combination of features that perfectly shatters the data (separates the data points 
based on the classes) just by random chance. This concept relates to the Vapnik-Chervonenkis (VC)56 dimension, 
defined as the maximum number of points that can be shattered by a given binary classifier for any assignment 
of the class to the points. For piecewise linear NN architectures (i.e., traditional NNs with ReLU-like activation 
functions), of which our baseline NN is an instance, the lower bound on the VC-dimension is Ω (W Llog(W/L))
, where W is the number of NN parameters, L the number of layers and Ωthe asymptotic notation for the lower 
bound57. Given the total number of features m, we obtain W = 16m + 16 + 162 + 16 + 16 + 1 weights for 
our vanilla NN. Therefore, the overfitting risks for piecewise linear NNs grow significantly faster than in more 
traditional ML models such as linear models, where the VC-dimension is at most m + 1.

As suggested in58, the number of features should not exceed 
√

n when relevant features strongly correlate. 
This optimal number of features 

√
1000 ≃ 31.2 indeed corresponds to the m value at which the vanilla NN 

suddenly starts severely overfitting the training data even in the absence of relevant features (m = 32), as shown 
in Fig. 7.

Fig. 6.  Distribution of pairwise distances between points from the same class (blue) and from different classes 
(red) in the XOR dataset, for different numbers of features m. The p-value of a two-sample Kolmogorov-
Smirnov test is reported for each m.
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LassoNet is the only model that does not fit the training data when no relevant feature is present, even at 
m = 2048 (Fig. 7). This effect is likely due to LassoNet’s internal cross-validation to find the sparsity pattern 
that minimizes generalization error. Its architecture contains a residual connection between the inputs and the 
output, therefore turning the network into the sum of a non-linear model fW (x) parameterized by W and 
a linear model θT x parameterized by θ. Therefore, the prediction function of the corresponding classifier is 
ŷ = σ(θT x + fW (x)), where σ is any activation function. LassoNet’s ability to capture additive features explains 
its overall performance gain on the RING+XOR+SUM dataset compared to RING+XOR, as reported in Table 2.

CancelOut, with sigmoid activation, is only marginally better than the vanilla NN, showing that the 
CancelOut layer acts as a regularizer on the downstream network.

CancelOut with softmax activation does not overfit the decoy-only set and performs significantly better with 
layer normalization (Fig. 7(dashed orange line)). However, we omitted Layer Normalization in the architecture 
for benchmarking, as rescaling the features would invalidate the inferred Cancelout parameters and make the 
feature importances non-interpretable. Let us note that the distributional shift introduced by softmax activation 
was not mentioned in the original publication15.

DeepPINK starts to perfectly overfit the decoy-only dataset when m is equal to 128. Furthermore, it produced 
inconsistent scores, demonstrating the training procedure’s lack of reliability. The redundancy between its two 
locally-connected (LC) layers could be the cause, as it could make the optimization problem underdetermined. 
This is shown in Fig. 7 (dashed pink line), where removing the second LC layer stabilized the training, allowing 
the network to fit the XOR+decoy features for any m. As for CancelOut, we did not include this modified version 
in our benchmarking, as it was unclear how to compute feature importances without the second LC layer.

FSNet rightfully does not overfit the decoy-only data set. However, as the total number of features grows large 
enough (m ≥ 32), it fails at fitting the XOR+decoy data. As in our other experiments, we set up FSNet’s Selector 
layer with 2p output features. In the present case, 2p = 4. Encoding the input samples into 4 features will likely 
cause an information bottleneck and, therefore, loose the predictive signal.

From a broader perspective, multiple mechanisms could be put in place to improve NN performance, such 
as bootstrapping or recursive feature elimination (RFE). Indeed, RFE can simplify FS by gradually removing 
features and reducing the underdetermination of the problem. On the other hand, bootstrapping has the 
potential to alleviate random fluctuations in Saliency Maps or neural network parameters by averaging across 
multiple runs. However, given the relatively demanding computational requirements of NN-based methods, we 

Fig. 7.  Training accuracy on the XOR dataset (“XOR + decoy”) and on a dataset only composed of m 
randomly and uniformly generated decoy features (“decoys only”), respectively. For this experiment, we 
removed the early stopping criterion to assess the model’s ability to shatter the data. Additionally, we reported 
the performance on decoys for modified versions of CancelOut (softmax) and DeepPINK with dashed lines. 
For CancelOut (softmax), we added a Layer Normalization function between the CancelOut layer and the 
downstream NN. For DeepPINK, we removed the second locally-connected layer.
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did not implement any of these mechanisms as they would increase computational costs by several orders of 
magnitude.

Neural network hyper-parameter optimization can not overcome the Hughes phenomenon
While we originally selected the neural network hyper-parameters in such a way that NNs perform well on all 
synthetic datasets using the same hyper-parameter values, we did not over-tune them on each separate dataset 
and each m value separately, as it would result in excessive computational costs. On the real-world datasets, 
hyper-parameter optimization (HPO) of a dense multi-layer perceptron would become intractable. Moreover, 
excessive HPO of NNs would result in an unfair comparison with other methods, such as Random Forests, for 
which we used scikit-learn’s default hyper-parameters (except n_estimators=500).

Nonetheless, we investigated whether the low performance of NNs on the synthetic datasets with large m was 
not directly due to the choice of hyper-parameters. The Optuna59Python package was used to perform HPO of 
the activation function, number of layers, number of hidden neurons per layer, standard deviation of the injected 
Gaussian noise, dropout rate, use of LayerNorm normalization, learning rate, batch size, L2 regularization rate 
(weight decay), optimizer, and whether to use (Adaptive) Sharpness-Aware Minimization60,61. Walltime was 
set to 12 hours for each dataset. The best hyper-parameters have been listed in Suppl. Tab.5 for m = 128, and 
Suppl. Tab.6 for m = 2048. We observed both the inconsistency of the results between datasets, but also the very 
low predictive performance overall (0.570 AUROC on RING, 0.576 AUROC on XOR, etc.). We conclude that 
HPO alone is not sufficient for alleviating the underdetermination issues, as more sophisticated approaches are 
needed to prevent NNs from getting distracted by decoy features.

Study limitations
Care should be taken to interpret the results presented in our study. The success of FS methods relies on the 
adequacy of their underlying model with the data, and due to the complexity of real datasets, it is practically 
impossible to determine whether a particular NN architecture is suitable or not. Also, the performance of 
two different NNs will necessarily be identical (under certain conditions) when averaged over all possible 
problems, as suggested by the No-Free-Lunch theorem62, therefore making NN design and hyper-parameter 
optimization ill-defined when based on a single dataset. By cross-validating our NN models, using an early 
stopping criterion and restoring the NN parameters that minimize cross-validation error, while notoverly hyper-
optimizing the NNs towards each dataset, we proposed a realistic tradeoff and simulated the typical situation 
where the practitioner does not fully explore the NN solution space, or lacks the amount of data necessary to 
assess the generalization error, but uses the currently best ML practices at their disposal to mitigate these issues. 
Let us note that achieving the best generalization is easier when the models have sufficient insights about the 
data, for example by predefining the sparsity pattern of the NN weight matrices based on prior knowledge 
(e.g., known biological interactions)63, by grouping the features based on their peculiarities (e.g., Group 
Lasso/LassoNet)17when regularizing, or by providing good initial values for the NN parameters (e.g., transfer 
learning64). We acknowledge that the results reported in this study might be dataset-dependent, and we tried to 
alleviate this effect by proposing 5 different synthetic datasets with various properties of the features that could 
be representative of several real-life cases.

Despite these limitations, our results suggest that in real-life scenarios where we do not know the optimal 
NN hyper-parameters and architecture for each specific dataset, the current DL-based FS methods have a very 
low probability of discovering relevant features, especially when the number of observations is of the same order 
of magnitude (or lower) as the total number of features. We also highlight the higher robustness of traditional 
FS methods compared to NNs in detecting additive features and features that individually and non-linearly 
correlate with the labels.

Conclusion
In this paper, we investigated the usefulness of non-linear FS approaches in the case of high-dimensional 
data with a low sample-to-feature ratio and non-linear data patterns. What emerges from the results is that 
Random Forests and mRMR outperformed neural network-based approaches on all synthetic datasets that 
exhibit non-linear correlations between individual features and the target variable, apart from the XOR dataset, 
where LassoNet was leading. Therefore, DNN models might not be the best choice for feature selection on 
datasets with these characteristics, i.e. a low density of relevant features, a prevalence of non-linear patterns and 
variance homogeneity (for both predictive and decoy features). Random Forests and LassoNet also led on the 
real-world datasets, while mRMR performed significantly worse. In real-life applications, we mainly encounter 
that relationships among the features are additive to some extent. However, our study indicates that when both 
additive and non-linearly entangled features are present, the latter are hardly detectable compared to the former 
unless a considerable number of samples are available to mitigate the underdetermination of the problem. In the 
light of the presented results, we suggest that the development of novel NN-based FS methods should be directed 
toward the integration of simple metrics such as mutual information to guide the learning and discourage NNs 
from relying on spurious correlations. Given the combinatorial nature of the FS problem, each of the presented 
methods could also be combined with heuristic search strategies such as Recursive Feature Elimination (RFE) 
for improved performance. However, many of them (e.g., FSNet, LassoNet) would necessitate methodological 
improvements to alleviate their rather large computational costs.

Data availability
The datasets used in the study can be generated using the code available at: ​h​t​t​​​​p​s​:​​/​​/​g​i​t​h​u​b​.​c​​o​m​/​​A​n​​t​o​i​​n​e​P​a​s​s​e​m​i​
e​r​s​/​F​e​a​t​u​r​e​-​S​e​l​e​c​t​i​o​n​-​B​e​n​c​h​m​a​r​k​​​​​.​​
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