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1. Introduction

Goal: Cluster nodes in a multidimensional social network.
To this end, we introduce:
•An extension of the deep latent position block model (Deep-LPBM) decoder to multidi-
mensional networks.

•A specific encoder based on graph convolutional networks for each network and a multi-
layer perceptron to aggregate them into a unified continuous embedding Z representing
partial membership probabilities to the cluster.

•An evaluation of the performance of the approach and an application to real-world social
networks.

2. Deep-LPBM

Data structure: The observed network is identified by a given N × N adjacency matrix
A = (Aij)i,j∈1,...,N whose entry (i, j) is one if the individual i is in relation with the individual
j and zero otherwhise. A is supposed symetric.
The DDPM model assumes:

•Nodes are spread into Q clusters.

•Each node i have a latent representation Zi ∈ RQ−1 such that:

Zi
iid∼ Nd(0, IQ−1).

•The probability for node i to be in cluster q is given by:

ηiq =


exp(Ziq)

1+
∑Q−1

r=1 exp(Zir)
if q ̸= Q,

1

1+
∑Q−1

r=1 exp(Zir)
if q = Q.

•The probability of nodes i and j to be linked given ηi and ηj is :

P(Aij = 1|ηi, ηj) = η⊺iΠηj,

where Π(ℓ) = (Π
(ℓ)
qr )1≤q,r≤Q is a Q × Q symmetric matrix and refers to the connectivity

matrix whose entry (q, r) is the probability that a node in block q is connected to a node
in block r.

Therefore nodes are allowed to partially belong to many clusters providing them the possi-
bility to have overlapping rules in many clusters.

3. Our work: LPBMM

Data structure: Our observed multidimensional network is identified by a collection of L
adjacency matrices A = {A(ℓ)}ℓ each referring to a relationship between the same set of N
individuals.
Our model assumes that:

•Nodes are spread into Q clusters.

•Each node i is supposed to have a single latent representation Zi containing the clustering
information of all the different networks.

•Each layer has its own deep-LPBM decoder with specific parameter Π(ℓ) and the common
latent variable Zi ,meaning that P(A(ℓ)

ij = 1|ηi, ηj) = η⊺iΠ
(ℓ)ηj

•The different networks are supposed to be independent given Z, resulting into the following
joint distribution: p(A,Z|Π) =

∏L
l=1 p(A

(ℓ)|Z,Π(ℓ))p(Z).

4. Graphical model
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5. Inference

The observed data likelihood can be obtained by marginalizing over the latent
variable Z

p(A) =

∫
z

p(A,Z)dZ. (1)

The direct evaluation of this integral is not tractable !
The impossibility to compute the joint posterior distribution of the latent variables given
the data leads us to rely on the variational inference.
To this end, we introduce a variational posterior distribution q(·) for which the following
inequality holds:

log p(A|Π) ≥ Eq(Z|A)

[
log

p(A,Z|Π)
q(Z|A)

]
:= L(Π, q(·)),

and L(Π, q(·)) is known as the evidence lower born (ELBO) of the marginal log-likelihood.
This ELBO is maximized when q(·) is equal to the true posterior distribution p(Z|A,Π)
which is itself non tractable.
Therefore, we suppose a mean-field factorization on q(·) in order to make the ELBO
tractable:

q(Z|A) =
N∏
i=1

qϕ(Zi|A) =
N∏
i=1

N (Zi; µ̄ϕ,ξ(A)i, σ̄
2
ϕ,ω(A)iIQ−1),

with
ϕ = (ϕ(1), . . . ϕ(L)), µ̄ϕ,ξ(A) = MLPξ(µ

(1)

ϕ(1)
, . . . , µ

(L)

ϕ(L)
) σ̄ϕ,ω(A) = MLPω(σ

(1)
ϕ , . . . , σ

(L)
ϕ ),

[
µ
(ℓ)

ϕ(ℓ)
, σ

(ℓ)

ϕ(ℓ)

]
= f

(ℓ)

ϕ(ℓ)
(Ā(ℓ)). Here

f
(ℓ)

ϕ(ℓ) is a graph convolutional network and MLP refers to a multi-layer perceptron.
It has been established that the ELBO can be decomposed as follows:

ELBO = Eq(·)

[∑
l

log p(A(ℓ)|Z,Π)

]
︸ ︷︷ ︸

Reconstruction term

−KL(q(Z|A)||p(Z))︸ ︷︷ ︸
Regularisation term

,

where the regularization term can be exactly computed and the reconstruction is estimated
thanks to MCMC and stochastic gradient descent is done for all parameters thanks to the
reparaletrization trick.
Parameters initialisation: The parameters Π, ξ, ω, ϕ are initialized by fitting K-means on
the k-th view A(k) to initialize cluster labels, which are then used to estimate initial latent
positions through an inverse softmax transformation. It then optimizes an embedding by
minimizing the reconstruction error with respect to the variational parameters and initializes
the block connectivity matrix using edge counts between clusters in each network.

5. Experiment on Lazega dataset
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Figure 2: Networks of advice exenges.
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Figure 3: friendship Network.
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Figure 4: Co-work network.
Figure 6: Evolution of the ELBO.
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