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Abstract—We design an Interactive Oracle Proof of Proximity
(IOPP) for codes on graphs inspired by the FRI protocol.
The soundness is significantly improved compared to the FRI,
the complexity parameters are comparable, and there are no
restrictions on the field used, enabling to consider new codes to
design code-based SNARKs. THIS PAPER IS ELIGIBLE FOR
THE STUDENT PAPER AWARD.
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I. INTRODUCTION

A. Scientific context

Designing efficient Succinct Non-interactive ARguments
of Knowledge (SNARKs) has become an important field in
cryptography. A SNARK is a cryptographic proof system that
enables a computationally powerful prover to demonstrate the
validity of a computational statement to a computationally
weak verifier. The SNARKs used in practice rely on the
arithmetization of a computation to an algebraic problem, and
on proving efficiently and interactively that the problem has a
solution. One of the main approaches relies on proximity tests
to error-correcting codes as algebraic problem, and specifically
to Reed-Solomon codes. Since they are built as evaluation of
polynomials, they provide useful algebraic properties related
to the arithmetization. However Reed-Solomon codes are not
locally-testable, meaning that testing proximity to the code re-
quires access to a significant proportion of a word. Interactive
Oracle Proofs of Proximity (IOPP) [1], [2] were introduced
to vercome this isue by enabling testing the proximity to a
Reed-Solomon code while only reading a few coordinates.

An IOPP is an r-round interaction between a prover P and
a verifier V in which P aims to convince V that, for a given
word f ∈ Fn, code C ⊆ Fn and parameter δ ∈ [0, 1],

∆H(f, C) ≤ δ, (1)

where ∆H is the relative Hamming distance. The Verifier
receives oracles to the messages sent by P . Then V only
sends randomness in order to keep the protocol public coin,
and to be able to apply a Fiat-Shamir transformation to turn
the protocol into a non-interactive one [3], [1, Section 6]. The
prover and verifier are modeled as r+1 algorithms P0, ...,Pr

and V0, ...,Vr representing their behavior over rounds. Each
one takes as arguments the input of the protocol and the history
of the interaction, and outputs the message to send to the other

party. Since the verifier does not access the whole input word,
but only a chosen random part, there is a probability for it
to accept at the end of the protocol even though (1) is not
satisfied. This probability is called the soundness. On the other
hand, when f ∈ C, the probability that the Verifier accepts is
called the completeness, and we require it to be 1.

Codes on graphs were first introduced by Tanner [4]. As
in the celebrated construction by Sipser and Spielman [5], we
consider codes whose coordinates are indexed by the edges of
a graph. Given a n-regular graph Γ = (V,E) and a base code
C0 ⊆ Fn, the code on Γ built on C0 is the space of functions
f : E → F such that each “local view”, i.e. the edges around
a given vertex, is a codeword of C0:

∀v ∈ V, (f(e))e=(v,v′)∈E ∈ C0.

Expander graphs have been studied for their ability to provide
codes with low locality, so one can test the proximity to them
by only accessing a small proportion of the coordinates. It
led to the discovery of a family of codes with constant rate,
constant minimal distance and constant locality [6]. However,
these codes do not reach practical complexity parameters yet.
Moreover their construction is very resctrictive and requires
specific algebraic objects which are much more involved than
simply polynomials like for Reed-Solomon codes, hence they
are not easily suitable for arithmetization. Unlike these cited
constructions, we do not try to build a family of codes on
graphs with a constant regularity, but we allow it to grow
with the size of the graph.

B. Techniques and results

We adapt ideas from the FRI protocol [2] to create a new
folding technique that reduces testing the proximity to a graph
to testing the proximity to a graph with twice less vertices. The
specificity of our protocol lies in the preservation of the arity
between the original and small graph. A folding creates several
“loop edges”, referred to as “petals”, which ensures that the
local views are preserved. Repeating this folding technique
produces a graph with a single vertex and only petals, referred
to as the “flower”. The protocol is thus called flowering. The
graphs considered use a Reed-Solomon code as base code.

Our main improvement lies in the soundness of our protocol.
It achieves a lower commit soundness factor compared to
the FRI. Moreover, the soundness of the Flowering protocol



Soundness parameters Complexity parameters
Protocol Soundness Validity Prover Verifier Query Length Rounds

FRI [2], [8], [9]
K2 logK

(2ε)7|F|
+ (1− δ)m δ < 1−

√
K
N

− ε < 8N < 2m logK 2m logK < N logK

Flowering (this paper)
logN

ε|F|
+

(
1−

t

logN
(δ − ε logN)

)m

δ < 1− K
N

< 3N < tm logN < tm logN < N < logN

TABLE I
COMPARISON OF THE SOUNDNESSES AND COMPLEXITY PARAMETERS,

WITH A MIXED SOUNDNESS FROM [8], [9] FOR THE FRI PROTOCOL, WHERE m AND t ARE REPETITION PARAMETERS, AND ε IS ARBITRARY

remains valid up to the covering radius whereas it is only a
conjecture for the FRI protocol [7, Conjecture 2.3]. Further-
more, our protocol only require that the field size is larger
than the logarithm of the length of the code to be able to
define a Reed-Solomon code as base code, while the FRI
requires much more structure on the field, e.g. to have FFT-
friendly subgroups. We compare the parameters of the widely
used FRI protocol [2], [8], [9] for testing the proximity to
a Reed-Solomon code of length N and dimension K, with
our Flowering protocol for testing the proximity to a code
on a Cayley graph of length N and dimension K, defined in
Section V. Table I presents the soundnesses and their domain
of validity, as well as their complexity parameters. For the FRI
protocol, we rewrite the soundnesses from [8], [9] in a form
that can be compared with this paper. We use [9, Theorem 5.2]
instead of [8, Theorem 4.4] it in the proof of [8, Theorem 7.2].

II. DEFINITIONS

Fix a finite field F of cardinal greater than n and x1, ..., xn ∈
F pairwise distinct elements. Denote the Reed-Solomon code
evaluated on {x1, ..., xn} of dimension k by RS[n, k].

Definition 1 (Regular indexed multigraph (RIM)). A n-
regular indexed multigraph Γ = (V,E) is given by a set of
vertices V and a function E : V ×[n]→ V such that for v ∈ V
and ℓ ∈ [n], the vertex E(v, ℓ) is the neighbor of v throught
edge indexed ℓ, and such that E satisfies the well-definedness
property: ∀ℓ,∀v ∈ V,E(E(v, ℓ), ℓ) = v.

Denote Ẽ the quotient of V ×[n] by the equivalence relation
∼E defined by (v, ℓ) ∼E (v′, ℓ′) iff ℓ = ℓ′, and either
E(v, ℓ) = v′ or v = v′. Denote petals(Γ) := {(v, ℓ) ∈
V × [n] | E(v, ℓ) = v}.

Definition 2 (Word on graph, code on graph). Let Γ = (V,E)
be a n-RIM. A word f̃ on Γ is a function Ẽ → F. We denote
W (Γ,F) the set of functions f : V ×[n]→ F such that for any
v, v′, ℓ, if (v, ℓ) ∼E (v′, ℓ) then f(v, ℓ) = f(v′, ℓ). A word on
Γ can equivalently be viewed as a function in W (Γ,F). Since
this formalism will be more convenient here, we will use it
instead.

For f ∈ W (Γ,F) and v ∈ V , we denote by f(v, ·) the
vector (f(v, 1), ..., f(v, n)), and we denote f(v,X) the degree
< n polynomial such that f(v, xi) = f(v, i) for i = 1, ..., n.

Define the code C[Γ, k] on Γ as {f ∈ W (Γ,F) | ∀v ∈
V, f(v, ·) ∈ RS[n, k]}.

Definition 3 (Graph isomorphism). Let Γ = (V,E) and
Γ′ = (V ′, E′) be n-RIM. An isomorphism between Γ and
Γ′ is a bijection φ : V → V ′ such that ∀v ∈ V,∀ℓ ∈
[n], φ(E(v, ℓ)) = E′(φ(v), ℓ).

Definition 4 (Cut-graph, cut-word). Let Γ = (V,E) be a n-
RIM. For V ′ ⊆ V , Cut[Γ, V ′] is defined as the n-RIM (V ′, E′)
where

E′ : (v, ℓ) 7→

{
E(v, ℓ) if E(v, ℓ) ∈ V ′

v otherwise.

Let f ∈ W (Γ,F). For V ′ ⊆ V , we define the word
Cut[f, V ′] on Cut[Γ, V ′] as the restriction of f to Cut[Γ, V ′]:
∀v ∈ V ′,∀ℓ ∈ [n],Cut[f, V ′](v, ℓ) := f(v, ℓ).

Definition 5 (Flowering cut). Let Γ = (V,E) be a n-RIM. Let
V ′, V ′′ ⊆ V be a partition of V . If there exists an isomorphism
φ : Cut[Γ, V ′] → Cut[Γ, V ′′], then F = (V ′, φ) is said to be
a flowering cut.

Denote πφ : V → V ′ the projection such that πφ(v) = v if
v ∈ V ′ and φ−1(v) otherwise.

We define a folding notion, similar to [10].

Definition 6 (Folding). Let Γ = (V,E) be a regular well-
defined RIM. Let f ∈ W (Γ,F). Let F = (V ′, φ) be a flow-
ering cut and denote V ′′ := V \ V ′. Denote f ′ := Cut[f, V ′]
and f ′′ := Cut[f, V ′′]. We define the folding of f on the cut
F by α ∈ F as the following word of W (Cut[Γ, V ′],F)

FoldF [f, α] : (v, ℓ) 7→ f ′(v, ℓ) + αf ′′(φ(v), ℓ).

When it is clear from context, we denote Fold that operator.

Definition 7 (Blossoming graph sequence). A sequence of
n-RIM (Γ0 = (V0, E0), ...,Γr = (Vr, Er)) is said to be
blossoming if Γr has exactly 1 vertex, and for any i = 1, ..., r,
there exists a flowering cut Fi = (Vi, φi) such that Γi =
Cut[Γi−1, Vi].

We introduce a distance called vertex distance, more suitable
for the local views. It is coarser than the Hamming distance.

Definition 8 (Vertex distance, Hamming distance). Let
Γ = (V,E) be a n-RIM. Let f, f ′ ∈ W (Γ,F). We define the
relative vertex distance between f and f ′, denoted ∆V , by

∆V (f, f
′) :=

1

|V |
|{v ∈ V | f(v, ·) ̸= f ′(v, ·)}|.

We reformulate the relative Hamming distance between f and
f ′, denoted ∆H , by

∆H(f, f ′) :=
1

|Ẽ|
|
{
(v, ℓ) ∈ Ẽ | f(v, ℓ) ̸= f ′(v, ℓ)

}
|.

Proposition 1. Let Γ = (V,E) be a n-RIM. Let f, f ′ ∈
W (Γ,F). For v ∈ V and ℓ ∈ [n], let |(v, ℓ)| be the



cardinal of the equivalence class of (v, ℓ) by ∼E , let m :=

maxv∈V

∑
ℓ∈[n]

1

|(v,ℓ)|
. Then ∆V (f, f

′) ≥ |E|
m|V |∆H(f, f ′).

Proof. For v ∈ V and ℓ ∈ [n], let d(v) := 1 if f(v, ·) ̸=
f ′(v, ·) and 0 otherwise, let d(v, ℓ) := 1 if f(v, ℓ) ̸=
f ′(v, ℓ) and 0 otherwise. Since d(v)m ≥

∑
ℓ∈[n]

d(v)

|(v,ℓ)|
≥∑

ℓ∈[n]
d(v,ℓ)

|(v,ℓ)|
, we have ∆V (f, f

′) = 1
|V |
∑

v∈V d(v) ≥
1

m|V |
∑

v,ℓ
d(v,ℓ)

|(v,ℓ)|
. Moreover, ∆H(f, f ′) = 1

|E|
∑

v,ℓ
d(v,ℓ)

|(v,ℓ)|
=

m|V |
|E|

1
m|V |

∑
v,ℓ

d(v,ℓ)

|(v,ℓ)|
, which gives the result.

Denote µ(Γ) the ratio |E|
m|V | . As a corollary of Proposition

1, if each vertex of Γ has the same amount of loops, then
µ(Γ) = 1 and thus ∆V (f, f

′) ≥ ∆H(f, f ′). In Section V,
this will be satisfied.

III. GENERAL PROPERTIES

We adapt the lower bound on the dimension from [4,
Theorem 1] to our construction.

Proposition 2 (Lower bound on the dimension). Let Γ =
(V,E) be a n-RIM. Then K := dim C[Γ, k] ≥ (k−n/2)|V |+
|petals(Γ)|/2.

Proof. By aggregating the |V | parity check matrices of all
the vertices for the code RS[n, k], one obtains a parity check
matrix H for C[Γ, k], with |E| columns and (n− k)|V | rows.
Thus dim C[Γ, k] = dimkerH ≥ |E| − (n − k)|V | = (k −
n/2)|V |+ |petals(Γ)|/2.

Proposition 3 is the graph analog of [8, Theorem 4.4].

Proposition 3 (Commit soundness). Let ε > 0. Let Γ =
(V,E) be a n-RIM. Let F = (V ′, φ) be a flowering cut.
Denote C := C[Γ, k], Γ′ = Cut[Γ, V ′] = (V ′, E′) and
C ′ := C[Cut[Γ, V ′], k]. Let f ∈W (Γ,F). Then

Pr
α∈F

[∆V (FoldF [f, α], C
′) < ∆V (f, C)− ε] ≤ 1

ε|F|
.

Proof. Denote δ := ∆V (f, C) and assume that δ > 0. Let
T := {v ∈ V | f(v, ·) /∈ RS[n, k]}, and T ′ := πφ(T ) be the
vertices of Γ′ whose Fold is built from at least one vertex of
T . We have that ∀v′ ∈ T ′, |π−1

φ (v′) ∩ T | ≤ 2, hence

|T | =
∑
v′∈T ′

|π−1
φ (v′) ∩ T | ≤ 2|T ′|. (2)

Furthermore, by definition of the vertex distance, |T | = δ|V |,
since |V | = 2|V ′| and by (2), we have

|T ′| ≥ |T |
2

=
δ|V |
2

= δ|V ′|. (3)

For α ∈ F, denote Vα := {v′ ∈ T ′ | Fold[f, α](v′, ·) ∈
RS[n, k]}. Then

Pr(∆V (Fold[f, α], C
′) < δ − ε)

= Pr (|{v′ ∈ V ′ | Fold[f, α](v′, ·) /∈ RS[n, k]}| < (δ − ε)|V ′|)
= Pr (|{v′ ∈ T ′ | Fold[f, α](v′, ·) /∈ RS[n, k]}| < (δ − ε)|V ′|)
= Pr (|Vα| > |T ′| − (δ − ε)|V ′|)
≤ Pr (|Vα| > ε|V ′|) , (4)

where (4) is obtained by (3). I.e., with A := {α ∈ F | |Vα| >
ε|V ′|},

Pr
α
(∆V (Fold[f, α], C

′) < δ − ε) ≤ |A|
|F|

. (5)

We now provide a bound on |A|. Let v′ ∈ T ′ and
denote Av′ := {α ∈ F | Fold[f, α](v′, ·) ∈ RS[n, k]}.
Denote

∑d
i=0 aiX

i := Cut[f, V ′](v′, X) and
∑d

i=0 biX
i :=

Cut[f, V \ V ′](v′, X), where d is the maximum degree of
Cut[f, V ′](v′, X) and Cut[f, V \ V ′](v′, X). Since f /∈ C,
d ≥ k, and because Fold[f, α](v′, X) =

∑d
i=0(ai + αbi)X

i,
there is at most one value α such that deg Fold[f, α](v′, X) <
d, hence

|Av′ | ≤ 1. (6)

On the one hand, by definition of A,
∑

α∈A

∑
v′∈T ′ 1Av′ =∑

α∈A |Vα| > ε|A||V ′|, and on the other hand, by (6),∑
v′∈T ′

∑
α∈A 1Av′ =

∑
v′∈T ′ |Av′ | ≤ |T ′| ≤ |V ′|.

Thus |A| ≤ 1
ε , and with (5) we obtain the result.

IV. FLOWERING PROTOCOL

Protocol 1 is an IOPP inspired from the FRI protocol [2].
The Prover has access to the word f on Γ, and the Verifier has
oracle access to f . The Prover aims to convince the Verifier
that ∆H(f, C[Γ, k]) ≤ δ. For this, the Prover will successively
reduce the problem to testing the proximity to smaller codes.

A. Protocol and properties

Let (Γ0 = (V0, E0), ...,Γr = (Vr, Er)) be a blossoming n-
RIM sequence on the flowering cuts F1 = (V1, φ1), ..., Fr =
(Vr, φr). For i = 0, ..., r, let Ci := C[Γi, k]. Note that Cr =
RS[n, k] is the code on the singleton RIM with n loop vertices,
which we call a flower.

Protocol 1 (Flowering protocol). The flowering protocol is
composed of two phases: the commit phase and the query
phase. There are two complexity parameters: the number m
of repetitions of the query phase and the number t of edges
that are checked.

COMMIT PHASE: For i from 1 to r, the Vi sends αi−1
$← F

to P and Pi gives to V oracle access to a word fi ∈W (Γi,F).
QUERY PHASE: For j = 1, ...,m, Vr picks v1,j

$← Vi and
a random set Ij ⊆ [n] of size t. For i = 1, ..., r, Vr computes
vi+1 := πφi

(vi), and checks that

∀ℓ ∈ Ij ,Fold[fi−1, αi−1](vi,j , ℓ) = fi(vi,j , ℓ)

by making 2t queries if i− 1 = 0, or t if i ≥ 2, to fi−1, and
t queries to fi. Finally, for i = r, with vr the only vertex of
Γr, Vr checks that

fr(vr, ·) ∈ RS[n, k].

The Verifier accepts only if all checks pass.

Theorem 1 (Complexity properties of the protocol). Protocol
1 has the following complexity properties

• Prover complexity: 3
∑r

i=1 |Ei| < 3n|V0|;
• Verifier complexity: 3rmt field operations;



• Query complexity: (2t+ 1)m+ n;
• Round complexity: r;
• Randomness complexity: r fields elements, m nodes and

m subsets of [n];
• Proof length:

∑r
i=1 |Ei| < n|V0|.

Theorem 2. Let (Γ0, ...,Γr) be a blossoming n-RIM. The
following properties hold when running Protocol 1 on a word
f ∈ W (Γ0,F) with m repetitions of the query phase by
checking t edges, where the probabilities are taken over the
Verifier’s internal randomness.

1) Completeness: if f ∈ C0 then there exists a prover P
such that V accepts with probability 1.

2) Soundness: for any prover P , V accepts with probability
at most

min
ε>0

(
r

ε|F|
+

(
1− t

n

(
µ(Γ)∆H(f, C[Γ0, k])− rε

))m)
.

The completeness property is straightforward since the
Prover can send fi = Fold[fi−1, αi−1] for i = 1, ..., r to make
the Verifier accept with probability 1.

B. Proof of soundness

We prove the soundness of the theorem, stated in vertex
distance, in Proposition 4, using the same strategy as for [8,
Theorem 7.2].

Lemma 1. Using the notations of Protocol 1, let j ∈ [m] be
fixed. Let Ni,j denote the event “Fold[fi−1, αi−1](vi,j , ·) ̸=
fi(vi,j , ·)”. For (f ′

0, ..., f
′
r) ∈

∏r
i=0 W (Γi,F), let N ′

i,j denote
the event “Fold[f ′

i−1, αi−1](vi,j , ·) ̸= f ′
i(vi,j , ·)”. There exists

(f ′
0, ..., f

′
r) ∈

∏r
i=0 W (Γi,F) such that f ′

r = fr, and the
events N ′

1,j , ..., N
′
r,j are disjoint and

⊔r
i=1 N

′
i,j ⊆

⋃r
i=1 Ni,j .

Proof. Define recursively f̃i for i = 0, .., r by f̃0 := f0 and for
i > 0, f̃i := Fold[f̃i−1, αi−1]. We define the f ′

i as follows. For
i = 0, f ′

0 = f0. Let v0 ∈ V0. Denote (v1, ..., vr) the sequence
such that for i ∈ [r], vi = πφi−1

(vi−1). Denote i(v0) :=
max({i ∈ [r] | fi(vi, ·) ̸= Fold[fi−1, αi−1](vi, ·)} ∪ {0}). Let
ℓ ∈ [n]. For i < i(v0) define f ′

i(vi, ℓ) := f̃i(vi, ℓ), and for
i ≥ m(v0) define f ′

i(vi, ℓ) := fi(vi, ℓ). Let i0 := m(v0,j). If
i0 = 0 then for any i ∈ [r], N ′

i,j does not hold. If i0 > 0 then
by construction, for i ∈ [r] \ {i0}, N ′

i,j does not hold. Thus
the (N ′

i,j)i∈[r] are disjoint. Moreover, if the event
⊔r

i=1 N
′
i,j

holds, then i0 > 0 i.e. the event
⋃r

i=1 Ni,j holds.

Proposition 4 (Query soundness). Let ε > 0 and f0 ∈
W (Γ0,F). After running Protocol 1 with m repetitions of the
query phase by checking t edges, the Verifier accepts with
probability at most

r

ε|F|
+

(
1− t

n
(∆V (f0, C[Γ0, k])− rε)

)m

,

where the probability is taken over the its internal randomness.

Proof. If fr /∈ Cr then the Verifier rejects with probability 1.
Therefore in the following we assume that

∆V (fr, Cr) = 0. (7)

Let f ′
0, ..., f

′
r be given by Lemma 1. For i ∈ [r] and

j ∈ [m] denote Ri,j the event “∃ℓ ∈ Ij such that
Fold[fi−1, αi−1](vi,j , ℓ) ̸= fi(vi,j , ℓ)”. Denote A the event
“∀i ∈ [r],∆V (Fold[f

′
i−1, αi−1], Ci) ≥ ∆V (f

′
i−1, Ci−1) − ε”.

Then the event “V accepts” is
⋂m

j=1

⋂r
i=1 Ri,j .

By the law of total probability, the probability that V
accepts is at most Pr

(
A
)
+ Pr

(⋂
i,j Ri,j | A

)
. By Propo-

sition 3, Pr
(
A
)
≤
∑r

i=1 Pr
[
∆V (Fold[f

′
i−1, αi−1], Ci) <

∆V (f
′
i−1, Ci−1) − ε

]
≤ r

ε|F| . By independence of the repe-
titions of the query phase,

Pr

⋂
i,j

Ri,j | A

 =

m∏
j=1

1− Pr

⋃
i∈[r]

Ri,j | A

 . (8)

Since all Pr(
⋃r

i=1 Ri,j | A) for j ∈ [m] are equal, we consider
the case j = 1. Take the notations Ni,1 and N ′

i,1 of Lemma 1.

Then Pr
(⋃

i∈[r] Ri,1 | A ∩
⋃

i∈[r] Ni,1

)
≥ t

n and therefore,

Pr

⋃
i∈[r]

Ri,1 | A

 ≥ t

n
Pr

⋃
i∈[r]

Ni,1 | A


≥ t

n
Pr

⊔
i∈[r]

N ′
i,1 | A

 .

Hence by (8),

Pr

⋂
i,j

Ri,j | A

 ≤ (1− t

n

r∑
i=1

Pr(N ′
i,1 | A)

)m

. (9)

Assuming A holds, by denoting δi := ∆V (f
′
i , Ci), by the

triangle inequality we have that

δi ≥ ∆V (Fold[f
′
i−1, αi−1], Ci)−∆V (f

′
i ,Fold[f

′
i−1, αi−1])

≥ δi−1 − ε− Pr(N ′
i,1).

Thus Pr(N ′
i,1 | A) ≥ δi−1 − δi − ε and by telescoping,

r∑
i=1

Pr(N ′
i,1 | A) ≥ δ0 − δr − rε. (10)

By construction, f ′
r = fr, therefore by (7), (9) and (10) we

get the result.

Theorem 2 is then a corollary of Propositions 1 and 4.

V. CAYLEY MULTIGRAPH OVER (Fr
2,+)

We instantiate the Protocol 1 by defining a blossoming
graph sequence built from Cayley graphs [11] over the additive
group Fr

2, and we prove a bound for their minimal distance.

Definition 9 (Cayley RIM). Let G be a finite group and
S = {s1, ..., sn} ⊆ G be symmetric. We define the n-RIM
Cay(G,S) = (V,E) by V = G and E : (v, ℓ) 7→ v · sℓ.

Definition 10 (Blossoming Cayley multigraph sequence). Let
S ⊆ Fr

2. We define the blossoming graph sequence Γ0, ...,Γr



as follows. Γ0 := Cay(G,S) and for i > 0, define Vi :=
{0}i × Fr−i

2 and

φi : (0, ..., 0︸ ︷︷ ︸,
i−1 zeroes

1, gi+1, ..., gr) 7→ (0, ..., 0︸ ︷︷ ︸
i zeroes

, gi+1, ..., gr)

and Γi := Cut[Γi−1, Vi].

In the following, we assume that r ≤ n and there exists d ≤
r+1 such that there exists a binary code of parameters [n, n−
r, d]2. Then by taking S the set of columns of a parity check
matrix of that code, we obtain Lemma 2. This construction is
called a coset-graph [12].

Lemma 2. There exists S ⊆ Fr
2 such that |S| = n,

Span(S) = Fr
2 and any subset of d − 1 vectors of S are

linearly independent.

With G = (Fr
2,+), |S| = n and k ≤ n, remark that the length

of C[Cay(G,S), k] is thus n2r−1 and its rate is at least 2k
n −1.

Proposition 5 (Lower bound on the minimal distance). As-
sume that n− k+ 1 = d− 1. If S is given by Lemma 2, with
Γ = (V,E) := Cay(Fr

2, S), then

∆H(C[Γ, k]) ≥ 2d−r−2

(
1− k − 1

n

)
.

Proof. Let f ∈ C[Γ, k] be non null, and suppose w.l.o.g. that
f(0, ·) ̸= 0. Denote t := ⌊d−1

2 ⌋. Denote V0 = {0} and, for
i ∈ [t], denote Vi :=

{∑
s∈Sv

s | Sv ⊆ S, |S| = i
}

the set of
vertices at distance i from 0, and V ′

i := {v ∈ Vi | f(v, ·) ̸= 0}.
Remark that by Lemma 2, for i ∈ [t] and v ∈ Vi, there is a
unique set Sv ⊆ S of size ≤ t such that v =

∑
s∈Sv

s, because
two distinct sets Sv and S′

v would create a linear dependancy
of less than d columns on S.

For i ∈ [t−1], by unicity of the decomposition, a vertex v ∈
V ′
i has i neighbors in Vi−1 and no neighbors in Vi, therefore

it has n− i neighbors in Vi+1. Since f(v, ·) ̸= 0, v has at least
n−k+1 non zero outgoing edges, v has at least n−k− i+1
neighbors in V ′

i+1.
We prove by induction on i = 0, ..., t that |V ′

i | ≥
(
n−k+1

i

)
.

For i = 0, |V ′
i | = 1. Let i ∈ [t]. For v ∈ V ′

i , denote Av :=
E(v, [n]) ∩ V ′

i−1 the neighbors of v in V ′
i−1, and for v′ ∈

V ′
i−1, denote Bv′ := E(v′, [n]) ∩ V ′

i the neighbors of v′ in
V ′
i , and denote N(v, v′) := 1 if v and v′ are neighbors, and

0 otherwise. Then since any v ∈ V ′
i has at most i neighbors

in V ′
i−1, ∑

v∈V ′
i

∑
v′∈V ′

i−1

N(v, v′) =
∑
v∈V ′

i

|Av| ≤ i|V ′
i |, (11)

and since any v′ ∈ V ′
i−1 has at least n− k − i+ 2 neighbors

in V ′
i ,∑

v′∈V ′
i−1

∑
v∈V ′

i

N(v, v′) =
∑

v′∈V ′
i−1

|Bv′ | ≥ (n− k− i+2)|V ′
i−1|.

(12)
Combining (11), (12) and the induction, we obtain

|V ′
i | ≥

n− k − i+ 2

i

(
n− k + 1

i− 1

)
=

(
n− k + 1

i

)
,

which concludes the induction.
Therefore, because t = ⌊n−k+1

2 ⌋, there are at least

t∑
i=0

|V ′
i | ≥

⌊n−k+1
2 ⌋∑

i=0

(
n− k + 1

i

)
= 2n−k

vertices corresponding to non zero local codewords. Hence
wH(f) ≥ n−k+1

2 · 2n−k = (n− k + 1)2d−3. Thus ∆H(f) ≥
2d−r−2

(
1− k−1

n

)
.

Proposition 6 (Upper bound on the minimal distance). As-
sume that n− k+ 1 = d− 1. If S is given by Lemma 2, with
Γ = Cay(G,S), we have

∆H(C[Γ, k]) ≤ 2d−r−1

(
1− k − 1

n

)
.

Proof. Let S′ = {s1, ..., sn−k+1} ⊆ S. Let L be the de-
gree k − 1 polynomial such that L(xn−k+1) = 1 and for
ℓ = n − k + 2, ..., n, L(xℓ) = 0. Define f ∈ W (Γ,F)
as follows. For v ∈ G and ℓ ∈ [n], f(v, ℓ) := L(xℓ) if
v ∈ Span(S′) and f(v, ℓ) := 0 otherwise. We prove that
∀v ∈ G, ℓ ∈ [n], f(v, ℓ) = f(E(v, ℓ), ℓ). For v ∈ G and
ℓ ∈ [n], if v,E(v, ℓ) ∈ Span(S′), then f(v, ℓ) = f(E(v, ℓ), ℓ),
and otherwise f(v, ℓ) = 0 = f(E(v, ℓ), ℓ). Therefore f is
well-defined. Moreover, since degL = k − 1, f ∈ C[Γ, k].
By Lemma 2, since n − k + 1 = d − 1, Span(S′) has
dimension d − 1. Thus wH(f) = 1

2 (n − k + 1)2d−1 and
∆H(C[Γ, k]) ≤ wH(f)

n2r−1 = 2d−r−1
(
1− k−1

n

)
.

Since there are no binary codes with asymptotically good di-
mension and minimal distance, d will be asymptotically much
smaller than r, and hence the minimal distance computed in
Propositions 5 and 6 tends to zero when the length of the code
tends to infinity.

VI. CONCLUSION

This paper introduced a new IOPP protocol designed for
codes on graphs. It achieves practical complexity, and sound-
ness competing with used IOPP for Reed-Solomon codes.
Future research will focus on generalizing the cuts to more
than two subsets and allowing multiple classes of equivalence
of cut-graphs.

However, without arithmetization, it cannot provide new
SNARK constructions. Since our codes are built using Reed-
Solomon codes as base codes, it may enable efficient arithme-
tizations. Indeed, among the main arithmetization techniques,
the PlonK variants [13] and R1CS [14] write the computation
to be verified as an arithmetic circuit in which each gate
represents a polynomial. Then, writing that circuit as a De
Bruijn graph [15] makes it regular and probably suitable for
our protocol.

ACKNOWLEDGMENTS

We thank Daniel Augot for his advices, guidance and proof-
readings, Jade Nardi and Christophe Levrat for the fruitful
discussions that led to studying graph folding, and Clément
Chivet for his help with some mathematical tricks.



REFERENCES

[1] E. Ben-Sasson, A. Chiesa, and N. Spooner, “Interactive Oracle Proofs,”
in Theory of Cryptography, M. Hirt and A. Smith, Eds. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2016, pp. 31–60.

[2] E. Ben-Sasson, I. Bentov, Y. Horesh, and M. Riabzev, “Fast Reed-
Solomon Interactive Oracle Proofs of Proximity,” in 45th International
Colloquium on Automata, Languages, and Programming (ICALP
2018), ser. Leibniz International Proceedings in Informatics (LIPIcs),
I. Chatzigiannakis, C. Kaklamanis, D. Marx, and D. Sannella, Eds.,
vol. 107. Dagstuhl, Germany: Schloss Dagstuhl – Leibniz-Zentrum
für Informatik, 2018, pp. 14:1–14:17. [Online]. Available: https:
//drops.dagstuhl.de/entities/document/10.4230/LIPIcs.ICALP.2018.14

[3] A. Fiat and A. Shamir, “How To Prove Yourself: Practical Solutions to
Identification and Signature Problems,” in Advances in Cryptology —
CRYPTO’ 86, A. M. Odlyzko, Ed. Berlin, Heidelberg: Springer Berlin
Heidelberg, 1987, pp. 186–194.

[4] R. Tanner, “A recursive approach to low complexity codes,” IEEE
Transactions on Information Theory, vol. 27, no. 5, pp. 533–547, 1981.

[5] M. Sipser and D. A. Spielman, “Expander codes,” IEEE transactions on
Information Theory, vol. 42, no. 6, pp. 1710–1722, 1996.

[6] I. Dinur, S. Evra, R. Livne, A. Lubotzky, and S. Mozes, “Locally
Testable codes with constant rate, distance, and locality,” CoRR, vol.
abs/2111.04808, 2021. [Online]. Available: https://arxiv.org/abs/2111.
04808

[7] E. Ben-Sasson, L. Goldberg, S. Kopparty, and S. Saraf, “DEEP-FRI:
sampling outside the box improves soundness,” in 11th Innovations in
Theoretical Computer Science Conference, ITCS 2020, January 12-14,
2020, Seattle, Washington, USA, ser. LIPIcs, T. Vidick, Ed., vol. 151.
Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2020, pp. 5:1–5:32.
[Online]. Available: https://doi.org/10.4230/LIPIcs.ITCS.2020.5

[8] E. Ben-Sasson, S. Kopparty, and S. Saraf, “Worst-case to average
case reductions for the distance to a code,” Electron. Colloquium
Comput. Complex., vol. TR18-090, 2018. [Online]. Available: https:
//eccc.weizmann.ac.il/report/2018/090

[9] E. Ben-Sasson, D. Carmon, Y. Ishai, S. Kopparty, and S. Saraf, “Prox-
imity Gaps for Reed–Solomon Codes,” in 2020 IEEE 61st Annual
Symposium on Foundations of Computer Science (FOCS), 2020, pp.
900–909.

[10] S. Bordage, M. Lhotel, J. Nardi, and H. Randriam, “Interactive oracle
proofs of proximity to algebraic geometry codes,” Proceedings of the
37th Computational Complexity Conference, 2020. [Online]. Available:
https://api.semanticscholar.org/CorpusID:226282136

[11] P. Cayley, “Desiderata and Suggestions: No. 2. The Theory of
Groups: Graphical Representation,” American Journal of Mathematics,
vol. 1, no. 2, pp. 174–176, 1878. [Online]. Available: http:
//www.jstor.org/stable/2369306

[12] A. Barg and G. Zémor, “High-rate storage codes on triangle-free graphs,”
IEEE Transactions on Information Theory, vol. 68, no. 12, pp. 7787–
7797, 2022.

[13] A. Gabizon, Z. J. Williamson, and O. Ciobotaru, “Plonk: Permutations
over lagrange-bases for oecumenical noninteractive arguments of knowl-
edge,” Cryptology ePrint Archive, 2019.

[14] E. Ben-Sasson, A. Chiesa, M. Riabzev, N. Spooner, M. Virza, and
N. P. Ward, “Aurora: Transparent succinct arguments for R1CS,” in
Advances in Cryptology–EUROCRYPT 2019: 38th Annual International
Conference on the Theory and Applications of Cryptographic Tech-
niques, Darmstadt, Germany, May 19–23, 2019, Proceedings, Part I
38. Springer, 2019, pp. 103–128.

[15] D. A. Spielman, “Computationally efficient error-correcting codes and
holographic proofs,” Ph.D. dissertation, Massachusetts Institute of Tech-
nology, 1995.


