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LOCAL DECAY AND ASYMPTOTIC PROFILE FOR THE DAMPED

WAVE EQUATION IN THE ASYMPTOTICALLY EUCLIDEAN

SETTING

R. FAHS AND J. ROYER

Abstract. We prove local decay estimates for the wave equation in the asymptot-
ically Euclidean setting. In even dimensions we go beyond the optimal decay by
providing the large time asymptotic profile, given by a solution of the free wave equa-
tion. In odd dimensions, we improve the best known estimates. In particular, we get
a decay rate that is better than what would be the optimal decay in even dimensions.
The analysis mainly relies on a comparison of the corresponding resolvent with the
resolvent of the free problem for low frequencies. Moreover, all the results hold for the
damped wave equation with short range absorption index.

1. Introduction

We consider on Rd, d ě 3, the (possibly damped) wave equation
#

B2
t u` Pu` apxqBtu “ 0, on R` ˆ Rd,

pu, Btuq|t“0 “ pf, gq, on Rd,
(1.1)

where pf, gq P H1 ˆL2, the operator P is a general Laplace operator on Rd, close to the
free Laplacian at infinity, and the absorption index apxq is small at infinity.

More precisely, P is of the form

P “ ´
1

wpxq
divGpxq∇, (1.2)

where the density wpxq and the symmetric matrix Gpxq are smooth and uniformly
positive functions: there exist CG, Cw ě 1 such that, for all x P Rd and ξ P Rd,

C´1
G |ξ|

2
ď xGpxqξ, ξyRd ď CG |ξ|

2 and C´1
w ď wpxq ď Cw. (1.3)

We assume that P is associated to a long range perturbation of the flat metric. This
means that Gpxq and wpxq are long range perturbations of Id and 1, respectively, in the
sense that for some ρ0 Ps0, 1s there exist constants Cα ą 0, α P Nd, such that for all
x P Rd,

ˇ

ˇBαpGpxq ´ Idq
ˇ

ˇ `
ˇ

ˇBαpwpxq ´ 1q
ˇ

ˇ ď Cα ⟨x⟩´ρ0´|α| . (1.4)

Here and everywhere below, we use the standard notation ⟨x⟩ “ p1 ` |x|
2
q
1
2 . We also

denote by ∆G the Laplace operator in divergence form corresponding to G:

∆G “ divGpxq∇.

This definition of P includes in particular the cases of the free Laplacian, a Laplacian
in divergence form, or a Laplace-Beltrami operator. We recall that the Laplace-Beltrami
operator associated to a metric g “ pgj,kq1ďj,kďd is given by

Pg “ ´
1

|gpxq|
1
2

d
ÿ

j,k“1

B

Bxj
|gpxq|

1
2 gj,kpxq

B

Bxk
,
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2 R. FAHS AND J. ROYER

where |gpxq| “ |detpgpxqq| and pgj,kpxqq1ďj,kďd “ gpxq´1. Then Pg is of the form (1.2)

with w “ |g|
1
2 and G “ |g|

1
2 g´1.

On the other hand, the absorption index apxq is smooth, bounded, takes non-negative
values, and is of short range: there exist Cα ą 0, α P Nd, such that, for all x P Rd,

ˇ

ˇBαapxq
ˇ

ˇ ď Cα ⟨x⟩´1´ρ0´|α| . (1.5)

In particular, a can be identically 0, so our setting includes the undamped wave equation.

The solution of the wave equation is explicit for the free case
#

B2
t u0 ´ ∆u0 “ 0, on R` ˆ Rd,

pu0, Btu0q|t“0 “ pf0, g0q, on Rd,
(1.6)

see for instance [Eva98, CH89]. In particular, if the dimension d is odd, the wave
propagates at speed 1 (this is the strong Huygens Principle). Then, given R ą 0 and
pf0, g0q supported in the ball BpRq of radius R, the solution u0 of (1.6) vanishes on the
ball BpRq for any time t ě 2R. The situation is different in even dimension, but the
wave still escapes to infinity. More precisely, we have the estimate

}u0ptq}L2pBpRqq À ⟨t⟩´d
}f0}L2pBpRqq ` ⟨t⟩1´d

}g0}L2pBpRqq . (1.7)

We can separate the contribution of f0 and g0 by writing

u0ptq “ cospt
?

´∆qf0 `
sinpt

?
´∆q

?
´∆

g0, (1.8)

and then we have
›

›

›
cospt

?
´∆qf0

›

›

›

L2pBpRqq
À ⟨t⟩´d

}f0}L2pBpRqq , (1.9)

and
›

›

›

›

sinpt
?

´∆q
?

´∆
g0

›

›

›

›

L2pBpRqq

À ⟨t⟩1´d
}g0}L2pBpRqq . (1.10)

Moreover, as observed in [BB21], these estimates are optimal if the integral of f0 (re-
spectively g0) is not 0.

Finally, we recall that in dimension 1, the solution of the free wave equation is given
by the d’Alembert formula

u0pt, xq “
f0px` tq ` f0px´ tq

2
`

1

2

ż x`t

x´t
g0psqds.

We easily see that if f0 and g0 are supported in s ´R,Rr then for t ě 2R, the first term
vanishes in s ´ R,Rr (as in any odd dimension), while the second term is equal to a
constant (half of the integral of g0).

Our purpose in this paper is to prove such local decay estimates for the solution of
the perturbed wave equation (1.1).

We will work from a spectral point of view, and study this time-dependent problem
with a frequency-dependent analysis. In particular, it is well known that the contribu-
tions of high and low frequencies play very different roles.

A high frequency, a wave propagates along the classical trajectories. In our setting,
we set on R2d » T ˚Rd

ppx, ξq “ wpxq´1 xGpxqξ, ξyRd .
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The classical rays of light are the solutions of the corresponding Hamiltonian problem
$

’

&

’

%

x1pt;x0, ξ0q “ Bξp
`

xpt;x0, ξ0q, ξpt;x0, ξ0q
˘

,

ξ1pt;x0, ξ0q “ ´Bxp
`

xpt;x0, ξ0q, ξpt;x0, ξ0q
˘

,

px, ξqp0;x0, ξ0q “ px0, ξ0q.

For example, if P is the Laplace-Beltrami operator Pg, then the rays of light are the
geodesics of the metric g. The geometry of these rays of light plays an important role
for the analysis of high frequencies.

The behavior of the contribution of low frequencies is completely different. Geometry
does not play any particular role, but the setting at infinity is crucial. In particular, the
fact that our problem looks like the free wave equation at infinity (in the sense given
by Assumptions (1.4) and (1.5)) will be important. This is even more important given
that the rate for local decay is limited by the contribution of low frequencies.

This question of local decay has a long history for the wave and Schrödinger equations.
The first results are about the undamped wave equation. We refer for instance to

[Mor61], where a multiplier method is used for the free wave outside a star-shaped
obstacle in dimension 3. Then exponential decay is proved in [LMP63] via an analysis
of the corresponding semigroup. See also [LP62, LP72, LP89].

We have said that the contribution of high frequencies follows the classical rays of
light. Without damping, it is then natural that waves escape to infinity if these rays
of light do. The following non-trapping condition is then very important for the local
decay of the undamped wave equation:

@px0, ξ0q P p´1pt1uq, |xpt;x0, ξ0q| ÝÝÝÝÑ
tÑ˘8

8. (1.11)

It is proved in [Ral69] that this non-trapping condition is necessary to have uniform
local energy decay. Local energy decay outside non-trapping obstacles is considered in
[Mor75, Str75, MRS77].

In [Vai75], the properties of the time-dependent problem are deduced from the analysis
of the stationary problem. Another important step is the analysis of [Mel79], based on
the propagation of singularities of [MS78]. See also [Kaw93, Vod99]. We also refer to
[Bur98] for the logarithmic decay (with loss of regularity) outside any (in particular,
trapping) compact smooth obstacle.

The recent papers deal simultaneously with the local decay for the Schrödinger and
wave equations, which are now similar from this spectral point of view. We refer to
[Bou11a, BH12] for estimates with an ε-loss on an asymptotically Euclidean setting.
The ε-loss has finally been removed in [BB21]. The method does not see the parity of
the dimension, so this final result is optimal for Schrödinger or for the wave in even
dimension, but not for the wave in odd dimension. However, a better result is obtained
in [BH13] when the metric goes faster to the flat metric at infinity. In these works,
the main contribution is the analysis of low frequency resolvent estimates (see also
[Wan06, DS09, Bou11b, BH10]).

High frequency resolvent estimates were already understood for the Schrödinger op-
erator in close settings. See, for instance, [RT87, Rob92, Bur02].

Here, we also consider the damped wave equation. Stabilization of the wave equa-
tion also has a long history on compact domains. In particular, it is known that the
global energy decays uniformly (hence exponentially) under the Geometric Control Con-
ditions (all the classical trajectories go through the damping region), and we get weaker
results with loss of regularity when this condition is not satisfied. See, for instance,
[RT74, BLR92, Leb96, LR97, BH07, Chr07, LL17, BG20].
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In unbounded domains we have additional difficulties, in particular due to the contri-
bution of low frequencies.

For the damped wave equation on an unbounded domain, the size of the solution on a
compact now has two reasons to decay. Either because it escapes to infinity, or because
it is dissipated. The expected corresponding condition on classical trajectories is that
they should all escape to infinity or go through the damping region. This means that
we can allow trapped trajectories if they are damped. We set

Ωb “

"

px0, ξ0q P p´1pt1uq : sup
tPR

|xpt;x0, ξ0q| ă `8

*

.

Then the condition on classical trajectories reads

@px0, ξ0q P Ωb, Dt P R, apxpt, x0, ξ0qq ą 0. (1.12)

We refer to [AK02] for the damped wave equation in odd dimensions, in an exterior
domain, and with a compactly supported damping, and to [Khe03] for even dimensions.
The damped wave equation in the asymptotically Euclidean setting has been studied in
[Roy10, BR14, Roy18], where the local energy decay with ε-loss has been obtained.

The present work improves the results of [BR14, Roy18] about the damped wave
equation, and also the sharp estimates of [BB21] for the undamped case. More precisely,
in a general setting including the damped case, we go beyond the optimal estimate of
[BB21]. For this, as is done in [Roy24] for the Schrödinger equation, we estimate the
difference between the solution uptq of (1.1) and a solution u0ptq of the free wave equation
(1.6). We prove that this difference decays faster than the rates given by (1.9)-(1.10).

To state the main result of this paper, we introduce some notation. Instead of con-
sidering compactly supported solutions and estimating the solution in a compact, we

work in weighted spaces. For δ P R, we set L2,δ “ L2p⟨x⟩2δ dxq and we denote by H1,δ

the corresponding Sobolev space, with norm defined by

}u}
2
H1,δ “ }∇u}

2
L2,δ ` }u}

2
L2,δ .

Our results rely on the damping condition (1.12), saying that all the geodesics go through
the damping region or go to infinity. We recall that ρ0 Ps0, 1s measures the decay to the
free setting in (1.4) and (1.5).

Theorem 1.1. Assume that the damping condition (1.12) holds. Let ρ1 Ps0, ρ0r and
δ ą d` 5

2 . There exists C ą 0 such that for f P H1,δ, g P L2,d and t ě 0, we have

}uptq ´ u0ptq}L2,´δ ď C ⟨t⟩´d´ρ1 }f}H1,δ ` C ⟨t⟩1´d´ρ1 }af ` g}L2,δ ,

where u is the solution of the damped wave equation (1.1) and u0 is the solution (1.8)
of the free wave equation (1.6) with initial condition

pf0, g0q “ pwf, awf ` wgq.

With this result, we generalize in particular the optimal estimates of [BB21] to the
undamped wave equation.

Theorem 1.2. Assume that d is even and that the damping condition (1.12) holds. Let
R ą 0. Then there exists C ą 0 such that for f P H1 and g P L2 supported in BpRq we
have, for all t ě 0,

}uptq}L2pBpRqq ď C ⟨t⟩´d
}f}H1 ` C ⟨t⟩1´d

}af ` g}L2 ,

where u is the solution of the damped wave equation (1.1). Moreover, the estimate is
optimal if d is even and

ş

Rd f dx ‰ 0 or
ş

Rdpaf ` gqdx ‰ 0.
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The conclusions of Theorem 1.1 are different in even and odd dimensions. In even
dimension, it proves that uptq is equal to u0ptq up to a smaller rest. This not only means
that uptq decays exactly like u0ptq (as stated in Theorem 1.2, which is already known in
the undamped case but new with damping) but also gives the leading term for the large
time asymptotic expansion of uptq in weighted spaces: uptq looks like u0ptq on compacts
for large time.

In odd dimension, the situation is different, since the solution of the free problem
decays very fast. In this case, we do not get the asymptotic profile of the solution uptq
but we improve the local decay. Even if we do not get an optimal result, going beyond
the t1´d{t´d rate of decay is a very important improvement. Indeed, the best results
about local decay are based on the Mourre commutators method (see Section 6 below),
which does not see the parity of the dimension. Thus, even in odd dimension, it cannot
give a result better than what is the optimal decay in even dimension. Here, we will use
the same commutators method, but by comparing the solution with the solution of the
free wave equation, we reintroduce a difference between odd and even dimensions. This
gives the following result for odd dimensions.

Theorem 1.3. Assume that d is odd and that the damping condition (1.12) holds. Let
ρ1 Ps0, ρ0r and R ą 0. There exists C ą 0 such that for f P H1 and g P L2 supported in
BpRq we have, for all t ě 0,

}uptq}L2pBpRqq ď C ⟨t⟩´d´ρ1 }f}H1 ` C ⟨t⟩1´d´ρ1 }g}L2 ,

where u is the solution of the damped wave equation (1.1).

Notice, however, that for the undamped wave equation, if G´ Id decays fast enough
at infinity, it is proved in [BH13] that the time decay for the local energy improves with
the spatial decay rate toward the free metric. More precisely, for any ρ0, ε ą 0, the lo-
cal energy decays like t´ρ0 if the metric converges like |x|

´ρ0´2´ε toward the Euclidean
metric. We use a much weaker assumption in this paper.

Theorem 1.1 will be proved from a spectral point of view. Given µ ą 0, we can write

uptq “
1

2π

ż

Impzq“µ
e´itzRpzqpawf ´ izwf ` wgq dz, (1.13)

where for Impzq ą 0, we have set

Rpzq “
`

´ ∆G ´ izaw ´ z2w
˘´1

. (1.14)

Due to the (growing) exponential factor in (1.13), our purpose is to prove estimates for
the right-hand side that are uniform in µ ą 0, and to let µ go to 0. Moreover, since we
want to prove time decay for uptq, we have to estimate the derivatives of the integrand
in the right-hand side of (1.13).

This implies that we have to prove estimates for Rpzq and its derivatives near the real
axis in weighted spaces (limiting absorption principle). See details in Section 2. The
main difficulties are due to the contribution of high frequencies (for z large) and low
frequencies (for z near 0).

For high frequencies, we have the following estimates (see [BR14, Th. 1.5]).

Theorem 1.4. Assume that the damping condition (1.12) holds. Let n P N and δ ą

n ` 1
2 . Let τ0 ą 0. There exists c ą 0 such that for z P C with |Repzq| ě τ0 and

Impzq ą 0, we have
›

›

›
⟨x⟩´δ Rpnqpzq ⟨x⟩´δ

›

›

›

LpL2q
ď

c

|z|
.
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With Theorem 1.4, we will check that the contribution of high frequencies decays very
fast. As said above, the rate of decay for the local decay is governed by the contribution
of low frequencies. This is the main issue of this paper.

Since our purpose is to compare the solution of the perturbed wave equation with a
solution of the free problem, we compare Rpzq with

R0pzq “ p´∆ ´ z2q´1. (1.15)

The main part of this paper will be the proof of the following low frequency estimates.

Theorem 1.5. Let ρ1 Ps0, ρ0r. Let n P N and δ ą n` 3
2 . There exists C ą 0 such that

for z P C with |z| ď 1 and Impzq ą 0, we have
›

›

›
⟨x⟩´δ `Rpnqpzq ´R

pnq

0 pzq
˘

⟨x⟩´δ
›

›

›

LpL2q
ď C |z|

minpd`ρ1´n´2,0q .

As for the time decay problem, this result gives the optimal resolvent estimate in even
dimensions and improves the best estimates in odd dimensions.

Corollary 1.6. Let n P N and δ ą n ` 3
2 . There exists C ą 0 such that for z P C with

|z| ď 1 and Impzq ą 0, we have
›

›

›
⟨x⟩´δ Rpnqpzq ⟨x⟩´δ

›

›

›

LpL2q
ď C |z|

minpd´n´2,0q .

Corollary 1.7. Let ρ1 Ps0, ρ0r. Assume that d is odd. Let n P N and R ą 0. There
exists C ą 0 such that for z P C with |z| ď 1 and Impzq ą 0, we have

›

›

›
1BpRqR

pnqpzq1BpRq

›

›

›

LpL2q
ď C |z|

minpd`ρ1´n´2,0q .

Plan of the paper. The paper is organized as follows. In Section 2, we give some basic
properties for the resolvent Rpzq and we derive the local decay stated in Theorem 1.1
from the resolvent estimates of Theorems 1.4 and 1.5. Then, it remains to prove Theorem
1.5. In Section 3, we outline the strategy of the proof, assuming some intermediate
results. These results are proved in the remaining sections. In Section 4, we show

how the decay of the coefficients at infinity (see (1.4) and (1.5)) and the weights ⟨x⟩´δ

provide smallness for low frequencies, and in Section 5 we combine this observation with
the elliptic regularity of Rpzq to prove some resolvent estimates. Finally, in Section 6,
we recall the Mourre method and use it to prove estimates for Rpzq when z is close to
the real axis.

2. From resolvent estimates to time decay

In this section, we check that the resolvent Rpzq (introduced in (1.14)) is well defined
and we show how we can deduce Theorem 1.1 from Theorems 1.4 and 1.5. By density,
it is enough to prove the estimates of f and g in the Schwartz space S.

We set

C˘ “ tz P C : ˘Repzq ą 0u , C˘ “ tz P C : ˘Impzq ą 0u .

We say that an operator T on a Hilbert space H is accretive (resp. dissipative) if

@φ P DompT q, Re xTφ, φyH ě 0 presp. Im xTφ, φyH ď 0q.

Moreover, T is maximal accretive (resp. maximal dissipative) if some (hence any) z P C´

(resp. z P C`) belongs to the resolvent set of T .

For z P C` we consider on L2 the operators

P pzq “ p´∆G ´ izaw ´ z2wq, P0pzq “ p´∆ ´ z2q, (2.1)

with domain DompP pzqq “ DompP0pzqq “ H2. They can also be seen as bounded
operators from H1 to its dual H´1.
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Proposition 2.1. Let z P C`.

(i) The operator P pzq is boundedly invertible and Rpzq –see (1.14)– is a well defined
bounded operator on L2.

(ii) We have Rpzq˚ “ Rp´zq.
(iii) The resolvent Rpzq extends to a bounded operator from Hs´1 to Hs`1 for any

s P R.

Proof. Let ϑz “ argp´izq P
‰

´ π
2 ,

π
2

“

. By (1.3), there exists c0 ą 0 such that for all

u P H1

Re
〈
e´iϑzP pzqu, u

〉
H1,H´1 (2.2)

“ cospϑzq xG∇u,∇uyL2 ` |z| xawu, uyL2 ` cospϑzq |z|
2

xwu, uyL2

ě c0 }u}
2
H1 .

By the Lax-Milgram Theorem, this implies that e´itϑzP pzq and hence P pzq define bound-
edly invertible operators from H1 to H´1. Then Rpzq is well defined as an operator from
H´1 from H1. By elliptic regularity, it can also be seen as a bounded operator from
L2 to H2. More generally, by elliptic regularity, duality and interpolation, it defines a
bounded operator from Hs´1 to Hs`1 for any s P R. Finally, we have

P pzq˚ “ ´∆G ` iz̄aw ´ z̄2w “ P p´z̄q,

so Rpzq˚ “ Rp´z̄q. □

Next, we recall that (1.1) is well posed. We set H “ H1 ˆ L2, and we define on H
the operator

W “

ˆ

0 w´1

∆G ´a

˙

, DompWq “ H2 ˆH1.

Proposition 2.2. The operator W generates a C0-semigroup on H . Moreover, for
ε ą 0 there exists Mε ą 0 such that for all t ě 0, we have

›

›etW
›

›

LpH q
ď Mεe

tε.

Proof. Let ν “ 2ε{}w´1{2}L8 . We consider on H the norm }¨}H ,ν defined by

}pu, vq}
2
H ,ν “ xG∇u,∇uyL2 ` ν2 }u}

2
L2 `

@

w´1v, v
D

L2 , pu, vq P H .

It is equivalent to the usual norm on H . For U “ pu, vq P DompWq, we have

xWU,UyH ,ν “
@

G∇pw´1vq,∇u
D

L2 ` ν2
@

w´1v, u
D

L2

`
@

w´1∆Gu, v
D

L2 ´
@

aw´1v, v
D

L2 ,

so

Re xWU,UyH ,ν ď ν2Re
@

w´1v, u
D

L2 ď
ν}w´1{2}L8

2

`

ν2 }u}
2
L2 `

@

w´1v, v
D

L2

˘

ď ε }U}
2
H ,ν .

This proves that ´pW ´ εq is accretive on pH , }¨}H ,νq.

Now for ζ P C` we can check that the operator

RWpζq “

ˆ

´Rpiζqpaw ` ζwq ´Rpiζq

w ´ wRpiζqpζaw ` ζ2wq ´ζwRpiζq

˙

is bounded on H , with RanpRWpζqq Ă DompWq. Moreover, RWpζqpW ´ ζq “ IdDompWq

and pW ´ ζqRWpζq “ IdH . This proves that ζ P ρpWq, and in particular, ´pW ´ εq
is maximal accretive on pH , }¨}H ,νq. By the Lumer-Phillips Theorem, it generates a

contractions semigroup on pH , }¨}H ,νq. And by equivalence of the norms, there exists
M ą 0 such that

@t ě 0, }etpW´εq}LpH q ď M.
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The conclusion follows. □

Proposition 2.2 ensures that for F “ pf, gq P H the Cauchy problem
#

BtUptq “ WUptq, t ě 0,

Up0q “ F,
(2.3)

has a solution U P C0pR`;H q. If moreover F P DompWq, then U P C0pR`;DompWqqX

C1pR`,H q. Denoting by u the first component of U (the second being then wBtu), we
get in particular the following well-posedness result. We recall that by density it will be
enough to work with pf, gq P S ˆ S.

Corollary 2.3. For pf, gq P SˆS the problem (1.1) has a unique solution u P C0pR`, H
2qX

C1pR`, H
1q X C2pR`, L

2q. Moreover, for ε ą 0 there exists Cε ą 0 such that

@t ě 0, }uptq}
2
H1 ` }Btuptq}

2
L2 ď C2

ε e
2tε

`

}f}
2
H1 ` }g}

2
L2

˘

.

We now turn to the proof of the estimates of Theorem 1.1. Let pf, gq P S ˆ S and let
u be the solution of (1.1). Let χ P C8pR; r0, 1sq be equal to 0 on s ´ 8, 1s and equal to
1 on r2,`8r. For µ ą 0 and t P R we set

uχ,µptq “ χptqe´tµuptq.

By Corollary 2.3, this defines a function in SpR;L2q. By Fourier transform, for all t P R
we can write

uχ,µptq “
1

2π

ż

R
e´itτvχ,µpτq dτ,

where, for τ P R,
vχ,µpτq “

ż

R
eitτuχ,µptq dt, @τ P R. (2.4)

Given τ P R, we write z for τ ` iµ P C`. Then we have

P pzqvχ,µpτq “ Fχ,z

where

Fχ,z “

ż

R
eitz

`

awχ1ptq ` 2wχ1ptqBt ` wχ2ptq
˘

uptqdt

“

ż

R
eitz

`

awχ1ptq ´ 2izwχ1ptq ´ wχ2ptq
˘

uptqdt.

Finally, for t ě 2,

uptq “ etµuχ,µptq “
1

2π

ż

R
e´itzRpzqFχ,z dτ.

Now we separate the contributions of low and high frequencies. For this, we consider
ϕ P C8pR; r0, 1sq supported in s ´ 2, 2r and equal to 1 on a neighborhood of r´1, 1s.
Then for t ě 2, we set

ulow,χ,µptq “
1

2π

ż

R
ϕpτqe´itzRpzqFχ,z dτ,

and

uhigh,χ,µptq “
1

2π

ż

R
p1 ´ ϕqpτqe´itzRpzqFχ,z dτ.

For δ P R, we set H δ “ H1,δ ˆ L2,δ. We have the following result of propagation at
finite speed.

Proposition 2.4. Let δ ě 0 and T ą 0. There exists CT,δ ą 0 such that for F “

pf, gq P H δ and t P r0, T s, we have

}uptq}L2,δ ď CT,δ }F }H δ ,

where u is the solution of (1.1).
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Proof. ‚ We set γ “ max
`

CG, Cw

˘

ě 1, where CG and Cw are the constants which
appear in (1.3). First assume that F is supported in the ball BpRq for some radius
R ą 0. We have

d

dt

ż

RdzBpR`γtq

`

xG∇uptq,∇uptqy ` w |Btuptq|
2 ˘ dx

“

ż

RdzBpR`γtq
2Re

`

xG∇uptq,∇Btuptqy ` wB2
t uptqBtuptq

˘

dx

´γ

ż

|x|“R`γt

`

xG∇uptq,∇uptqy ` w |Btuptq|
2 ˘ dσpxq.

Since

2Re

ż

RdzBpR`γtq

`

xG∇uptq,∇Btuptqy ` wB2
t uptqBtuptq

˘

dx

“ ´2Re

ż

RdzBpR`γtq
aw |Btuptq|

2 dx´ 2Re

ż

|x|“R`γt

x

|x|
¨ pG∇uptqqBtuptq dσpxq

ď

ż

|x|“R`γt

`

xGG
1
2∇uptq, G

1
2∇uptqy ` |Btuptq|

2 ˘dσpxq

ď γ

ż

|x|“R`γt

`

xG∇uptq,∇uptqy ` w |Btuptq|
2 ˘ dσpxq,

we get
d

dt

ż

RdzBpR`γtq

`

xG∇uptq,∇uptqy ` w |Btuptq|
2 ˘ dx ď 0.

Then
ż

RdzBpR`γtq

`

xG∇uptq,∇uptqy ` w |Btuptq|
2 ˘ dx “ 0

for all t ě 0, since this is the case for t “ 0 by assumption. We deduce that the solution
uptq itself vanishes outside BpR ` γtq.
‚ Now we consider a general F P H δ. We set C0 “

␣

x P Rd : |x| ď 2γT
(

and Cn “
␣

x P Rd : 2nγT ď |x| ď 2n`1γT
(

for n P N˚. We consider χ P C8
0 pRd; r0, 1sq equal to 1

on Bp2γT q and supported in Bp3γT q. Then, for n P N˚, we consider χn : x ÞÑ χp2´nxq,
and we denote by un the solution of (1.1) with initial condition p1 ´ χnqF . Let n ě 2.
By propagation at finite speed, since pu´ un´2qp0q is supported in Bp3 ¨ 2n´2γT q, then
uptq coincides with un´2ptq on Cn for any t P r0, T s. Then, by Corollary 2.3, we have for
t P r0, T s and n ě 2

}uptq}
2
L2pCnq “ }un´2ptq}

2
L2pCnq À }p1 ´ χn´2qF }

2
H À

ÿ

kěn´1

}F }
2
H1pCkqˆL2pCkq .

Moreover, }uptq}L2pC0YC1q À }uptq} À }F }H , so

}uptq}
2
L2,δ À

ÿ

nPN
22pn`1qδ }uptq}

2
L2pCnq

À }F }
2
H `

ÿ

ně2

22pn`1qδ
ÿ

kěn´1

}F }
2
H1pCkqˆL2pCkq

À }F }
2
H `

ÿ

ně2

22pn`1qδ
ÿ

kěn´1

2´2kδ }F }
2
H1,δpCkqˆL2,δpCkq

À }F }
2
H `

ÿ

kPN˚

2´2kδ }F }
2
H1,δpCkqˆL2,δpCkq

ÿ

nďk`1

22pn`1qδ

À }F }
2
H δ .

The proof is complete. □
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For the contribution of high frequencies we have the following estimate.

Proposition 2.5. Let n P N and δ ą n` 1
2 . There exists C ą 0 independent of f, g P S

such that for all µ ą 0 and t ě 1, we have

}uhigh,χ,µptq}L2,´δ ď Cetµt´n
`

}f}H1,δ ` }g}L2,δ

˘

.

Proof. As above, we write z for τ ` iµ, τ P R. By integrations by parts, we have

pitqnuhigh,χ,µptq “
1

2π

ż

R
e´itzBn

τ

`

p1 ´ ϕqpτqRpzqFχ,z

˘

dτ.

This can be written as a sum of terms of the form

Tµ,n1,n2,n3ptq “
1

2π

ż

R
e´itzp1 ´ ϕqpn1qpτqRpn2qpzqBn3

z Fχ,z dτ,

where n1 ` n2 ` n3 “ n. For such a term we have, by Theorem 1.4,

}Tµ,n1,n2,n3ptq}L2,´δ À etµ
ż

|τ |ě1
|τ |

´1
}Bn3

z Fχ,z}L2,δ dτ À etµ
ˆ
ż

R
}Bn3

z Fχ,z}
2
L2,δ dτ

˙
1
2

.

By the Plancherel Theorem and Proposition 2.4,
ż

R
}Bn3

z Fχ,z}
2
L2,δ dτ À

ż

1ďtď2
}uptq}

2
L2,δ dt À }f}

2
H1,δ ` }g}

2
L2,δ .

The conclusion follows. □

It was convenient for the contribution of high frequencies to introduce the cut-off
function χptq. Then the initial condition was somehow replaced by a quantity Fχ,z which
depends on the values of the solution for t ď 2. However, to get a precise asymptotic
profile, it is now simpler to really work with f and g. Then we set

Fz “ paw ´ izwqf ` wg.

Notice that we formally recover Fz from Fχ,z with χ replaced by 1R`
. In particular, we

have

P pzqvµpτq “ Fz, where vµpτq “

ż `8

0
eitτe´tµuptqdt. (2.5)

Then we set

ulow,µptq “
1

2π

ż

R
ϕpτqe´itzRpzqFz dτ.

We check that the difference between ulow,χ,µptq and ulow,µptq is irrelevant for our
purpose.

Proposition 2.6. Let m P N. There exists C ą 0 independent of f, g P S such that for
all µ ą 0 and t ě 2, we have

}ulow,χ,µptq ´ ulow,µptq}L2 ď Cetµ ⟨t⟩´m `

}f}H1 ` }g}L2

˘

.

Proof. By integrations by parts, we have

pitqm
`

ulow,χ,µptq ´ ulow,µptq
˘

“
1

2π

ż

R
e´itzBm

τ

`

ϕpτq
`

vχ,µpτq ´ vµpτq
˘˘

dτ.

Let ν P t0, . . . ,mu. By (2.4) and (2.5),

Bν
τ

`

vχ,µpτq ´ vµpτq
˘

“

ż 2

0
pisqνeisτe´sµpχpsq ´ 1qupsqds.

Consequently, with Corollary 2.3
›

›Bν
τ

`

vχ,µpτq ´ vµpτq
˘
›

›

L2 À sup
0ďsď2

}upsq}L2 À }f}H1 ` }g}L2 ,

and the conclusion follows. □
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Finally, we have proved that for n P N and δ ą n` 1
2 there exists C ą 0 such that for

all µ ą 0 and t ě 0

}uptq ´ ulow,µptq}L2,´δ ď Cetµ ⟨t⟩´n `
}f}H1,δ ` }g}L2,δ

˘

.

With a possibly different constant C, we also have

}uptq ´ ulow,µptq}L2,´δ ď Cetµ ⟨t⟩´n `
}f}H1,δ ` }af ` g}L2,δ

˘

.

Similarly, given pf0, g0q P H δ the solution u0ptq of the free wave equation (1.6) is close
to

u0,low,µptq “
1

2π

ż

R
ϕpτqe´itzR0pzqF0,z dτ,

where F0,z “ g0 ´ izf0, in the sense that

}u0ptq ´ u0,low,µptq}L2,´δ ď Cetµ ⟨t⟩´n `
}f0}L2,δ ` }af0 ` g0}L2,δ

˘

.

Now we can use Theorem 1.5 to compare ulow,µptq with u0,low,µptq. Notice that in The-
orem 1.1 we have chosen f0 “ fw and g0 “ wg ` awf to have Fz “ F0,z. We use a
classical argument to convert the resolvent estimates into time decay.

Proposition 2.7. Let ρ1 Ps0, ρ0r. Let δ ą d ` 5
2 . There exists C ą 0 independent of

f, g P S such that for all µ ą 0 and t ě 2, we have

}ulow,µptq ´ u0,low,µptq}L2,´δ ď Cetµ
´

⟨t⟩´d´ρ1 }f}L2,δ ` ⟨t⟩1´d´ρ1 }af ` g}L2,δ

¯

,

where pf0, g0q “ pfw,wg ` awfq.

Proof. We set h “ af ` g. As above, we write z for τ ` iµ. Since Fz “ F0,z we have for
t ě 2,

ulow,µptq ´ u0,low,µptq “
1

2π

ż

R
ϕpτqe´itz

`

Rpzq ´R0pzq
˘

Fz dτ.

By integrations by parts, we have

pitqd´1
`

ulow,µptq ´ u0,low,µptq
˘

“
1

2π

ż

R
e´itzBd´1

τ

`

θ1µpzq ` θ2µpzq
˘

dτ, (2.6)

where

θ1µpzq “ ϕpτq
`

Rpzq ´R0pzq
˘

wh, θ2µpzq “ ´iϕpτq
`

Rpzq ´R0pzq
˘

zwf.

By Theorem 1.5 we have, for ν P td´ 1, du,
›

›Bν
τ θ

1
µpzq

›

›

L2,´δ À |τ |d`ρ1´ν´2 }h}L2,δ .

Then, on the one hand,
›

›

›

›

›

ż t´1

´t´1

e´itzBd´1
τ θ1µpzq dτ

›

›

›

›

›

L2,´δ

À etµ }h}L2,δ

ż t´1

´t´1

|τ |ρ1´1 dτ À etµt´ρ1 }h}L2,δ .

On the other hand, with another integration by parts, we get

t

›

›

›

›

›

ż

|τ |ět´1

e´itzBd´1
τ θ1µpzq dτ

›

›

›

›

›

L2,´δ

ď etµ
›

›

›
Bd´1
τ θ1µp´t´1 ` iµq

›

›

›

L2,δ
` etµ

›

›

›
Bd´1
τ θ1µpt´1 ` iµq

›

›

›

L2,´δ

`etµ
ż

t´1ď|τ |ď2

›

›

›
Bd
τθ

1
µpzq

›

›

›

L2,´δ
dτ

À etµt1´ρ1 }h}L2,δ ` etµ }h}L2,δ

ż

t´1ď|τ |ď2
|τ |ρ1´2 dτ

À etµt1´ρ1 }h}L2,δ .
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Finally,
›

›

›

›

ż

R
e´itzBd´1

τ θ1µpzqdτ

›

›

›

›

L2,´δ

À etµt´ρ1 }h}L2,δ . (2.7)

For θ2µ we have an additional power of z, so we do another integration by parts to write

it

ż

R
e´itzBd´1

τ θ2µpzqdτ “

ż

R
e´itzBd

τθ
2
µpzqdτ. (2.8)

Then we can proceed as above. Since for ν P td, d` 1u, we have
›

›Bν
τ θ

2
µpzq

›

›

L2,´δ À |τ |d`ρ1´ν´1 }f}L2,δ ,

we get
›

›

›

›

ż

R
e´itzBd

τθ
2
µpzq dτ

›

›

›

›

L2,´δ

À etµt´ρ1 }f}L2,δ . (2.9)

The conclusion follows from (2.6), (2.7), (2.8) and (2.9). □

Now we can conclude the proof of Theorem 1.1.

Proof of Theorem 1.1. With Propositions 2.5, 2.6 and 2.7, we have proved that there
exists C ą 0 independent of µ ą 0, f P S, g P S and t ě 0 such that

}uptq ´ u0ptq}L2,´δ ď Cetµ
`

⟨t⟩´d´ρ1 }f}H1,δ ` ⟨t⟩1´d´ρ1 }af ` g}L2,δ

˘

.

By density, the same inequality holds for any f P H1,δ and g P L2,δ. Finally, since the
left-hand side does not depend on µ, it only remains to let µ go to 0 to conclude. □

3. Strategy of the proof for low frequencies

In this section, we give the main arguments for the proof of Theorem 1.5. Some
intermediate results will be proved in the following sections. We set

D “ tζ P C : |ζ| ď 1u , D` “ D X C`,

so that the estimates of Theorem 1.5 concern z P D`.
We have to compare the resolvents Rpzq and R0pzq (see (1.14), (1.15) and Proposition

2.1). For this, we use the resolvent identity

Rpzq ´R0pzq “ RpzqθpzqR0pzq, (3.1)

where
θpzq “ p∆G ´ ∆q ` izaw ` z2pw ´ 1q. (3.2)

We actually compare the difference of the derivatives of these resolvents. For n P N,
the difference Rpnqpzq ´R

pnq

0 pzq is a sum of terms of the form

Rpn1qpzqθpn2qpzqR
pn3q

0 pzq, n1 ` n2 ` n3 “ n.

Notice that θpn2qpzq “ 0 for n2 ě 3. For σ P t0, 1, 2u, we set θσpzq “ θp2´σqpzq, so that

θ0pzq “ 2pw ´ 1q, θ1pzq “ iaw ` 2zpw ´ 1q, θ2pzq “ θpzq. (3.3)

The motivation for this notation is that in suitable spaces θσpzq will be of size |z|
σ`ρ for

ρ Ps0, ρ0r (see Proposition 4.7 below for a precise statement), so this parameter σ will
appear in all the estimates below (in particular in Propositions 3.1 to 3.5).

We have
R1pzq “ Rpzqpiaw ` 2zwqRpzq.

Setting
γ1pzq “ iaw ` 2zw, γ0pzq “ γ1

1pzq “ 2w, (3.4)

we can check by induction on n1 P N that the derivative Rpn1qpzq can be written as a
sum of terms for the form

Rpzqγj1pzqRpzq...γjkpzqRpzq (3.5)
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where j1, . . . , jk P t0, 1u are such that

2k ´ pj1 ` ¨ ¨ ¨ ` jkq “ n1. (3.6)

The same applies to R
pn3q

0 pzq, with Rpzq, γ1pzq and γ0pzq replaced by R0pzq, γ01pzq “ 2z
and γ00pzq “ 2.

We will introduce γ2pzq and γ02pzq in (3.14) below. For k P N, j “ pj1, . . . , jkq P

t0, 1, 2uk and z, z1 P D`, we set

Rk,jpz
1, zq “ Rpz1qγj1pzqRpz1q...γjkpzqRpz1q,

R0
k,jpz

1, zq “ R0pz1qγ0j1pzqR0pz1q...γ0jkpzqR0pz1q

(with the natural convention that this is just Rpz1q or R0pz1q for k “ 0), and

mpk, jq “ 2pk ` 1q ´ |j| “ 2pk ` 1q ´ pj1 ` ¨ ¨ ¨ ` jkq ě 2.

Notice for further reference that when j P t0, 1uk, we have

mpk, jq ě k ` 2. (3.7)

We write Rk,jpzq for Rk,jpz, zq. In particular, each term (3.5) is of the form Rk,jpzq with

k P N, j P t0, 1uk and

mpk, jq “ n1 ` 2.

The reason for introducing mpk, jq is that for suitable z, z1 (|z| “ |z1| „ Impz1qq then

Rpz1, zq will be of size |z|
´mpk,jq (see Proposition 5.3 below). Then this quantity will

also appear in all the estimates below (see again Propositions 3.1 to 3.5).

Finally, for z P D` the difference Rpnqpzq´R
pnq

0 pzq can be written as a sum of operators
of the form

Rk,jpzqθσpzqR0
k0,j0pzq,

with σ P t0, 1, 2u, k, k0 P N, j P t0, 1uk and j0 P t0, 1uk0 such that

mpk, jq ´ σ `mpk0, j0q “ n` 2.

Then Theorem 1.5 is a consequence of the following estimate.

Proposition 3.1. Let ρ1 Ps0, ρ0r. Let σ P t0, 1, 2u, k, k0 P N, j P t0, 1u and j0 P t0, 1uk0.
Let δ ą mpk, jq ` mpk0, j0q ´ σ ´ 1

2 . Then there exists C ą 0 such that for z P D`, we
have

›

›

›
⟨x⟩´δ Rk,jpzqθσpzqR0

k0,j0pzq ⟨x⟩´δ
›

›

›

LpL2q
ď C |z|

minpd´mpk,jq´mpk0,j0q`σ`ρ1,0q . (3.8)

The main ingredient to prove such resolvent estimates near the real axis is the Mourre
commutators method. In particular, for the resolvent of a Schrödinger-type operator,
one usually uses the selfadjoint generator of dilations, defined by

A “ ´
x ¨ i∇ ` i∇ ¨ x

2
“ ´

id

2
´ x ¨ i∇. (3.9)

Its domain is the set of u P L2 such that px ¨ ∇qu P L2 in the sense of distributions.
In Section 6, we will deduce from the abstract commutators method the following

result.

Proposition 3.2. (i) Let k P N, j P t0, 1uk and δ ą k ` 1
2 . There exists C ą 0 such

that for z P D`, we have
›

›

›
⟨A⟩´δ Rk,jpzq ⟨A⟩´δ

›

›

›

LpL2q
ď C |z|

´mpk,jq . (3.10)
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(ii) Let ρ P r0, ρ0r. Let k, k0 P N, j P t0, 1uk, j0 P t0, 1uk0 and δ ą k ` k0 ` 3
2 . Let

σ P t0, 1, 2u. There exists C ą 0 such that, for z P D`,
›

›

›
⟨A⟩´δ Rk,jpzqθσpzqR0

k0,j0pzq ⟨A⟩´δ
›

›

›

LpL2q
ď C |z|

´mpk,jq`pσ`ρq´mpk0,j0q . (3.11)

These estimates do not directly give Proposition 3.1. The second ingredient is the
fact that one can use the elliptic regularity given by the resolvents and the decay of the

weights ⟨x⟩´δ to get some smallness for low frequencies (this will be detailed in Section
4). This is also the reason why the decay of the coefficients in θpzq gives extra smallness
for the difference Rpzq ´R0pzq compared to the estimates for each resolvent alone.

To get elliptic regularity, we replace the resolvent Rpzq by Rpi |z|q. For z P D` and
r “ |z|, we have the resolvent identities

Rpzq ´Rpirq “ Rpirqγ2pzqRpzq “ Rpzqγ2pzqRpirq (3.12)

and

R0pzq ´R0pirq “ R0pirqγ02pzqR0pzq “ R0pzqγ02pzqR0pirq, (3.13)

where

γ2pzq “ pr ` izqaw ` pz2 ` r2qw and γ02pzq “ z2 ` r2 (3.14)

(notice that the factors commute in (3.13) but not in (3.12)).
In order to get elliptic regularity, the idea is to replace each term in (3.5) by a sum of

terms with resolvents Rpirq only, or with as many factors Rpirq as needed. The proof
of the following lemma is given in Appendix A.

Lemma 3.3. Let k P N, j P t0, 1uk, z P D` and r “ |z|. Let N P N. Then Rk,jpzq can
be written as a sum of terms of the form

Rκ,lpir, zq (3.15)

for some κ P tk, . . . , Nu and l P t0, 1, 2uκ such that

mpκ, lq “ mpk, jq, (3.16)

or of the form

RN,j1pir, zqγℓpzqRk2,j2pzq, (3.17)

with k2 P t0, . . . , ku, j1 P t0, 1, 2uN , j2 P t0, 1uk2 and ℓ P t0, 1, 2u such that

mpN, j1q `mpk2, j2q ´ ℓ “ mpk, jq. (3.18)

Similarly, R0
k0,j0

pzq can be written as a sum of terms of the form

R0
κ0,l0pir, zq (3.19)

for some κ0 P tk0, . . . , Nu and l0 P t0, 1, 2uκ0 such that

mpκ0, l0q “ mpk0, j0q, (3.20)

or of the form

R0
k1,l1pzqγ0ℓ0pzqR0

N,l2pir, zq, (3.21)

with k1 P t0, . . . , k0u, l1 P t0, 1uk1 , l2 P t0, 1, 2uN and ℓ0 P t0, 1, 2u such that

mpk1, l1q `mpN, l2q ´ ℓ0 “ mpk0, j0q. (3.22)

Thus, we will prove (3.8) with Rk,jpzq replaced by terms of the form (3.15) or (3.17),
and R0

k0,j0
pzq replaced by terms of the form and (3.19) or (3.21).

For the contributions (3.15) and (3.19), which only involve resolvents of the form
Rpirq or R0pirq, we use the following estimate.
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Proposition 3.4. Let ρ P r0, ρ0r. Let k, k0 P N , j P t0, 1, 2uk and j0 P t0, 1, 2uk0. Let
s1, s2 P

“

0, d2
“

, δ1 ą s1 and δ2 ą s2. There exists C ą 0 such that for z P D` and r “ |z|,
we have

›

›

›
⟨x⟩´δ1 Rk,jpir, zq ⟨x⟩´δ2

›

›

›

LpL2q
ď C |z|

minps1`s2´mpk,jq,0q ,

and
›

›

›
⟨x⟩´δ1 Rk,jpir, zqθσpzqR0

k0,j0pir, zq ⟨x⟩´δ2
›

›

›

LpL2q
ď C |z|

minps1`s2´mpk,jq`pσ`ρq´mpk0,j0q,0q .

For the terms (3.17) and (3.21) which still involve resolvents of the form Rpzq or
R0pzq, we will apply the commutators method (see Proposition 3.2). Then we use the
elliptic regularity to get some smallness and to compensate for the derivatives which
appear in the conjugate operator A. More precisely, we need the following estimates.

Proposition 3.5. Let ρ P r0, ρ0r. Let s P
“

0, d2
“

and δ ą s. Let σ P t0, 1, 2u. Let

k,N P N, j, j0 P t0, 1, 2uN and j1, j2 P t0, 1, 2uk. Let ℓ, ℓ0 P t0, 1, 2u. There exist N0 P N
and C ą 0 such that if N ě N0 then for z P D` and r “ |z|, we have

›

› ⟨x⟩´δ RN,jpir, zqγℓpzq ⟨A⟩δ
›

›

LpL2q
ď C |z|

s´mpN,jq`ℓ , (3.23)

›

› ⟨x⟩´δ Rk,j1pir, zqθσpzqR0
N,j0pir, zqγ0ℓ0pzq ⟨A⟩δ

›

›

LpL2q
ď C |z|

s´mpk,j1q`pσ`ρq´mpN,j0q`ℓ0 ,

(3.24)
›

› ⟨A⟩δ γ0ℓ0pzqR0
N,j0pir, zq ⟨x⟩´δ

›

›

LpL2q
ď C |z|

s´mpN,j0q`ℓ0 , (3.25)

›

› ⟨A⟩δ γℓpzqRN,jpir, zqθσpzqR0
k,j2pir, zq ⟨x⟩´δ

›

›

LpL2q
ď C |z|

s´mpN,jq`pσ`ρq´mpk,j2q`ℓ .

(3.26)

We will prove propositions 3.4 and 3.5 in Section 5. Now we have all the ingredients
to prove Proposition 3.1 (and hence Theorem 1.5).

Proof of Proposition 3.1, assuming Propositions 3.2, 3.4 and 3.5. Let ρ Psρ1, ρ0r. Let
z P D` and r “ |z|. As said above, we apply Lemma 3.3 to replace Rk,jpzq and R0

k0,j0
pzq

by terms of the form (3.15) or (3.17) and (3.19) or (3.21), respectively. This gives four
different forms of contributions to estimate.

We begin with the case where Rk,jpzq and R0
k0,j0

pzq are replaced by terms of the form

(3.15) and (3.19), respectively. We apply Proposition 3.4 with

s1 “ s2 “
1

2
min

`

d` ρ1 ´ ρ,mpk, jq `mpk0, j0q ´ σ
˘

ă
d

2
, (3.27)

and δ1 “ δ2 “ δ. By assumption we have δ ą mpk, jq `mpk0, j0q ´σ´ 1
2 , so in particular

δ ą
1

2

`

mpk, jq `mpk0, j0q ´ σ
˘

.

With (3.16) and (3.20), Proposition 3.4 gives
›

›

›
⟨x⟩´δ Rκ,lpir, zqθσpzqR0

κ0,l0pir, zq ⟨x⟩´δ
›

›

›

LpL2q
À |z|

minps1`s2´mpκ,lq`pσ`ρq´mpκ0,l0q,0q

À |z|
minps1`s2´mpk,jq`pσ`ρq´mpk0,j0q,0q

À |z|
minpd`ρ1´mpk,jq`σ´mpk0,j0q,0q .

(3.28)
Thus we have proved (3.8) for a contribution with factors (3.15) and (3.19).

Then we consider the case where Rk,jpzq and R0
k0,j0

pzq are replaced by terms of the

form (3.17) and (3.21), respectively. Notice that by (3.7), we have

δ ą mpk, jq `mpk0, j0q ´ σ ´
1

2
ě k ` k0 `

3

2
ě k2 ` k1 `

3

2
,
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so (3.11) applies to Rk2,j2pzqθσpzqR0
k1,l1

pzq. We choose s as in (3.27). We can assume
that N is greater that N0 given in Proposition 3.5. We write

N :“
›

›

›
⟨x⟩´δ RN,j1pir, zqγℓpzqRk2,j2pzqθσpzqR0

k1,l1pzqγ0ℓ0pzqR0
N,l2pir, zq ⟨x⟩´δ

›

›

›

LpL2q

ď

›

›

›
⟨x⟩´δ RN,j1pir, zqγℓpzq ⟨A⟩δ

›

›

›

LpL2q

ˆ

›

›

›
⟨A⟩´δ Rk2,j2pzqθσpzqR0

k1,l1pzq ⟨A⟩´δ
›

›

›

LpL2q

ˆ

›

›

›
⟨A⟩δ γ0ℓ0pzqR0

N,l2pzq ⟨x⟩´δ
›

›

›

LpL2q
.

By (3.23), (3.11) and (3.25), we obtain with (3.18) and (3.22)

N À |z|
s´mpN,j1q`ℓ

|z|
´mpk2,j2q`pσ`ρq´mpk1,l1q

|z|
s´mpN,l2q`ℓ0

À |z|
2s´mpk,jq`pσ`ρq´mpk0,j0q

À |z|
minpd`ρ1´mpk,jq`σ´mpk0,j0q,0q .

Now we consider the case where Rk,jpzq and R0
k0,j0

pzq are replaced by terms of the

form (3.15) and (3.21) respectively. We have to estimate an operator of the form

⟨x⟩´δ Rκ,lpir, zqθσpzqR0
k1,l1pzqγ0ℓ0pzqR0

N,l2pir, zq ⟨x⟩´δ .

We cannot estimate directly this operator. We need more factors R0pirq, now on the
left of R0

k1,l1
pzq. Thus, as we did above, we write R0

k1,l1
pzq as a sum of terms of the form

R0
κ0,l0pir, zq (3.29)

for some κ0 P tk1, . . . , Nu and l0 P t0, 1, 2uκ0 such that mpκ0, l0q “ mpk1, l1q, or of the
form

R0
N,l11

pir, zqγ0ℓ1pzqR0
k2,l12

pzq, (3.30)

with k2 P t0, . . . , k1u, l11 P t0, 1, 2uN , l12 P t0, 1, 2uk2 and ℓ1 P t0, 1, 2u such that mpN, l11q`

mpk2, l
1
2q ´ ℓ1 “ mpk1, l1q. A term of the form

⟨x⟩´δ Rκ,lpir, zqθσpzqR0
κ0,l0pir, zqγ0ℓ0pzqR0

N2,j2pir, zq ⟨x⟩´δ

is estimated with Proposition 3.4 as before. On the other hand, with (3.24), (3.11) and
(3.25),

›

›

›
⟨x⟩´δ Rκ,lpir, zqθσpzqR0

N,l11
pir, zqγ0ℓ1pzqR0

k2,l12
pzqγ0ℓ0pzqR0

N,l2pir, zq ⟨x⟩´δ
›

›

›

LpL2q

ď

›

›

›
⟨x⟩´δ Rκ,lpir, zqθσpzqR0

N,l11
pir, zqγ0ℓ1pzq ⟨A⟩δ

›

›

›

›

›

›
⟨A⟩´δ R0

k2,l12
pzq ⟨A⟩´δ

›

›

›

ˆ

›

›

›
⟨A⟩δ γ0ℓ0pzqR0

N,l2pir, zq ⟨x⟩´δ
›

›

›

À |z|
s´mpκ,lq`pσ`ρq´mpN,l11q`ℓ1

|z|
´mpk2,l12q

|z|
s´mpN2,l2q`ℓ0

À |z|
2s´mpk,jq`pσ`ρq´mpk0,j0q

À |z|
minpd`ρ1´mpk,jq`σ´mpk0,j0q,0q .

The case where Rk,jpzq and R0
k0,j0

pzq are replaced by terms of the form (3.17) and (3.19),
respectively, is similar. □

4. The generalized Hardy inequality

In the next two sections, we prove Propositions 3.2, 3.4 and 3.5. For this, we fix
ρ Ps0, ρ0r and ρ̄ Psρ, ρ0r.
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We first introduce suitable norms on the usual Sobolev spaces. For r Ps0, 1s and s P R
we denote by Hs

r the usual space Hs, endowed with the norm defined by

}u}Hs
r

“ }⟨Dr⟩s u}L2 , where Dr “
?

´∆{r.

For z P D`, we set Hs
z “ Hs

|z|
. Notice that for α P Nd, we have

}Bα
x }LpHs

r ,H
s´|α|
r q

“ r|α|. (4.1)

These norms are adapted to the analysis of slowly oscillating functions, for which a
derivative defines a ”small” operator (these norms are useful when r “ |z| is small).

One of the key points of the analysis is that multiplication by a coefficient decaying
at infinity behaves like a derivative: it costs some regularity but it is small for low
frequencies. For this, we generalize the usual Hardy inequality.

Let d0 be a fixed integer greater than d
2 . For κ ě 0, we denote by S´κ the set of

smooth functions ϕ on Rd such that

}ϕ}S´κ “ sup
|α|ďd0

sup
xPRd

ˇ

ˇ ⟨x⟩κ`|α|
Bαϕpxq

ˇ

ˇ ă `8. (4.2)

It is now classical that we can use the following result to convert decay at infinity and
regularity into smallness for low frequencies. The following result is [BR14, Prop.7.2] or
[Roy24, Prop.3.1].

Proposition 4.1. Let s P
‰

´ d
2 ,

d
2

“

and κ ě 0 be such that s´ κ P
‰

´ d
2 ,

d
2

“

. Let η ą 0.
There exists C ě 0 such that for ϕ P S´κ´η, u P Hs and r Ps0, 1s, we have

}ϕu}Hs´κ
r

ď Crκ }ϕ}S´κ´η }u}Hs
r
.

Remark 4.2. If ϕ P S´η for some η ą 0, then for any s P
‰

´ d
2 ,

d
2

“

the multiplication by
p1 ` ϕq defines a bounded operator on Hs

r uniformly in r Ps0, 1s.

In particular, together with the elliptic regularity that will be given by the resolvents,
the weights which appear on both sides in (3.8) will give positive powers of the frequency
|z|:

Lemma 4.3. Let s P
“

0, d2
“

and δ ą s. There exists C ą 0 such that for r Ps0, 1s, we
have

} ⟨x⟩´δ
}LpHs

r ,L
2q ď C rs and } ⟨x⟩´δ

}LpL2,H´s
r q

ď C rs.

We also use this generalized Hardy inequality to see that with the assumptions (1.4)
and (1.5) at infinity, the operator P pzq (see (2.1)) is a perturbation of P0pzq is the
following sense.

Proposition 4.4. Let s P
‰

´ d
2 ,

d
2

“

. There exist ρs Ps0, ρs and C ą 0 which only depend
on s and such that, for z P D`,

›

›P pzq ´ P0pzq
›

›

LpHs`1
z ,Hs´1

z q

ď C
´

|z|
2

}G´ Id}S´ρ̄ ` |z|
2`ρs }aw}S´1´ρ̄ ` |z|

2`ρ
}w ´ 1}S´ρ̄

¯

.

Proof. We apply Proposition 4.1 and Remark 4.2. For j, k P t1, . . . , du, we have by (1.4)

}BjpGj,k ´ δj,kqBk}LpHs`1
z ,Hs´1

z q
ď |z|

2
}Gj,k ´ δj,k}LpHs

z ,H
s
z q

À |z|
2

}Gj,k ´ δj,k}S´ρ̄ .

There exist s1, s2 P rs` 1, s´ 1s X
‰

´ d
2 ,

d
2

“

, such that s1 “ s2 ´ ρ. Then
›

›z2pw ´ 1q
›

›

LpHs`1
z ,Hs´1

z q
ď |z|

2
}w ´ 1}LpH

s2
z ,H

s1
z q À |z|

2`ρ
}w ´ 1}S´ρ̄ .
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Finally, we choose ρs Ps0, ρs such that rs ´ ρs, s ` ρss Ă
‰

´ d
2 ,

d
2

“

. Then, we can find

s1, s2 P rs´ 1, s` 1s X
‰

´ d
2 ,

d
2

“

, such that s2 ´ s1 “ 1 ` ρs. By (1.4)-(1.5), we have

}zaw}LpHs`1
z ,Hs´1

z q
ď |z| }aw}LpH

s2
z ,H

s1
z q À |z|

2`ρs }aw}S´1´ρ̄ ,

which gives the contribution of the damping term. □

In Proposition 5.2 below, we will need smallness of |z|
´2

pP pzq´P0pzqq in LpHs`1
z , Hs´1

z q

to get ellipitic regularity for Rpzq. By Proposition 4.4, the contributions of zaw and
z2pw´1q are small for z small. But this is not the case for the contribution of p´∆G`∆q,
unless }G´ Id}S´ρ̄ is small. Since we have not assumed that this is the case, we will write
the perturbation G ´ Id as a sum of a small perturbation and a compactly supported
contribution, which will be handled differently. The following statement is Lemma 3.6
in [Roy24] (notice that it is for this lemma that we cannot take ρ̄ “ ρ0).

Lemma 4.5. Let γ ą 0. Then we can write G “ G0 ` G8 where G0 P C8
0 and

}G8 ´ Id}S´ρ̄ ď γ.

Throughout the proofs of the two sections that follow, we will use commutators of
the different operators involved with the operators of multiplication by the variables xj
and the generator of dilations A.

Let T be a linear operator on S. For r Ps0, 1s and j P t1, . . . , du, we set adrxj pT q “

Trxj ´ rxjT : S Ñ S. Then for µ “ pµ1, . . . , µdq P Nd, we set

adµrx “ adµ1
rx1

˝ ¨ ¨ ¨ ˝ adµd
rxd
.

Notice that adrxj and adrxk
commute for j, k P t1, . . . , du. For z P D` and j P t1, . . . , du

we set adj,z “ ad|z|xj
. We also set ad0,zpT q “ adApT q “ TA ´ AT . Finally, for k P N

and J “ pj1, . . . , jkq P t0, . . . , du
k, we set

adJz pT q “
`

adj1,z ˝ ¨ ¨ ¨ ˝ adjk,z
˘

pT q.

Given N P N, we set IN “
ŤN

k“0 t0, . . . , du
k. For s1, s2 P R, we say that T belongs to

CN
z pHs1

z , H
s2
z q if the operator adJz pT q extends to a bounded operator from Hs1

z to Hs2
z

for all J P IN . In this case, we set

}T }CN
z pH

s1
z ,H

s2
z q “

ÿ

JPIN

›

›adJz pT q
›

›

LpH
s1
z ,H

s2
z q

.

We write }T }CN
z pHs

z q for }T }CN
z pHs

z ,H
s
z q. Notice that for s1, s2, s3 P R, T1 P CN

z pHs1
z , H

s2
z q

and T2 P CN
z pHs2

z , H
s3
z q, we have

}T2T1}CN
z pH

s1
z ,H

s3
z q ď }T1}CN

z pH
s1
z ,H

s2
z q }T2}CN

z pH
s2
z ,H

s3
z q . (4.3)

We recall that the commutators of A with derivatives and multiplication operators
are given by

rV,As “ ix ¨ ∇V and rBj , As “ ´iBj . (4.4)

In particular, by induction on k P N,
Akxj “ xjpA´ iqk. (4.5)

Now we can estimate the commutators with the main quantities involved in our study.

Lemma 4.6. Let N P N and s P R. There exists C ą 0 such that the following assertions
hold for all z P D`.

(i) If s P
‰

´ d
2 ,

d
2

“

, we have }G}CN
z pHs

z q ď C and }w}CN
z pHs

z q ď C.

(ii) If s P
‰

´ d
2 ` ρ, d2

“

then }G´ Id}CN
z pHs

z ,H
s´ρ
z q

ď C |z|
ρ and }w ´ 1}CN

z pHs
z ,H

s´ρ
z q

ď

C |z|
ρ.

(iii) Let ρ1 P t0, ρu. If s P
‰

´ d
2 ` ρ1 ` 1, d2

“

then }a}CN
z pHs

z ,H
s´ρ1´1
z q

ď C |z|
1`ρ1

.
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(iv) For j P t1, . . . , du we have }Bj}CN
z pHs

z ,H
s´1
z q

ď C |z| and }Bj}CN
z pHs`1

z ,Hs
z q

ď C |z|.

Proof. All these estimates are again given by Proposition 4.1 and Remark 4.2. Notice
that when a “ 0, this is Lemma 3.7 in [Roy24], so we only prove the third statement.
By (1.5) and (4.4), we have

}a}CN
z pHs

z ,H
s´ρ1´1
z q

À

N
ÿ

m“0

}px ¨ ∇qma}LpHs
z ,H

s´1´ρ1

z q
À |z|

1`ρ1
N
ÿ

m“0

}px ¨ ∇qmpaq}S´1´ρ̄ .□

Now we can estimate the commutators with P pzq, θσpzq (defined in (3.3)) and γjpzq

(defined in (3.4) and (3.14)).

Proposition 4.7. Let N P N.
(i) Let s P

‰

´ d
2 ,

d
2

“

. There exists C ą 0 such that, for z P D`,

}P pzq}CN
z pHs`1

z ,Hs´1
z q

ď C |z|
2 .

(ii) Let σ P t0, 1, 2u. We set σ1 “ 0 if σ P t0, 1u and σ1 “ 1 if σ “ 2. Let s P
‰

´ d
2 ´ σ1 ` σ ` ρ, d2 ` σ1

“

. Then there exists C ą 0 such that for z P D` we have

}θσpzq}CN
z pHs

z ,H
s´σ´ρ
z q

ď C |z|
σ`ρ .

(iii) Let j P t0, 1, 2u and j1 “ minp1, jq. Then for s P
‰

´ d
2 ` j1, d2

“

there exists C ą 0
such that for z P D` we have

}γjpzq}CN
z pHs

z ,H
s´j1

z q
ď C |z|

j . (4.6)

Proof. All these statements follow from Lemma 4.6 and (4.3). We detail for instance
the estimate of θ2pzq. In this case, we can take s and s´2´ρ in

‰

´ d
2 ´1, d2 `1

“

. Notice
that, compared to the proof of Proposition 4.4, here we can pay 2 ` ρ derivatives and
not only 2. Otherwise, the proof is similar. Let s1, s2 P rs ´ 2 ´ ρ, ss X

‰

´ d
2 ,

d
2

“

such
that s2 ´ s1 “ 1 ` ρ. We have

}θ2pzq}CN
z pHs

z ,H
s´2´ρ
z q

“ }P pzq ´ P0pzq}CN
z pHs

z ,H
s´2´ρ
z q

À }divpG´ Idq∇}CN
z pHs

z ,H
s´2´ρ
z q

` |z| }aw}CN
z pHs

z ,H
s´2´ρ
z q

` |z|
2

}w ´ 1}CN
z pHs

z ,H
s´2´ρ
z q

À }G´ Id}CN
z pHs´1

z ,Hs´1´ρ
z q

` |z| }aw}CN
z pH

s2
z ,H

s1
z q ` |z|

2
}w ´ 1}CN

z pHs´1
z ,Hs´1´ρ

z q

À |z|
2`ρ .

The other estimates are similar. For the third statement, we observe that in γ2pzq there
is a factor |z|, which is why we only pay one derivative to get an estimate of order

|z|
2. □

5. Elliptic regularity

In this section, we prove Propositions 3.4 and 3.5. The parameter ρ P r0, ρ0r is fixed by
these statements, and we have also fixed ρ̄ Psρ, ρ0r. Proposition 3.4 is a consequence of
Proposition 5.6 below, and the proof of Proposition 3.5 is given at the end of the section.

Let s P R. For r Ps0, 1s the resolvent R0pirq “ r´2pD2
r ` 1q´1 defines a bounded

operator from Hs´1
r to Hs`1

r with norm r´2. More generally, if we set

DI “

"

z P D` : argpzq P

„

π

6
,
5π

6

ȷ*

,

then there exists c0 ą 0 such that for s P R and z P DI, we have

}R0pzq}LpHs´1
z ,Hs`1

z q
ď

c0

|z|
2 . (5.1)
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Then, for k P N˚ and s, s1 P R such that s1 ´ s ď k ` 2 there exists c ą 0 such that for
z P DI, we have by (3.5)-(3.6) (for R0pzq)

›

›R
pkq

0 pzq
›

›

LpHs
z ,H

s1
z q

ď
c

|z|
k`2

. (5.2)

Our purpose is to prove this kind of elliptic estimates for Rpzq. By the usual elliptic
regularity, this holds for any fixed z P D` (see Proposition 2.1). The difficulty is to get
uniform estimates for z close to 0.

We cannot extend (5.1) to Rpzq in full generality. We begin with the case s “ 0.

Proposition 5.1. There exists c ą 0 such that for all z P DI, we have

}Rpzq}LpH´1
z ,H1

z q
ď

c

|z|
2 .

More generally, for N P N there exists cN ą 0 such that for z P DI, we have

}Rpzq}CN
z pH´1

z ,H1
z q

ď
cN

|z|
2 .

Proof. Let z P DI. The angle ϑz that appears in (2.2) now belongs to
“

´ π
3 ,

π
3

‰

, so

cospϑzq ě 1
2 for all z P DI. Then there exists C ą 0 such that for all z P DI and u P H1

z ,
we have

Re
A

e´iϑzP pzqu, u
E

H´1
z ,H1

z

“ cospϑzq
`

xG∇u,∇uyL2 ` |z|
2

xwu, uyL2

˘

` |z| xawu, uyL2

ě C
´

}∇u}
2
L2 ` |z|

2
}u}

2
L2

¯

ě C |z|
2

}u}
2
H1

z
.

The Lax-Milgram Theorem gives the first estimate.
Now let J P IN . Then adJz pRpzqq can be written as a sum of terms of the form

RpzqadJ1z pP pzqqRpzqadJ2z pP pzqq . . . RpzqadJνz pP pzqqRpzq,

where ν P N and J1, . . . , Jν P IN . The second estimate then follows from Proposition
4.7. □

We have a result similar to (5.1) if G is a small perturbation of the flat metric (see
the discussion after Proposition 4.4) and s is not too large:

Proposition 5.2. Let s1 P
‰

´ d
2 ,

d
2 ` 1

“

and s2 P
‰

´ d
2 ´ 1, d2

“

be such that s1 ´ s2 ď 2.
Let N P N. There exist γ ą 0 and c ą 0 such that if }G´ Id}S´ρ̄ ď γ then for z P DI,
we have

}Rpzq}CN
z pH

s2
z ,H

s1
z q ď

c

|z|
2 .

Proof. Let s1
1 P

“

s1,
d
2 ` 1

“

and s1
2 P

‰

´ d
2 ´ 1, s2

‰

be such that s1
1 ´ s1

2 “ 2. It is enough

to prove the estimate in CN
z pH

s1
2

z , H
s1
1

z q instead of CN
z pHs2

z , H
s1
z q.

Let ρs ą 0 be given by Proposition 4.4 applied with s “ 1
2ps1

1 ` s1
2q P

‰

´ d
2 ,

d
2

“

. Then
there exists C ą 0 such that for z P DI, we have

}P pzq ´ P0pzq}
LpH

s1
1

z ,H
s1
2

z q
“ }P pzq ´ P0pzq}LpHs`1

z ,Hs´1
z q

ď C |z|
2 `γ ` |z|

ρs }aw}S´ρ̃´1 ` |z|
ρ

}w ´ 1}S´ρ̃

˘

.

Thus, if γ and |z| are small enough, we have

}P pzq ´ P0pzq}
LpH

s1
1

z ,H
s1
2

z q
ď

|z|
2

2c0
,
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where c0 ą 0 is given by (5.1). This proves that

P pzq “ P0pzq
`

Id `R0pzqpP pzq ´ P0pzqq
˘

P LpH
s1
1

z , H
s1
2

z q

is boundedly invertible for z small enough, and Rpzq can be seen as an operator in

LpH
s1
2

z , H
s1
1

z q with

}Rpzq}
LpH

s1
2

z ,H
s1
1

z q
ď

2c0

|z|
2 .

For z P DI outside a neighborhood of 0, the same estimate holds (with a possibly different
constant) by elliptic regularity. Thus, the estimate is proved for N “ 0. We estimate
the commutators as in Proposition 5.1, and the proof is complete. □

For k P N and j P t0, 1, 2uk, we set

m1pk, jq “ 2pk ` 1q ´

k
ÿ

ℓ“1

minp1, jℓq.

In particular,

m1pk, jq ě mpk, jq.

The motivation for this notation is that m1pk, jq measures the gain of regularity for the
operator Rk,jpzq when z P DI.

Proposition 5.3. Let k P N and j “ pj1, . . . , jkq P t0, 1, 2uk. Let s1 P
‰

´ d
2 ,

d
2 ` 1

“

and

s2 P
‰

´ d
2 ´ 1, d2

“

be such that

s1 ´ s2 ď m1pk, jq.

Let N P N. Let γ ą 0 be given by Proposition 5.2. There exists C ą 0 such that if
}G´ Id}S´ρ̄ ď γ then for z P D` and z1 P DI with |z| “ |z1|,

›

›Rk,jpz
1, zq

›

›

CN
z pH

s2
z ,H

s1
z q

ď C |z|
´mpk,jq .

Proof. Let s Ps0, d2 r such that s ě s1 ´ 1. For ℓ P t1, . . . , ku we set j1
ℓ “ minp1, jℓq. We

set σk “ minps, s2 ` 2q. By Proposition 5.2, we have
›

›Rpz1q
›

›

CN
z pH

s2
z ,H

σk
z q

À |z|
´2 .

We define σk´1, σk´2, . . . , σ2, σ1 inductively by

σν “ minps, σν`1 ´ j1
ν`1 ` 2q, ν “ k ´ 1, . . . , 1.

In particular,
d

2
ą σ1 ě . . . ě σk ą ´

d

2
` 1.

By Propositions 4.7 and 5.2, we have for all ν P t2, . . . , k ´ 1u
›

›Rpz1qγjν pzq
›

›

CN
z pH

σν`1
z ,Hσν

z q
À |z|

jν´2 .

Finally, if σ1 ‰ s then σℓ ‰ s for all ℓ P t1, . . . , ku and

σ1 “ s2 ` 2 `

k´1
ÿ

ν“1

p2 ´ j1
ν`1q “ s2 `m1pk, jq ´ p2 ´ j1

1q.

In any case we have s1 ´ σ1 ď 2 ´ j1
1, so

›

›Rpz1qγj1pzq
›

›

CN
z pH

σ1
z ,H

s1
z q

À |z|
j1´2 .

All these estimates together give
›

›Rk,jpz
1, zq

›

›

CN
z pH

s2
z ,H

s1
z q

À |z|
pj1`¨¨¨`jkq´2pk`1q

“ |z|
´mpk,jq ,

and the proof is complete. □
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Notice in this proof that if s1 ě d
2 ´ j1

1 (or s2 ď ´d
2 ` j1

k) it is important that the first
(last) factor in Rk,jpz

1, zq is a resolvent Rpz1q.
The results of Proposition 5.3 also hold in the particular case G “ Id, a “ 0 and

w “ 1, that is, for R0
k,jpz

1, zq instead of Rk,jpz
1, zq.

Now we consider the case where we have resolvents Rpz1q and R0pz1q with an inserted
factor θσpzq. For further use, we also consider the possibility of having a derivative next
to Rk,jpz

1, zq.

Proposition 5.4. Let k, k0 P N, j P t0, 1, 2uk and j0 P t0, 1, 2uk0. Let α P Nd with
|α| ď 1. Let s1, s2 P

‰

´ d
2 ,

d
2

“

such that

s1 ´ s2 ď ´ |α| `m1pk, jq ´ pσ ` ρq `m1pk0, j0q. (5.3)

Let N P N. Let γ ą 0 be given by Proposition 5.2. Assume that α “ 0 or s1 ă d
2 ´ ρ.

There exists C ą 0 such that if }G´ Id}S´ρ̄ ď γ then for z P D` and z1 P DI with
|z| “ |z1|, we have

›

›DαRk,jpz
1, zqθσpzqR0

k0,j0pz1, zq
›

›

CN
z pH

s2
z ,H

s1
z q

ď C |z|
´mpk,jq`pσ`ρq´mpk0,j0q`|α| .

Proof. As in Proposition 4.7, we set σ1 “ 1 if σ “ 2 and σ1 “ 0 if σ P t0, 1u. In particular,
σ ď σ1 ` 1. We recall that m1pk, jq,m1pk0, j0q ě 2. Since α “ 0 or s1 ă d

2 ´ ρ, we have

s1 ` |α| ´m1pk, jq ` σ ` ρ ă
d

2
` σ1.

On the other hand, we also have

s2 `m1pk0, j0q ą ´
d

2
´ σ1 ` σ ` ρ.

Then we can consider

s` P

ȷ

´
d

2
´ σ1 ` σ ` ρ,

d

2
` σ1

„

X
“

s1 ` |α| ´m1pk, jq ` σ ` ρ, s2 `m1pk0, j0q
‰

(notice that these two intervals are not empty since d ` 2σ1 ´ σ ´ ρ ą 0 and by (5.3)),
and we set

s´ “ s` ´ pσ ` ρq.

Since s` ´ s2 ď m1pk0, j0q we have, by Proposition 5.3 applied to R0
k0,j0

pz1, zq,
›

›R0
k0,j0pz1, zq

›

›

CN
z pH

s2
z ,H

s`
z q

À |z|
´mpk0,j0q .

By Proposition 4.7, we have

}θσpzq}CN
z pH

s`
z ,H

s´
z q

À |z|
σ`ρ .

Since s1 ` |α| ´ s´ ď m1pk, jq we have, by Proposition 5.3 again,
›

›Rk,jpz
1, zq

›

›

CN
z pH

s´
z ,H

s1`|α|
z q

À |z|
´mpk,jq .

And finally, }Dα}CN
z pH

s1`|α|
z ,H

s1
z q

À |z|
|α|. These four estimates together give the result.

□

The previous results hold only if G is close to Id, in the sense that }G´ Id}S´ρ̄ ď γ,
which is not the case in general. The idea will be to prove first all the estimates for a
small perturbation of the flat metric and then to add the contribution of a compactly
supported perturbation with one of the following two decompositions for Rk,jpz

1, zq.

Lemma 5.5. Let γ ą 0 be given by Proposition 5.2. Let G8 and G0 be given by Lemma
4.5. Let z P D` and z1 P DI. Let k P N and j “ pj1, . . . , jkq P t0, 1, 2uk. We define R8pzq

and R8
k,jpz

1, zq as Rpzq and Rk,jpz
1, zq with G replaced by G8.
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(i) Rk,jpz
1, zq can be written as a sum of terms of the form

R8
κ0,l0pz1, zqB1pz1qR8

κ1,l1pz1, zqB2pz1q . . . Bνpz1qR8
κν ,lν pz1, zq, (5.4)

where ν P N, B1pz1q, . . . , Bνpz1q belong to t∆G0 ,∆G0Rpz1q∆G0u, and κ0, . . . , κν P N
and li P t0, 1, 2uκi, i P t0, . . . , νu, are such that

ν
ÿ

i“0

mpκi, liq ´ 2ν “ mpk, jq. (5.5)

Moreover, an operator of the form Dℓ1Rpz1qDℓ2 for 1 ď ℓ1, ℓ2 ď d extends to a
bounded operator on L2 uniformly in z1 P DI.

(ii) We have

Rk,jpz
1, zq “ R8

k,jpz
1, zq `

k
ÿ

ν“0

Rν,lν pz1, zq∆G0R8
k´ν,l˚ν

pz1, zq, (5.6)

where for ν P t0, . . . , ku we have set lν “ pj1, . . . , jνq and l˚ν “ pjν`1, . . . , jkq, and
we have

mpν, lνq `mpk ´ ν, l˚νq “ mpk, jq ` 2. (5.7)

Proof. We obtain the first statement by iterating the resolvent identity

Rpz1q “ R8pz1q `R8pz1q∆G0R8pz1q `R8pz1q∆G0Rpz1q∆G0R8pz1q,

so that all the remaining factors Rpz1q are hidden in the factors Bℓpz
1q. We have (5.5)

since each time we get a factor Bℓpz
1q we increase by one the number of resolvents

(roughly, in the corresponding terms we replace one resolvent Rpz1q by two resolvents
R8pz1q). The boundedness of Dℓ1Rpz1qDℓ2 comes from Proposition 5.1 and (4.1).

The equality (5.6) simply follows from the resolvent identity Rpz1q “ R8pz1q `

Rpz1q∆G0R8pz1q. □

In the following proofs, we will also use the following simple remark. For p P N˚ and
η0, η1, . . . , ηp ě 0 we have

minpη0 ´ η1, 0q ` ¨ ¨ ¨ ` minpη0 ´ ηp, 0q ě min
`

η0 ´ pη1 ` ¨ ¨ ¨ ` ηpq, 0
˘

. (5.8)

Now we can prove the estimates for Rk,jpz
1, zq and Rk,jpz

1, zqθσpzqR0
k0,j0

pz1, zq without
the smallness assumption for G ´ Id, which gives Proposition 3.4. The derivatives that
we add in (5.9) will be useful for the proof of (5.10).

Proposition 5.6. Let s1, s2 P
“

0, d2
“

, δ1 ą s1 and δ2 ą s2. Let k, k0 P N, j P t0, 1, 2uk

and j0 P t0, 1, 2uk0. Let σ P t0, 1, 2u. Let α1, α2 P Nd with |α1| , |α2| ď 1. There exists
C ą 0 such that for z P D` and z1 P DI with |z| “ |z1|, we have

›

›

›
⟨x⟩´δ1 Dα1Rk,jpz

1, zqDα2 ⟨x⟩´δ2
›

›

›

LpL2q
ď C |z|

minps1`s2´mpk,jq`|α1|`|α2|,0q (5.9)

and
›

›

›
⟨x⟩´δ1 Rk,jpz

1, zqθσpzqR0
k,j0pz1, zq ⟨x⟩´δ2

›

›

›

LpL2q
ď C |z|

minps1`s2´mpk,jq`pσ`ρq´mpk0,j0q,0q .

(5.10)

Proof. Let γ ą 0 be given by Proposition 5.2. We use the notation of Lemma 5.5. Then
Propositions 5.3 and 5.4 apply to R8pz1q.
‚ We assume that s1 ` s2 ď mpk, jq ´ |α1| ´ |α2|. Otherwise we can always replace s1
and s2 by s̃1 P r0, s1s and s̃2 P r0, s2s such that s̃1 ` s̃2 “ mpk, jq ´ |α1| ´ |α2|.
By Proposition 5.3, (4.1) and Lemma 4.3, the estimate (5.9) holds with Rk,jpz

1, zq re-
placed by R8

k,jpz
1, zq.
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To prove (5.9) in general, we estimate a term Rpz1, zq of the form (5.4). Using (5.9)
proved for R8pz1q, the compactness of the support of G0, the derivatives given by the
operator ∆G0 and the boundedness of an operator of the form Bxj1

Rpz1qBxj2
, we obtain

›

›

›
⟨x⟩´δ1 Dα1Rpz1, zqDα2 ⟨x⟩´δ2

›

›

›

LpL2q
À

d
ÿ

ℓ1,...,ℓ2ν“1

Nℓ1,...,ℓ2ν ,

where

Nℓ1,...,ℓ2ν

À

›

›

›
⟨x⟩´δ1 Dα1R8

κ0,l0pz1, zqDℓ1 ⟨x⟩
´δ2

›

›

›
ˆ

ν´1
ź

i“1

›

›

›
⟨x⟩´δ1 Dℓ2iR

8
κi,lipz

1, zqDℓ2i`1
⟨x⟩´δ2

›

›

›

ˆ

›

›

›
⟨x⟩´δ1 Dℓ2νR8

κν ,lν pz1, zqDα2 ⟨x⟩´δ2
›

›

›

À |z|
minps1`s2`|α1|`1´mpκ0,l0q,0q

ˆ

ν´1
ź

i“1

|z|
minps1`s2`2´mpκi,liq,0q

ˆ |z|
minps1`s2`|α2|`1´mpκν ,lνq,0q

À |z|
minps1`s2`|α1|`|α2|`2ν´

řν
i“0 mpκi,liq,0q .

For the last inequality, we have used (5.8) with η0 “ s1 ` s2, η1 “ mpκ0, l0q ´ |α1| ´ 1,
ηj “ mpκj´1, lj´1q ´ 2 for j “ 2, . . . , ν, and finally ην`1 “ mpκν , lνq ´ |α2| ´ 1. With
(5.5), this proves (5.9).
‚ We turn to the proof of (5.10). Let α P Nd with |α| ď 1. If α “ 0 or s1 ă d

2 ´ ρ,
then by Proposition 5.4 and Lemma 4.3, we have

›

›

›
⟨x⟩´δ1 DαR8

k,jpz
1, zqθσpzqR0

k0,j0pz1, zq ⟨x⟩´δ2
›

›

›

LpL2q

À |z|
minps1`s2`|α|´mpk,jq`pσ`ρq´mpk0,j0q,0q . (5.11)

Now that (5.9) is proved, we no longer need (5.4), and we use the simpler decomposition
(5.6) instead. We have just proved (5.10) with Rk,jpz

1, zq replaced by R8
k,jpz

1, zq. We

consider (5.10) with Rk,jpz
1, zq replaced by a term of the sum in (5.6). We set s1

1 “

maxps1 ´ ρ, 0q ă d
2 ´ ρ and consider δ1

1 ą s1
1. For ν P t0, . . . , ku we have, by (5.9) and

(5.11),
›

›

›
⟨x⟩´δ1 Rν,lν pz1, zq∆G0R8

k´ν,l˚ν
pz1, zqθσpzqR0

k0,j0pz1, zq ⟨x⟩´δ2
›

›

›

À
ÿ

|α1|,|α2|“1

›

›

›
⟨x⟩´δ1 Rν,lν pz1, zqDα1 ⟨x⟩´δ2

›

›

›

ˆ

›

›

›
⟨x⟩´δ1

1 Dα2R8
k´ν,l˚ν

pz1, zqθσpzqR0
k0,j0pz1, zq ⟨x⟩´δ2

›

›

›

À |z|
minps1`s2´mpν,lνq`1,0q

|z|
minps1

1`s2`1´mpk´ν,l˚ν q`pσ`ρq´mpk0,j0q,0q

À |z|
minps1`s2´mpk,jq`pσ`ρq´mpk0,j0q,0q .

Here, we have applied (5.8) with η0 “ s1
1 ` s2 ě 0, η1 “ mpν, ℓνq ´ 1 ` s1

1 ´ s1 ě 0 and
η2 “ mpk´ ν, l˚νq `mpk0, j0q ´ 1´ pσ` ρq ě 0. Then we have used (5.7). This concludes
the proof. □

Now we turn to the proof of Proposition 3.5. We first prove a statement with A
replaced by |z|x and without the factors γσ1pzq. This will be combined with Proposition
5.8 below.
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Proposition 5.7. Let s P
“

0, d2
“

and δ ą s. Let k, k0 P N, j P t0, 1, 2uk and j0 P

t0, 1, 2uk0. There exists C ą 0 such that, for z P D` and r “ |z|,
›

›

›
⟨x⟩´δ Rk,jpir, zq ⟨rx⟩δ

›

›

›

LpL2q
ď Crminps´mpk,jq,0q, (5.12)

›

›

›
⟨x⟩´δ Rk,jpir, zqθσpzqR0

k0,j0pir, zq ⟨rx⟩δ
›

›

›

LpL2q
ď Crminps´mpk,jq`pσ`ρq´mpk0,j0q,0q, (5.13)

›

›

›
⟨rx⟩δ R0

k0,j0pir, zq ⟨x⟩´δ
›

›

›

LpL2q
ď Crminps´mpk0,j0q,0q, (5.14)

›

›

›
⟨rx⟩δ Rk,jpir, zqθσpzqR0

k0,j0pir, zq ⟨x⟩´δ
›

›

›

LpL2q
ď Crminps´mpk,jq`pσ`ρq´mpk0,j0q`pσ`ρq,0q.

(5.15)

Proof. As for the proof of Proposition 5.6, we consider γ ą 0 given by Proposition 5.2
and we use the notation of Lemma 5.5. We first prove the estimates with Rk,jpir, zq

replaced by R8
k,jpir, zq and with an additional derivative. Then we will deduce the

general case with Lemma 5.5.
‚ We begin with (5.12). Let α P Nd with |α| ď 1. Let µ P N and β P Nd with |β| ď 2µ.

We can write ⟨rx⟩´2µDαR8
k,jpir, zqprxqβ as a sum of terms of the form

⟨rx⟩´2µ
prxqβ1adβ2

rx

`

DαR8
k,jpir, zq

˘

,

where β1 ` β2 “ β. We estimate such a term. Let s “ minps,m1pk, jq ´ |α|q. By Lemma
4.6, Proposition 5.3 and (4.3), we have

›

›

›
adβ2

rx

`

DαR8
k,jpir, zq

˘

›

›

›

LpL2,Hs
zq

À r|α|´mpk,jq.

Since ⟨rx⟩´2µ
prxqβ1 is uniformly bounded in LpHs

rq, we get
›

›

›
⟨rx⟩´2µ

prxqβ1adβ2
rx

`

DαR8
k,jpir, zq

˘

›

›

›

LpL2,Hs
rq

À r|α|´mpk,jq.

This proves that for any µ P N, we have
›

›

›
⟨rx⟩´2µDαR8

k,jpir, zq ⟨rx⟩2µ
›

›

›

LpL2,Hs
rq

À r|α|´mpk,jq.

By interpolation,
›

›

›
⟨rx⟩´δDαR8

k,jpir, zq ⟨rx⟩δ
›

›

›

LpL2,Hs
rq

À r|α|´mpk,jq. (5.16)

On the other hand, by Lemma 4.3,
›

›

›
⟨x⟩´δ ⟨rx⟩δ

›

›

›

LpHs
r ,L

2q
À
›

›p1 ` |rx|
δ
q ⟨x⟩´δ

›

›

LpHs
r ,L

2q

À } ⟨x⟩´δ
}LpHs

r ,L
2q ` rδ

›

› |x|
δ ⟨x⟩´δ

›

›

LpL2q

À rs.

(5.17)

Finally,
›

›

›
⟨x⟩´δDαR8

k,jpir, zq ⟨rx⟩δ
›

›

›

LpL2q
(5.18)

ď

›

›

›
⟨x⟩´δ ⟨rx⟩δ

›

›

›

LpHs
r ,L

2q

›

›

›
⟨rx⟩´δDαR8

k,jpir, zq ⟨rx⟩δ
›

›

›

LpL2,Hs
rq
,

À rminps`|α|´mpk,jq,0q.
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Now we use (5.6) to prove (5.12). The contribution of R8
k,jpir, zq is given by (5.18)

applied with α “ 0. Then, for ν P t0, . . . , ku, we have by (5.9) and (5.18)
›

›

›
⟨x⟩´δ Rν,lν pz1, zq∆G0R8

k´ν,l˚ν
pz1, zq ⟨rx⟩δ

›

›

›

À
ÿ

|α1|,|α2|“1

›

›

›
⟨x⟩´δ Rν,lν pz1, zqDα1

›

›

›

›

›

›
⟨x⟩´δDα2R8

k´ν,l˚ν
pz1, zq ⟨rx⟩δ

›

›

›

À rminps`1´mpν,lνq,0qrminps`1´mpk´ν,l˚ν q,0q

À rminps´mpk,jq,0q.

Here we have applied (5.8) with η0 “ s. This gives (5.12). Similarly, we can prove
›

›

›
⟨rx⟩δ Rk,jpir, zq ⟨x⟩´δ

›

›

›

LpL2q
ď Crminps´mpk,jq,0q, (5.19)

which gives (5.14) as a particular case.
‚ We proceed similarly for (5.13). If α “ 0 or s ă d

2 ´ ρ, we get with Proposition 5.4
›

›

›
⟨x⟩´δDαR8

k,jpir, zqθσpzqR0
k0,j0pir, zq ⟨rx⟩δ

›

›

›

LpL2q
À rminps`|α|´mpk,jq`pσ`ρq´mpk0,j0q,0q.

(5.20)
We set s1 “ maxps´ ρ, 0q ă d

2 ´ ρ and consider δ1 ą s1. Then we get (5.13) with Lemma
5.5 since, for ν P t0, . . . , ku, we have by (5.9) and (5.20)
›

›

›
⟨x⟩´δ Rν,lν pz1, zq∆G0R8

k´ν,l˚ν
pz1, zqθσpzqR0

k0,j0pir, zq ⟨rx⟩δ
›

›

›

À
ÿ

|α1|,|α2|“1

›

›

›
⟨x⟩´δ Rν,lν pz1, zqDα1

›

›

›

›

›

›
⟨x⟩´δ1

Dα2R8
k´ν,l˚ν

pz1, zqθσpzqR0
k0,j0pir, zq ⟨rx⟩δ

›

›

›

À rminps`1´mpν,lνq,0qrminps1`1´mpk´ν,l˚ν q`pσ`ρq´mpk0,j0q,0q

À rminps´mpk,jq`pσ`ρq´mpk0,j0q,0q.

We have applied (5.8) with η0 “ s1.
‚ We finish with (5.15). We proceed again similarly. Let

s “ minps,mpk, jq ´ pσ ` ρq `mpk0, j0q ´ |α|q.

With Proposition 5.4 and the same strategy as for (5.16) we get
›

›

›
⟨rx⟩δDαR8

k,jpir, zqθσpzqR0
k0,j0pir, zq ⟨rx⟩´δ

›

›

›

LpH´s
r ,L2q

À r|α|´mpk,jq`pσ`ρq´mpk0,j0q.

As in (5.17), or by duality, we obtain
›

›

›
⟨rx⟩δ ⟨x⟩´δ

›

›

›

LpL2,H´s
r q

À rs, and hence

›

›

›
⟨rx⟩δDαR8

k,jpir, zqθσpzqR0
k0,j0pir, zq ⟨x⟩´δ

›

›

›

LpL2q
À rminps`|α|´mpk,jq`ps`ρq´mpk0,j0q,0q.

We finally get (5.15) with Lemma 5.5, (5.19) and (5.11). For ν P t0, . . . , ku, we have
›

›

›
⟨rx⟩δ Rν,lν pir, zq∆G0R8

k´ν,l˚ν
pir, zqθσpzqR0

κ0,j0pir, zq ⟨x⟩´δ
›

›

›

À
ÿ

|α1|,|α2|“1

›

›

›
⟨rx⟩δ Rν,lν pir, zqDα1 ⟨x⟩´δ

›

›

›

›

›

›
Dα2R8

k´ν,l˚ν
pir, zqθσpzqR0

κ0,j0pir, zq ⟨x⟩´δ
›

›

›

À rminps´mpν,lνq`1,0qrminps`1´mpk´ν,l˚ν q`pσ`ρq´mpk0,j0q,0q.

Estimate (5.15) follows with (5.8) applied with η0 “ s. □

To finish the proof of Proposition 3.5, we have to replace ⟨rx⟩δ by ⟨A⟩δ in (5.12)-
(5.15). For this, we use again the elliptic regularity to compensate for the derivatives

that appear in ⟨A⟩δ.
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Proposition 5.8. Let δ ě 0. Let k P N and j P t0, 1, 2uk. Assume that k ě δ. Let
ℓ1, ℓ2 P t0, 1, 2u. Then there exists C ą 0 such that for z P D` and r “ |z|, we have

›

›

›
⟨rx⟩´δ γℓ1pzqRk,jpir, zqγℓ2pzq ⟨A⟩δ

›

›

›

LpL2q
ď Crℓ1´mpk,jq`ℓ2 ,

and
›

›

›
⟨A⟩δ γℓ1pzqRk,jpir, zqγℓ2pzq ⟨rx⟩´δ

›

›

›

LpL2q
ď Crℓ1´mpk,jq`ℓ2 .

Note that the assumption k ě δ is not optimal, but we have as many resolvents as
we wish in Proposition 3.5.

Proof. We start by proving by induction on κ P N that, for any k ě κ and µ P Nd,
›

›⟨rx⟩´κ adµrx
`

γℓ1pzqRk,jpir, zqγℓ2pzq
˘

Aκ
›

›

LpL2q
À rℓ1´mpk,jq`ℓ2 . (5.21)

With µ “ 0, we can deduce the first estimate of the proposition when δ is an even
integer. The general case will then follow by interpolation. Estimate (5.21) with κ “ 0
is established by Propositions 4.7 and 5.3 (notice that m1pk, jq ě 2 ě minp1, ℓ1q `

minp1, ℓ2q).
Now let κ P N˚ and µ P Nd, and assume that k ě κ. We can write the commmutator

adµrx
`

γℓ1pzqRk,jpir, zqγℓ2pzq
˘

as a sum of terms of the form

adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

adµ2
rx

`

Rpirqγℓ2pzq
˘

where
j1 “ tj1, . . . , jk´1u and µ1 ` µ2 “ µ. (5.22)

Then we can write

⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

adµ2
rx

`

Rpirqγℓ2pzq
˘

Aκ

as a sum of terms of the form

⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

Apadκ´p
A adµ2

rx

`

Rpirqγℓ2pzq
˘

,

where p P t0, . . . , κu. For p ď κ´ 1, we apply the induction assumption to write
›

›⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

Ap
›

›

LpL2q

À
›

›⟨rx⟩´p adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

Ap
›

›

LpL2q

À rℓ1´mpk´1,j1q`jk .

By Propositions 4.7 and 5.3, we have
›

›

›
adκ´j

A adµ2
rx

`

Rpirqγℓ2pzq
˘

›

›

›

LpL2q
À rℓ2´2.

Using the last two estimates, along with (5.22), we obtain the estimate for p ď κ ´ 1.
Now we consider the term corresponding to p “ κ. We have

Aκ “ ´
id

2
Aκ´1 `Aκ´1

d
ÿ

ℓ“1

rxℓ ¨ r´1Dℓ.

The contribution of the first term is estimated as before. Now let ℓ P t1, . . . , du. By
Propositions 4.7 and 5.3 again, we have

›

›r´1Dℓad
µ2
rx

`

Rpirqγℓ2pzq
˘
›

›

LpL2q
À rℓ2´2.

On the other hand, we have by (4.5)

⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

Aκ´1rxℓ

“ ⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

rxℓpA´ iqκ´1

“ rxℓ ⟨rx⟩´κ adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘

pA´ iqκ´1

` ⟨rx⟩´κ adrxℓ

`

adµ1
rx

`

γℓ1pzqRk´1,j1pir, zqγjkpzq
˘˘

pA´ iqκ´1.
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Both terms are estimated with the induction assumption, thus proving (5.21) and hence
the first estimate of the proposition. The proof of the second estimate is similar. □

Now we can conclude the proof of Proposition 3.5.

Proof of Proposition 3.5. We combine Propositions 5.7 and 5.8. We consider (3.23).
Since N can be chosen large we have, for some k1, k2 P N, j1 P t0, 1, 2uk1 , j2 P t0, 1, 2uk2

and ℓ̃ P t0, 1, 2u,
RN,jpir, zq “ Rk1,j1pir, zqγℓ̃pzqRk2,j2pir, zq,

with
mpk1, j1q ´ ℓ̃`mpk2, j2q “ mpN, jq, mpk1, j1q ě s, k2 ě δ.

Then
›

› ⟨x⟩´δ RN,jpir, zqγℓpzq ⟨A⟩δ
›

›

LpL2q

ď
›

› ⟨x⟩´δ Rk1,j1pir, zq ⟨rx⟩δ
›

›

LpL2q

›

› ⟨rx⟩´δ γℓ̃pzqRk2,j2pir, zqγℓpzq ⟨A⟩δ
›

›

LpL2q

À rs´mpk1,j1qrℓ̃´mpk2,j2q`ℓ À rs´mpN,jq`ℓ.

The other estimates are proved similarly. □

6. Mourre commutators method

We set

D˘
R “

!

z P D` : ˘2Repzq ě |z|
2
)

, DR “ D`
R Y D´

R .

In this section, we prove Proposition 3.2 about terms involving resolvents Rpzq with
z in DR. For z P DI, Proposition 3.2 holds with δ “ 0. This is a consequence of elliptic
regularity, and more precisely of Proposition 3.4 applied without weights.

The proof of Proposition 3.2 relies on the Mourre commutators method. We use the
version given in [Roy24, Sec.5], which we recall now.

We consider two Hilbert spaces H and K such that K is densely and continuously
embedded in H. We identify H with its dual, so that K Ă H Ă K˚. Compared
to [Roy24], we choose the convention that the dual of a Hilbert space is the set of
continuous antilinear forms. Then the identification H » H˚ and the natural embedding
I : K Ñ K˚ are linear.

Let Q P LpK,K˚q. We assume that Q is boundedly invertible and that its imaginary
part has a sign. For instance, we assume that it is non-positive, and we set

Q` :“ ´ImpQq “ ´
Q´Q˚

2i
ě 0. (6.1)

In general, we say that an operator in LpK,K˚q is dissipative if its imaginary part is
non-positive.

Let A be a selfadjoint operator on H, with domain DH. It can be seen as a bounded
operator AH from DH (endowed with the graph norm) to H. By restriction, AH defines
a bounded operator AK from DK “ tφ P K X DH : AHφ P Ku to K. Then A˚

K defines a
bounded operator AK˚ from DK˚ “ tφ P K˚ : A˚

Kφ P K˚u to K˚.
Let K1,K2 P tK,H,K˚u. We set C0

ApK1,K2q “ LpK1,K2q and for S P LpK1,K2q

we set ad0ApSq “ S. Then, by induction on n P N˚, we say that S P Cn
ApK1,K2q if

S P Cn´1
A pK1,K2q and the commutator adn´1

A pSqAK1 ´ A˚
K˚

2
adn´1

A pSq, which defines at

least a bounded operator from DK1 to D˚
K˚

2
, extends to an operator adnApSq in LpK1,K2q.

Then, we set

}S}Cn
A pK1,K2q “

n
ÿ

k“0

›

›adkApSq
›

›

LpK1,K2q
.
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We write CnpK1q for CnpK1,K1q.

Now we can recall the definition of a conjugate operator to Q. Compared to the
version given in [Roy24], we add a parameter h. We do not use it here (we choose
h “ 1 in Proposition 6.4 below), but it is useful when dealing with high frequencies (see
[Roy10, BR14]).

Definition 6.1. Let N P N˚, h Ps0, 1s and Υ ě 1. We say that A is ph,Υq-conjugate to
Q up to order N if the following conditions are satisfied.

(H1) For φ P K we have }φ}H ď Υ }φ}K.

(H2) For all θ P r´1, 1s the propagator e´iθA P LpHq defines by restriction a bounded
operator on K.

(H3) Q belongs to CN`1
A pK,K˚q and

(a) }Q}LpK,K˚q ď Υ,

(b) }adApQq}LpK,K˚q ď
?
hΥ,

(c)
›

›adkApQq
›

›

LpK,K˚q
ď hΥ, for all k P t2, . . . , N ` 1u.

(H4) There exist QK P LpK,K˚q dissipative, Q`
K

P LpK,K˚q non-negative and Π P

C1
ApH,Kq such that, with ΠK “ IdK ´ Π P LpKq,

(a) Q “ QK ´ iQ`
K
,

(b)
›

›Q`
K

›

›

LpK,K˚q
ď Υ, }Π}C1

ApH,Kq ď Υ, and for φ P H we have }Πφ}K ď Υ }Πφ}H,

(c) QK has an inverse RK P LpK˚,Kq which satisfies }ΠKRK}LpK˚,Kq ď Υ and

}RKΠ
˚
K}LpK˚,Kq

ď Υ.

(H5) There exists β P r0,Υs such that if we set

M “ iadApQq ` βQ` P LpK,K˚q,

then
}adApΠ˚MΠq}LpK,K˚q ď hΥ,

and, in the sense of quadratic forms on H, we have

Π˚RepMqΠ ě
h

Υ
Π˚IΠ.

We recall the estimates of Q´1 given by the commutators method. See Theorem 5.2
in [Roy24]. For the proof we follow [Roy24] and check the dependence in h of all the
estimates (see also [Roy10]).

Theorem 6.2. Let Q P LpK,K˚q be dissipative and boundedly invertible. Let A be
a selfadjoint operator on H. Let N P N˚, h Ps0, 1s and Υ ě 1. Assume that A is
ph,Υq-conjugate to Q up to order N .

(i) Let δ ą 1
2 . There exists c ą 0, which only depends on Υ and δ, such that

›

›

›
⟨A⟩´δ Q´1 ⟨A⟩´δ

›

›

›

LpHq
ď
c

h
. (6.2)

(ii) Assume that N ě 2 and let δ1, δ2 ě 0 be such that δ1 ` δ2 ă N ´ 1. There exists
c ą 0, which only depends on N , Υ, δ1 and δ2, such that

›

›

›
⟨A⟩δ1 1R´

pAqQ´11R`
pAq ⟨A⟩δ2

›

›

›

LpHq
ď
c

h
. (6.3)

(iii) Assume that N ě 2 and let δ P
‰

1
2 , N

“

. There exists c ą 0, which only depends on
N , Υ and δ, such that

›

›

›
⟨A⟩´δ Q´11R`

pAq ⟨A⟩δ´1
›

›

›

LpHq
ď
c

h
(6.4)

and
›

›

›
⟨A⟩δ´1

1R´
pAqQ´1 ⟨A⟩´δ

›

›

›

LpHq
ď
c

h
. (6.5)
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Using [Roy24, Lemma 5.5] we can convert the simple resolvent estimates into multiple
resolvent estimates, with inserted factors. This gives the following result.

Theorem 6.3. Let A be a selfadjoint operator on H. Let n P N˚ and N ą n. Let
Q1, . . . , Qn P LpK,K˚q be dissipative and boundedly invertible. We assume that for all
j P t1, . . . , nu the selfadjoint operator A is phj ,Υjq-conjugate to Qj up to order N for
some Υj ě 0 and hj Ps0, 1s. Let B0, . . . , Bn P CN

A pHq. Let

T “ B0Q
´1
1 B1Q

´1
2 . . . Bn´1Q

´1
n Bn.

Let δ P
‰

n´ 1
2 , N

“

and let δ1, δ2 ě 0 be such that δ1 ` δ2 ă N ´ n. There exists C ą 0
which only depends on N , Υ1, . . . ,Υn, δ, δ1 and δ2 such that

›

›

›
⟨A⟩´δ T ⟨A⟩´δ

›

›

›

LpHq
ď

C

h1 . . . hn
}B0}CN

A pHq . . . }Bn}CN
A pHq , (6.6)

›

›

›
⟨A⟩δ1 1R´

pAq T 1R`
pAq ⟨A⟩δ2

›

›

›

LpHq
ď

C

h1 . . . hn
}B0}CN

A pHq . . . }Bn}CN
A pHq , (6.7)

›

›

›
⟨A⟩´δ T 1R`

pAq ⟨A⟩δ´1
›

›

›

LpHq
ď

C

h1 . . . hn
}B0}CN

A pHq . . . }Bn}CN
A pHq , (6.8)

›

›

›
⟨A⟩δ´1

1R´
pAq T ⟨A⟩´δ

›

›

›

LpHq
ď

C

h1 . . . hn
}B0}CN

A pHq . . . }Bn}CN
A pHq . (6.9)

Proof. We apply [Roy24, Lemma 5.5] with p2n`1q factors T1, . . . , T2n`1. More precisely,
we set

‚ T2j`1 “ Bj{ }Bj}CN
A pHq

, ν2j`1 “ σ2j`1 “ 0, for all j P t0, . . . , nu,

‚ T2j “ hjQ
´1
j , ν2j “ 1, σ2j “ δ ´ n` 1 for all j P t1, . . . , nu,

‚ Θj “ ⟨A⟩, for all j P t0, . . . , 2n` 1u,
‚ Π`

j “ 1R`
pAq, Π´

j “ 1R˚
´

pAq, for all j P t0, . . . , 2n` 1u.

The estimates for Q´1
j are given by Theorem 6.2. For an operator Bj , we apply [Roy24,

Proposition 3.11]. Then Lemma [Roy24, Lemma 5.5] provides a collection of constants
C “ tC; pCδ´,δ`

q; pC´
δ q; pC`

δ qu which only depend on N , Υ1, . . . ,Υn, δ, δ1 and δ2 such
that (6.6)-(6.9) hold. The conclusions follow. □

For the proof of Proposition 3.2, we apply this abstract result in H “ L2 to the
resolvent Rpzq with the generator of dilations (3.9) as the conjugate operator. For each
z P DR, we choose K “ H1

z . Everything depends on z, but the key in the following
statement is that Υ does not.

Proposition 6.4. Let N P N. There exist Υ ě 1 such that for all z P D`
R the generator

of dilations A is p1,Υq-conjugate to |z|
´2 P pzq P LpH1

z , H
´1
z q up to order N .

Compared to the proof of Proposition 5.4 in [Roy24], we add the contribution of the
damping term, and we check that we can work with the usual generator of dilations A.

For the proof, we will use the Helffer-Sjöstrand formula, which we recall now. Let
H be a selfadjoint operator on a Hilbert space H, m ě 2 and let ϕ P C8

0 pRq. Let
ψ P C8

0 pR, r0, 1sq be supported on r´2, 2s and equal to 1 on r´1, 1s. The almost analytic

extension ϕ̃ of ϕ is defined by

ϕ̃pτ ` iµq “ ψ

ˆ

µ

⟨τ⟩

˙ m
ÿ

k“0

ϕpkqpτq
piµqk

k!
.

Then we have

ϕpHq “ ´
1

π

ż

C

Bϕ̃

Bζ̄
pζqpH ´ ζq´1 dλpζq,

where λ is the Lebesgue measure on C. See for instance [DS99, Section 8] or [Dav95].
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Proof. For z P D`
R we set Qz “ |z|

´2 P pzq.

‚ The assumption (H1) holds for any Υ ě 1 since }¨}L2 ď }¨}H1
z
for any z P D`

R . For

(H2), we recall that for θ P r´1, 1s, u P L2pRdq and x P Rd, we have peiθAuqpxq “

e
dθ
2 upeθxq. Thus, if u belongs to H1

z “ H1pRq, then so does eiθAu, and }eiθAu}H1
z pRdq ď

e }u}H1
z
, which gives (H2). By Proposition 4.7, we have Qz P CN

z pH1
z , H

´1
z q with norm

independent of z P D`
R , and (H3) follows.

‚ We set

PRpzq “ RepP pzqq “ |z|
2 RepQzq “ ´∆G ` awImpzq ´ wRepz2q.

This defines a selfadjoint operator on L2 with domain H2, and also a bounded operator
from H1

z to H´1
z . We have

rPRpzq, iAs “ ´2∆G `K1pzq,

where

K1pzq “
ÿ

j,k

Bjppx ¨ ∇qGj,kpxqqBk ´ Impzqpx ¨ ∇qpawq ` Repz2qpx ¨ ∇qw.

Moreover,

´2∆G “ 2PRpzq ` 2Repz2q `K2pzq, K2pzq “ ´2Impzqaw ` 2Repz2qpw ´ 1q.

Setting Kpzq “ K1pzq `K2pzq, we obtain

rPRpzq, iAs “ 2PRpzq ` 2Repz2q `Kpzq. (6.10)

We fix ρ Ps0, ρ0r. Then there exists C1 ą 0 such that

}Kpzq ⟨zx⟩ρ}LpH1
z ,H

´1
z q

ď C1 |z|
2 . (6.11)

‚ Now we construct the operator Πz which appears in (H4) and (H5). Let ϕ P

C8
0 pR, r0, 1sq be equal to 1 on r´1, 1s and supported in s ´ 2, 2r. For η Ps0, 1s and

λ P R, we set ϕηpλq “ ϕpλ{ηq. Then for z P D`
R , we set

Πη,z “ ϕη
`

RepQzq
˘

“ ϕη

ˆ

PRpzq

|z|
2

˙

.

We also set

Π0
η,z “ ϕη

`

RepQ0
zq
˘

, Q0
z “

´∆ ´ z2

|z|
2 .

For all η Ps0, 1{32s we have

2 }Π2η,zPRpzqΠ2η,z}LpL2q
ď

|z|
2

4
. (6.12)

Moreover, with the Helffer-Sjöstrand formula, we can check that there exists C2 ą 0
such that for all z P D`

R and η Ps0, 1{32s, we have

}Π2η,z}LpH´1
z ,H1

z q
ď C2. (6.13)

‚ We prove that there exists a family pηzqzPD`
R
in s0, 1{32s such that η˚ :“ inf ηz ą 0

and, for all z P D`
R ,

}Π2ηz ,zKpzqΠ2ηz ,z}LpL2q
ď

|z|
2

4
. (6.14)

Let z0 P D`
R . We prove that there exist ηz0 Ps0, 1{32s and a neighborhood Vz0 of z0 in C

such that for all z P D`
R X Vz0 we have (6.14) with ηz “ ηz0 .

First assume that z0 ‰ 0. Since Π1,z0 P LpH´1, L2q, Kpz0q ⟨x⟩ρ ⟨D⟩´1
P LpL2, H´1q,

⟨D⟩ ⟨x⟩´ρ ⟨D⟩´2 is a compact operator on L2 and ⟨D⟩2Π1,z0 P LpL2q, the operator

Π1,z0Kpz0qΠ1,z0 “ Π1,z0

`

Kpz0q ⟨x⟩ρ ⟨D⟩´1 ˘` ⟨D⟩ ⟨x⟩´ρ ⟨D⟩´2 ˘` ⟨D⟩2Π1,z0

˘
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is compact on L2. Since 0 is not an eigenvalue of PRpz0q, the operator Πη,z0 goes weakly
to 0 as η goes to 0, so there exists ηz0 Ps0, 1{32s such that

›

›Π2ηz0 ,z0
Kpz0qΠ2ηz0 ,z0

›

›

LpL2q
ď

|z0|
2

8
.

By continuity with respect to z, there exists a neighborhood Vz0 of z0 such that, for all
z P D`

R X Vz0 ,
›

›Π2ηz0 ,z
KpzqΠ2ηz0 ,z

›

›

LpL2q
ď

|z|
2

4
.

‚ Now, we proceed similarly for z in a neighborhood of 0. Let τ0 P
“

1?
2
, 1
‰

. Since

⟨D⟩ ⟨x⟩´ρ ⟨D⟩´2 is compact as an operator from L2 to H1 and ⟨D⟩2 ϕη0p
´∆´τ20

16 q goes

weakly to 0 as η0 goes to 0, there exists η0 P
‰

0, 18
‰

such that
›

›

›

›

›

⟨Dz⟩ ⟨zx⟩´ρ ϕη0

˜

´∆ ´ τ20 |z|
2

16 |z|
2

¸›

›

›

›

›

LpL2q

“

›

›

›

›

⟨D⟩ ⟨x⟩´ρ ϕη0

ˆ

´∆ ´ τ20
16

˙›

›

›

›

LpL2q

ď
1

8C1C2
,

(6.15)

where C1 and C2 are the constants which appear in (6.11) and (6.13). If
ˇ

ˇ

ˇ
Repz2{ |z|

2
q ´ τ20

ˇ

ˇ

ˇ
ď

8η0 we have

Π0
2η0,z “ ϕη0

˜

´∆ ´ τ20 |z|
2

16 |z|
2

¸

Π0
2η0,z,

so
›

›⟨zx⟩´ρΠ0
2η0,z

›

›

LpL2,H1
z q

ď
1

8C1C2
. (6.16)

Since
“

1?
2
, 1
‰

is compact, we can choose η0 so small that (6.16) holds for any z P D`
R .

By the Helffer-Sjöstrand formula (applied with m ě 3) and the resolvent identity, the
difference Π2η0,z ´ Π0

2η0,z
can be rewritten as

1

π

ż

C

Bϕ̃2η0
Bζ̄

pζq pRepQzq ´ ζq
´1 RepQz ´Q0

zq
`

RepQ0
zq ´ ζ

˘´1
dλpζq.

We can check that for z P D` and ζ P 5DzR`, we have
›

›

›
pRepQzq ´ ζq

´1
›

›

›

LpH´1
z ,H1

z q
`

›

›

›

`

RepQ0
zq ´ ζ

˘´1
›

›

›

LpL2,H2
z q

À
1

|Impζq|
. (6.17)

On the other hand,
›

›RepQz ´Q0
zq
›

›

LpH1`ρ
z ,H´1

z q
À |z|

ρ .

This proves
›

›

›
pRepQzq ´ ζq

´1 RepQz ´Q0
zq
`

RepQ0
zq ´ ζ

˘´1
›

›

›

LpL2,H1
z q

À
|z|

ρ

|Impζq|
2 .

Since Bζ̄ ϕ̃2η0 is compactly supported and decays faster than |Impζq|
2 near the real axis,

we deduce
›

›Π2η0,z ´ Π0
2η0,z

›

›

LpL2,H1
z q

À |z|
ρ . (6.18)

Then, by (6.16) and (6.18), there exists r0 Ps0, 1s such that for z P DR with |z| ď r0 we
have

›

›⟨zx⟩´ρΠ2η0,z

›

›

LpL2,H1
z q

ď
1

4C1C2
. (6.19)

With (6.11) and (6.13) we get

}Π2η0,zKpzqΠ2η0,z}LpL2q
ď

|z|
2

4
. (6.20)
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This concludes the proof of (6.14). The fact that we can choose the family pηzq bounded
away from 0 comes from the fact that ηz can be chosen constant in a neighborhood of

any z0 in the compact D`
R .

‚ Now we can prove (H4) and (H5). We begin with (H5). We choose β “ 0. Let
z P D`

R . By (6.10), (6.12) and (6.14), we have for all z P D`
R

Π2ηz ,zrPRpzq, iAsΠ2ηz ,z ě 2Repz2qΠ2
2ηz ,z ´

|z|
2

2
.

Since 2Repz2q ě |z|
2 we get after composition by Πηz ,z on both sides

Πηz ,zrPRpzq, iAsΠηz ,z ě
|z|

2

2
Π2

ηz ,z.

This gives (H5) with Πz :“ Πηz ,z.
‚ By the Helffer-Sjöstrand formula and Lemma 4.6 we have

}rΠz, iAzs}LpH´1
z ,H1

z q
À

ż

C

ˇ

ˇ

ˇ

ˇ

ˇ

Bϕ̃ηz
Bζ̄

pζq

ˇ

ˇ

ˇ

ˇ

ˇ

›

›

›

”

pRepQzq ´ ζq
´1 , iA

ı›

›

›

LpH´1
z ,H1

z q
dλpζq

À
›

›

“

RepQzq, iA
‰›

›

LpH1
z ,H

´1
z q

À 1.

Now we set

QKpzq “
PRpzq ´ iImpz2qwmin

|z|
2 P LpH1

z , H
´1
z q,

where wmin “ minxPRwpxq ą 0. Then

Q`
K

pzq :“ i
`

Qz ´QKpzq
˘

“ |z|
´2 “Impz2qpw ´ wminq ` Repzqaw

‰

is non-negative, QKpzq is boundedly invertible and by the functional calculus we have

›

›p1 ´ ΠzqQKpzq´1
›

›

LpH´1
z ,H1

z q
“
›

›QKpzq´1p1 ´ Πzq
›

›

LpH´1
z ,H1

z q
ď

1

η˚

.

This gives (H4) and the proof is complete. □

Now we can prove Proposition 3.2.

Proof of Proposition 3.2. We begin with (3.10). If k “ 0, it is given by Theorem 6.2 ap-
plied with A “ A and Q “ 1

|z|2
P pzq. Assume that k “ 1, so that Rk,j “ Rpzqγj1pzqRpzq

for some j1 P t0, 1u. If j1 “ 0 we simply apply Theorem 6.3 with Q1 “ Q2 “ 1
|z|2

P pzq and

B1 “ γ0pzq. When j1 “ 1, we want to see γ1pzq as an operator from Hs
z to Hs´1

z for some
s, since then it is of size Opzq. Then we cannot apply directly Theorem 6.3, where the
inserted factors are bounded operators on L2. Thus, we apply once more the resolvent
identity (3.12) to get elliptic regularity. Setting r “ |z| and γ̃1pzq “ Rpirqγ1pzqRpirq,
we can write

Rpzqγ1pzqRpzq “
“

1 `Rpzqγ2pzq
‰

γ̃1pzq
“

1 ` γ2pzqRpzq
‰

“ γ̃1pzq ` γ̃1pzqγ2pzqRpzq `Rpzqγ2pzqγ̃1pzq `Rpzqγ2pzqγ̃1pzqγ2pzqRpzq.

By Propositions 4.7 and 5.1, we have

}γ̃1pzq}CN
A pL2q À

1

|z|
3 , }γ̃1pzqγ2pzq}CN

A pL2q À
1

|z|
, }γ2pzqγ̃1pzq}CN

A pL2q À
1

|z|
,

and

}γ2pzqγ̃1pzqγ2pzq}CN
A pL2q À |z| .

Then, we can apply Theorem 6.3 for each term and deduce (3.10) for k “ 1 and z P D`
R .

We proceed similarly for k ě 2, the details are omitted.
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We turn to (3.11). We use the same trick to see the inserted factor θσpzq as an

operator of size Op|z|
σ`ρ

q. Assume for simplicity that k “ k0 “ 0. Setting θ̃σpzq “

RpirqθσpzqR0pirq, we can write, with the resolvent identities (3.12) and (3.13),

RpzqθσpzqR0pzq “
“

1 `Rpzqγ2pzq
‰

θ̃σpzq
“

1 ` γ02pzqR0pzq
‰

“ θ̃σpzq ` θ̃σpzqγ02pzqR0pzq `Rpzqγ2pzqθ̃σpzq `Rpzqγ2pzqθ̃σpzqγ02pzqR0pzq.

By Propositions 4.7, 5.1 and Proposition 5.2 for R0pzq, we have

}γ2pzqθ̃σpzqγ02pzq}CN
A pL2q À |z|

4
}θ̃σpzq}CN

A pL2,H1
z q

À |z|
4

}Rpirq}CN
A pH´1

z ,H1
z q

}θσpzq}CN
A pH1`ρ

z ,H´1
z q

}R0pirq}CN
A pL2,H1`ρ

z q

À |z|
σ`ρ .

Similarly,

}θ̃σpzq}CN
A pL2q À |z|

pσ`ρq´4 ,

}θ̃σpzqγ02pzq}CN
A pL2q À |z|

pσ`ρq´2 , }γ2pzqθ̃σpzq}CN
A pL2q À |z|

pσ`ρq´2 .

We deduce (3.11) for z P D`
R , and the proof is then similar when k, k0 ě 1.

Then Proposition 3.2 is proved for z P D`
R . By a duality argument, we deduce (3.10)

and (3.11) for z P D´
R , and the proof is complete. □

Appendix A. Additional proof

In this appendix we prove Lemma 3.3.

Proof of Lemma 3.3. The result is proved by induction on N P N. We begin with the
case N “ 0. If k “ 0 then the claim is directly given by the resolvent identity (3.12).
Now assume that k ě 1. We have

Rk,jpzq “ Rpzqγj1pzqRpzq...γjkpzqRpzq “ Rpzqγj1pzqRk´1,j1pzq.

where we have set j1 “ pj2, . . . , jkq P t0, 1uk´1. By (3.12) we get

Rk,jpzq “ Rpirqγj1pzqRk´1,j1pzq `Rpirqγ2pzqRk,jpzq.

Both terms are of the form (3.17). Now, let N ě 1 and assume that the result is proved
for N ´1. Then it is enough to prove that an operator of the form (3.15) or (3.17) (with
N´1 instead of N) can be written as a sum of terms of the form (3.15) or (3.17). A term
of the form (3.15) is already in suitable form. We consider a term of the form (3.17) (for
N ´ 1). Let j1 “ pj1,1, . . . , j1,N´1q P t0, 1, 2uN´1, j2 “ pj2,1, . . . , j2,k2q P t0, 1uk2 (with
k2 ď k) and ℓ P t0, 1, 2u. If k2 “ 0, we have by (3.12)

RN´1,j1pir, zqγℓpzqRpzq

“ RN´1,j1pir, zqγℓpzqRpirq ` RN´1,j1pir, zqγℓpzqRpirqγ2pzqRpzq

“ RN,j3pir, zq ` RN,j3pir, zqγ2pzqRpzq,

where j3 “ pj1,1, . . . , j1,N´1, ℓq P t0, 1, 2uN . If k2 ě 1, we similarly have with j4 “

pj2,2, . . . , j2,k2q P t0, 1uk2´1

RN´1,j1pir, zqγℓpzqRk2,j2pzq

“ RN´1,j1pir, zqγℓpzqRpzqγj2,1pzqRk2´1,j4pzq

“ RN,j3pir, zqγj2,1pzqRk2´1,j4pzq ` RN,j3pir, zqγ2pzqRpzqγj1pzqRk2´1,j4pzq.

“ RN,j3pir, zqγj2,1pzqRk2´1,j4pzq ` RN,j3pir, zqγ2pzqRk2,j2pzq.

In both cases, we get two terms of suitable form. □

Acknowledgments. This work has been supported by the Labex CIMI, Toulouse,
France, under grant ANR-11-LABX-0040-CIMI.



LOCAL DECAY FOR THE DAMPED WAVE EQUATION 35

References

[AK02] L. Aloui and M. Khenissi. Stabilisation pour l’équation des ondes dans un domaine extérieur.
Rev. Math. Iberoamericana, 18:1–16, 2002.

[BB21] J.-M. Bouclet and N. Burq. Sharp resolvent and time-decay estimates for dispersive equations
on asymptotically Euclidean backgrounds. Duke Math. J., 170(11):2575–2629, 2021.

[BG20] N. Burq and P. Gérard. Stabilization of wave equations on the torus with rough dampings. Pure
Appl. Anal., 2(3):627–658, 2020.

[BH07] N. Burq and M. Hitrik. Energy decay for damped wave equations on partially rectangular
domains. Math. Res. Lett., 14(1):35–47, 2007.
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