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Abstract 

We report on the theoretical analysis as well as the numerical simulations about the nonlinear 

dynamics of cavity solitons in a passive Kerr resonator operating in the multistable regime 

under the condition of a sufficiently strong pump. In this regime, the adjacent tilted cavity 

resonances might overlap, thus leading to the co-existence of combinatory states of temporal 

cavity solitons and the extended modulation instability patterns. Very interestingly, the cavity 

in the regime of multistablity may sustain distinct families of cavity solitons, vividly termed as 

super cavity solitons with much higher intensity and broader spectra if compared with those in 

the conventional bi-stable regime. The description of such complex cavity dynamics in the 

multstable regime requires either the infinite-dimensional Ikeda map, or the derived mean-field 

coupled Lugiato-Lefever equations by involving the contributing cavity resonances. With the 

latter model, for the first time, we revealed the existence of different orders of super cavity 

solitons, whose stationary solutions were obtained by using the Newton-Raphson algorithm. 

Along this line, with the continuation calculation, we have plotted the Hopf / saddle-node 

bifurcation curves, thus identifying the existing map of the stable and breathing (super) cavity 

solitons. With this defined parameter space, we have proposed an efficient method to excite 

and switch the super cavity solitons by adding an appropriate intensity (or phase) perturbation 

on the pump. Such deterministic cavity soliton manipulation technique is demonstrated to 

underpin the multi-level coding, which may enable the large capacity all-optical buffering 

based on the passive fiber ring cavities. 
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1. Introduction 
 
Kerr nonlinearly driven cavities exhibit a rich variety of physical phenomena such as cavity solitons (CSs) [1],[2], 

frequency combs [3], modulation instabilities [4], self-pulsing, bistability, chaos [5],[6],[7] and so on. These interesting 

pumping-dissipating complex dynamics have been successfully observed experimentally in passive Kerr resonators, including 

fiber rings, Fabry-Perot (FP) resonators and integrated microresonators [8],[9]. In general, the Ikeda-map [10], i.e, the nonlinear 

Schrödinger equation combined with the discrete cavity boundary conditions, provides a straightforward numerical model to 

describe the optical field evolution. With the good cavity approximation (low insertion loss), the simple but accurate mean-

field Lugiato-Lefever equation (LLE) [11] was derived as a powerful tool to simplify the analysis of nonlinear propagation 

inside the cavity, not only for the continuous-wave (CW) or the homogeneous steady states (HSS) solutions of this model [12] 

but also for the localized structures [13]. For the synchronously driven cavities with anomalous dispersion operating in the 



  

bistable state, the nonlinear coherent resonances might be tilted and spread to a “soliton step” [14],[15], where the CSs could 

be excited either by scanning the cavity detuning across the regime of modulation instability (MI) or via the mechanical 

perturbations [16],[17]. More interestingly, in recent years, the coupling dynamics of CSs [18], namely the generation of soliton 

molecules [19] and vector CSs [20],[21] in two orthogonal polarization states have been observed in passive cavities. These 

soliton synthesis mechanisms could be mainly attributed to the cross-phase modulation (XPM) among different components 

[16], and the relevant binding evolutions have been satisfactorily described by the vector form of LLE [18],[20],[21].    

However, when the pump power exceeds certain levels, the tilted cavity resonance might  eventually overlap with the 

adjacent one. In this case, the cavity enters into the multi-stable states [22]. Here, systematic descriptions of the nonlinear 

dynamics are beyond the reach of the aforementioned form of the LLE solely adequate for a single resonance, but this 

mysterious regime is indeed attractive due to the various hidden combinatory nonlinear states, including MI patterns, CSs and 

so on [23],[24]. In this framework, in 2015, Hansson and Wabnitz predicted that with the joint contribution of multiple cavity 

resonances, a new family of CSs could be excited with much higher intensities and broader spectra [22]. These specific CSs 

might be termed as super cavity solitons (SCSs), whose traces have been recorded by Anderson et al. in a passive fiber ring by 

scanning the cavity detuning [25]. However, the experimental results in ref. [25] were not clearly understood due to the lack of 

available analytical treatments. Despite several attempts to derive the mean-field equations to involve multiple resonances, 

namely the coupled Lugiato-Lefever equations (CLLEs) [26],[27], the nonlinear dynamics of SCSs are not completely 

characterized. Until now, efficient excitation and manipulation techniques for SCSs are still pending because the parameter 

space and the relevent stability analysis for different families of CSs / SCSs are yet to be explored. 

In this work, for the first time, we provide the full parameter space for the CSs and SCSs based on the CLLEs by essentially 

involving the principal contributing cavity resonances. With the Newton-Raphson method and the numerical continuation, we 

plotted the existing map of SCSs where the stable and breathing/chaotic SCSs are successfully identified with the relevant 

stability analysis in the function of two key driving parameters, i.e., the pump power and the cavity detuning. More specifically, 

we have uncovered the coexistence of distinct orders of SCSs sustained in the multistable states of the cavity, where adequate 

phase/intensity perturbations might enable the deterministic switching and manipulation of CS and distinct orders of SCSs. 

Based on these salient properties, we performed the efficient ASCII coding of arbitrary letters with the multi-level solitons in a 

fiber ring with moderate parameters. Along this line, the writing, modifying, and erasing of these multi-level pulses are 

demonstrated, thus opening the way for high-capacity optical telecommunications and all-optical buffers based on the SCSs. 

 

2. Methods 
 

2.1. Ikeda-map model  
In order to clearly uncover the emergent mechanism of SCSs, it is essential to start with the Ikeda-map, which is a universal 

and accurate approach [10],[28],[29],[30] to characterize the nonlinear cavity dynamics involving single or multiple resonances. 

In short, this model contains a periodic boundary condition and the nonlinear Schrödinger equation (NLSE). It can be written 

in the following form: 
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In these equations, z denotes the propagation distance along the circular resonant cavity, and 𝑡 describes the fast time of co-

rotation with the intracavity field. 𝜃 is the power coupling coefficient and 𝐸𝑖𝑛 is the pump field, where the subscript 𝑚 describes 

the roundtrip number, and 𝛿0 the roundtrip phase detuning between the pump field and the closest resonance. Here, 𝛽2 is the 

group velocity dispersion (GVD) coefficient, 𝛾 is the nonlinear coefficient, and 𝛼𝑖  is the linear loss coefficient.  

For Eq. (1), a special solution is the CW steady state (𝜕𝐸𝑚(𝑧, 𝜏) 𝜕𝜏⁄ = 0). In this case, the dependence of the input power 

𝑃𝑖𝑛   = |𝐸𝑖𝑛|
2  and the intra-cavity power 𝑃 =  |𝐸𝑚|2  satisfies the Airy equation 𝑃 = 𝜃𝑃𝑖𝑛 {(1− √𝜌)

2
[1+ 𝐹𝑠𝑖𝑛2 (

𝛿0−𝛾𝐿𝑃

2
)]}⁄  . This 

equation is well-known to depict the variation of the cavity power in the FP resonator, where a series of periodic tilted 

resonances could emerge by scanning the cavity detuning 𝛿0 . For a considerable level of the pump power, these resonances 

become titled due to the nonlinear phase shift induced by the self-phase modulation (SPM). When the maximum of this phase 

shift is larger than the resonance width, the CW response of the system becomes multivalued and enter into bistability regime. 

Eventually, as the amount of nonlinear detuning continues to increase, adjacent resonances gradually overlap with each other. 

In addition to the bistability associated with a single resonance, such a large nonlinear resonance tilting induces the CW 

tristability which means that the system has three homogeneous equilibrium points that are stabilized under the CW state. In 

this work, the optical fiber ring architecture under investigation is depicted in Fig. 1(a) and the key experimental parameters 

(quoted in the figure captions) are similar to those in the Ref. [25] where the nonlinear tilted-cavity resonances overlap each 

other. In this particular regime rarely explored, the conventional LLE model, which consider only a single resonance, thus 

failing to provide sufficient physical insights for the tri-stability or multi-stability operation.  



  

 

2.2. CLLEs model  
Due to the shortcoming of the LLE mode, Conforti and Biancalana derived the coupled Lugiato-Lefever equations (CLLE) 

based on the Ikeda-map (1) [26]. Its general form could be written as: 
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where 𝑈𝑛 = 𝐸𝑛 exp (
𝑖𝛿0𝑧

𝐿
) , 𝑞𝑚𝑖𝑛 = max{−𝑁𝑅, 𝑛 − 𝑝 − 𝑁𝑅} , 𝑞𝑚𝑎𝑥 = min{𝑁𝐿, 𝑛 − 𝑝 + 𝑁𝐿} , 𝛿𝑛 = 𝛿0 + 2𝜋𝑛.  The half fraction of power 

lost per roundtrip is  𝛼0 = (𝛼𝑖𝐿 + 𝜃) 2⁄ . In this equation 𝑈 is the intra-cavity field and its subscript 𝑛 labels the number of the 

involved resonances. The two key driving parameters, i.e. the cavity detuning and the external pump are denoted by 𝛿𝑛 and 𝐸𝑖𝑛, 

respectively.  Very interestingly, the fourth term on the LHS takes into account that not only the SPM but also the XPM of 

distinct resonances and each of them is written by an LLE-type equation that are coupled in a nontrivial way. In other words, 

the CLLE model (2) refines the inability of the mean-field model to describe the excessive overlap of resonance peaks. 

Therefore, it is capable to describe the nonlinear cavity dynamics operating in the multi-stable regime. In fact, one may adopt 

the simplified form of Eq. (2), e.g. the degenerated conventional LLE for 𝑛 = 1, which is sufficiently accurate in most cases. 

While in this work to investigate the multi-stable cavities, it is essential to take into account at least 3 interactive resonances 

and this model is simplified to be the third-order form (𝑁𝐿= 2, 𝑁𝑅 = 0) and the governing model could be written as the reduced 

3-CLLE system: 
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In these coupled equations, 𝑈0 is the optical field originating from the principal resonance, while 𝑈1 and 𝑈2 are those based on 

the two additional negatively detuned resonances. From these equations, one may clearly get the physical insight of the 

contributing components to the nonlinear evolution of 𝑈𝑛 and they provide reliable bases to perform the stability analysis of 

CSs and SCSs. 

 

2.3. Stability analysis and continuation  
 

Based on the 3-CLLE (3) in the previous section, we apply the linear stability analysis [31],[32] to the cavity operating 

in the multi-stable regime. Particularly, we can obtain more accurate CS and SCS solutions of the 3-CLLE (3) by adopting the 

Newton-Raphson algorithm [35], which have been widely used in the scalar LLE to analyze various nonlinear dynamics, 

including the Hopf bifurcations, the symmetry breaking, the switching waves [26],[33],[34] In this way, we can obtain the 

coordinate parameters of the CS and SCS from the Ikeda-map model, which are brought into the CLLE model as the initial 

condition for numerical continuation. Moreover, the calculation of the Jacobian matrix 𝐽(𝑋0) eigenvalues is essential to analyze 

the stability of the system. We refer the interested readers to the appendix section for more details about the mathematical 

routines. In Fig. 1(b), we plotted the soliton branches based on the above-mentioned numerical continuation associated with 

the stability analysis of the 3-CLLE (3), where the solid-dark lines indicate the peak power of stable CSs or the SCSs. The 

soliton branches refer to the peak power of the stable or unstable solitons, namely the breathing or chaotic solitons. The blue, 

green and red dots in these curves are the saddle-node (SN) bifurcation points for CSs and SCSs, whose detailed mathematical 

properties are revealed in the appendix section. It is worth mentioning that with this level of pump power, we discovered the 

coexistence of CSs and different orders of SCSs for a fixed normalized cavity detuning at 𝛿1 = 4. Here, the 3 intersection points 

with the soliton branches correspond to the soliton peak power. To be more specific, in Fig. 1(c), we plotted the intensity profiles 

of the CS, the SCS1 (1st order) and the SCS2 (2nd order) based on the Newton Raphson algorithm. One may also notice that the 

SCSs (especially those with higher order) have higher peak power and shorter pulse width. More salient properties of SCSs 

would be revealed in the next sections. 

 



  

 
FIG. 1 Multistable dissipative fiber ring and localized structures in each steady state. (a) Corresponding typical 

experimental configuration analyzed. AWG: arbitrary waveform generator, EOM: electro-optic modulators, EDFA: erbium-

doped optical fiber amplifier, PC: personal computer, PPG: pulse pattern generator, RF: radio frequency. The cavity is made 

with standard single-mode fiber (SMF-28), whose resonator roundtrip length is 𝐿 = 300 m, the group velocity dispersion is 

𝛽2 = −22.9 ps2 km⁄  and the nonlinear coefficient 𝛾 = 4.6 (W ∙ km)−1 for the pump wavelength at ~ 1550 nm with the peak 

power P0 = 0.8 W. Fiber couplers (input loss 𝜃1 = 0.05, output loss 𝜃2 = 0.01, total coupling loss 𝜃 = 𝜃1 + 𝜃2) are used to 

incorporate the total round-trip loss into the parameter 𝛼𝑖 = 0.2 km−1, 𝛼0 = 0.06, so we have the cavity finesse F   ~ 52. (b) 

Cavity resonances (dark lines) and soliton branches (red lines). The solid red lines refer to the soliton states (stable or unstable). 

Blue, green and red dots are the saddle-node bifurcation points for CS, SCS1 and SCS2, respectively. (c) Theoretical calculation 

of cavity soliton intensity profiles via the Newton-Raphson algorithm. With the fixed cavity detuning 𝛿1 = 4, CS (blue curve), 

SCS1 (green curve) and SCS2 (red curve) are simultaneously excited from the three soliton branches shown in (b). 

 

3. Results and discussion 
 

3.1. Excitation and the switching dynamics of cavity solitons 
In the previous section, we have demonstrated the co-existence of different families of CSs and SCSs under the same cavity 

driving condition with sufficiently tilted cavity resonances. However, the direct excitation of SCSs is not a trivial task, even 

though their traces have been recorded by scanning the cavity detuning in ref. [25], where the generation of stable SCSs is still 

lacking. Indeed, we have tested the method of detuning scan in the numerical simulations of Ikeda map (1), where the SCSs 
and is usually annihilated due to the perturbation suffered when δ is swept across the unstable soliton regimes [shown in Fig. 

1(b)] of distinct resonances. Therefore, a reliable excitation method of SCSs is highly desired for the current study. Fortunately, 

the generation of CSs is guaranteed by scanning and then locking of the detuning and we have discovered a reproducible routine 

to switch the CSs to SCSs by adding appropriate strength of phase or intensity perturbations. As shown in Fig. 2(a), we may 

write a CS from the CW by adding a Gaussian-form signal to the soliton spot on the pump at the 𝑚0
𝑡ℎ roundtrip, which can be 

written as 𝐸𝑖𝑛,𝑚(𝜏) = 𝐸𝑖𝑛 +√𝑃𝑃𝑒
−𝑡2 𝛥𝑡2⁄ 𝛿(𝑚 −𝑚0) . This method could be realized in experiments by superposing an 

addressing beam on the CW pump [28],[36],[37],[38]. Furthermore, we have been inspired by the all-optical manipulation 

experiments of the co-existing polarization states of the CSs by adding a slight dipping or a bumping perturbation to trigger the 

deterministic switching of their polarization states [20]. Here, we implemented this approach by adding the bump for a single 

roundtrip and successfully led to the transition from the CS to the SCS1 and then the SCS1 to SCS2. Similarly, adding the dipping 

perturbations on the pump could also switch back the SCS2 to SCS1 and then the SCS1 to the CS. As in the ref. [36],[37],[38], 

one may finish the full switching cycle by erasing the CS with this method. The intensity and the spectra evolution of CS, SCS1, 

and SCS2 are shown in Fig. 2(a) and 2(b), respectively. In these 2 subfigures, it is obvious that the SCS2 and SCS1 have much 

higher peak power and much broader spectra. 



  

 
FIG. 2 Switching dynamics between distinct families of CSs. Soliton traces in the temporal (a) and spectral (b) domain are 

obtained from the numerical simulations based on the Ikeda map (1), where the key parameters are similar to those in Fig. 1. 

The one-roundtrip intensity perturbations on the pump 𝑃𝑃 are roughly selected with 23 W, 11 W, 11 W, 7 W, 7 W and 5W at the 

40th, the 160th, the 280th, the 400th, the 520th and the 640th roundtrip, respectively. 

 

3.2. Parameter space of super cavity solitons 
In Fig. 2(a) we may notice that with the pump power of 𝑃 = 0.8 W and the cavity detuning of 𝛿 = 4, CSs, SCS1 and SCS2 

could co-exist and stably propagate. One may wonder if there are certain ranges of parameters to target the stable CSs or the 

SCSs (or stable broadband frequency comb) that could be stabilized and circulate continuously inside the cavity. From this 

point of view, in this section, we systematically search for their normalized parameter space (∆, 𝑆) using numerical continuation 

and stability analysis [6],[39]. To keep the generality of the parameter space, we use the key parameters in the normalized form: 

cavity detuning ∆ =  𝛿0 𝛼0⁄  , pumping 𝑆 = √𝜃1𝛾𝐿 𝛼0
3⁄ 𝐸𝑖𝑛  and the fast time 𝜏 =  √|𝛽2|𝐿 2𝛼0⁄ 𝑡 . To implement the Newton 

Raphson algorithm, we can write the initial of the solitons’ complex amplitude in the following form: 𝐸(0)(𝑧 = 0) =

√2(𝛿0 + 2𝑛𝜋) 𝛾𝐿⁄ sech(√2(𝛿0 + 2𝑛𝜋) |𝛽2|𝐿⁄ 𝑡), where n = 0, 1, 2 correspond to CS, SCS1 and SCS2, respectively. In this 

way, we obtained the stationary solutions for CSs and SCSs with certain values of ∆ and 𝑆. Then, we search for the bifurcation 

curves, which divide the parameter space into distinct characteristic regimes [40]. In Fig. 3, the frontier lines of distinct areas 

are mainly calculated by analyzing the real and the imaginary parts of the Jacobian matrix 𝐽(𝑋0) of the 3-CLLE (3). To test 

these frontier curves, we have performed the numerical simulations based on the Ikeda map to confirm the stabilities. For 

example, we start from the original point (S = 18, ∆ = 60), when the system crosses the Hopf bifurcation curve, CS, SCS1 and 

SCS2 are no longer stable and displays time-period oscillations. On the bottom of the parameter space in Fig. 3(a-c), we may 

obtain the first saddle-node bifurcation curve (𝑆𝑁1). In the area below this curve, neither CSs nor SCSs could survive and they 

will vanish and degenerate to the HSS. While on top of the parameter space, there exists the second saddle-node bifurcation 

curve (𝑆𝑁2). In the area above this regime, there is no background to support the solitons and the MI patterns may appear.  We 

should mention that there also exists the fourth characteristic line, i.e. the Belyakov Devaney curve (BD) and beyond this curve, 

the solitons could no longer be localized on the fast time. Instead, the spatiotemporal chaos of solitons could be observed in the 

numerical simulations [40]. From Fig. 3(a-c), we notice that the CS, SCS1 and the SCS2 exhibit similar stability features 

determined by the 4 aforementioned characteristic lines.  



  

 
FIG.3 Parameter space (∆, S) with the stability information for CS (a), SCS1 (b) and SCS2 (c). The light green areas 

represent stable CSs or SCSs regimes, while in the orange areas, these localized structures experience the regular or chaotic 

oscillating on the intensities. In white areas with large pump power or large cavity detuning, CSs or SCSs are unable to survive 

and they collapse to the HSS. Abbreviations in the figure, BD: Belyakov-Devaney line; H: Hopf bifurcation curves; 𝑆𝑁1 and 

𝑆𝑁2: the 1st and the 2nd saddle-node bifurcation curves. Blue and red dots indicate the numerical tests based on the Ikeda map 

model (1) to confirm the temporal stability of the system. 

 

 
 

FIG. 4 Coexistence landscape of 𝐂𝐒, 𝐒𝐂𝐒𝟏 and 𝐒𝐂𝐒𝟐 in the parameter space (∆, 𝐒). (a) Combinatory states for the passive 

resonator sustaining multi-stable CSs. Distinct areas are colored white (only HSS, A), lime green (bistable state, B), mint green 

(tristable state, C), forest green (quadristable state, D), brown (unstable state, E) and light blue (soliton fractals, F). Their 

frontiers are the characteristic lines obtained by calculating the eigenvalues of the Jacobian matrix of the 3CLLE.  Red dots in 

this figure indicate the location of the test points based on the Ikeda map model simulation and the corresponding intensity 

evolution of the solitons are demonstrated in (b-e).  (b) Conventional CS in the bistable regime for (∆, S) = (60,8). (c) CS and 

SCS1 in the tristable regime for (∆, S) = (60,12). (d) CS, SCS1 and SCS2 in the quadristable regime. In this area, we have tested 

4 different positions at 𝑑1(∆, 𝑆) =  (60, 18), 𝑑2(∆, S) =  (60, 20), 𝑑3(∆, 𝑆) =  (70, 18) and 𝑑4(∆, 𝑆) =  (80, 18).  One may 

notice that in this regime, the minor increment of 𝑆 lead to the negligible change on the soliton intensity (see 𝑑1 → 𝑑2), while 

this changement could be obviours by slightly modifying the cavity detuning δ  (see 𝑑1 → 𝑑3 → 𝑑4 ). (e) The evolution of 

different families of oscillating solitons in unstable regime of the parameter space. We select three representative cases at (∆, 

S) = (25, 15) with an Oscillating CS + a stable SCS1 in (e1), an oscillating SCS1 + a stable CS at (∆, S) = (60, 24) at (e2), an 

oscillating CS + an oscillating SCS1 at (∆, S) = (28, 17.5) in (e3). (f) The spatiotemporally unstable solitons that may experience 

the fractal and chaos during the evolution. A representative case at (∆, S) = (18, 20.5) is demonstrated in (f).  

 



  

For higher-order stable SCSs, their existing parameter space tend to be narrower, and it isn’t trivial to determine their 

coexistence area due to the overlap of the cavity resonances. Therefore, it is essential to superpose their parameter space to 

obtain more physical insights into such a highly multi-stable landscape of the cavity dynamics. As shown in Fig. 4(a), the 

soliton-existing regimes are painted with different colors. In the green areas (marked by B, C and D), stable CSs or SCSs may 

survive without intensity oscillations. We have selected several representative positions and performed the test with the Ikeda-

map based numerical simulations to investigate the soliton propagation. As shown in Fig. 4(b-d), in the bi-stable, tri-stable and 

quadri-stable states, one may obtain the combinatory state of CS, CS+SCS1 and CS+SCS1+SCS2, respectively. In the orange 

area, these solitons cross the Hopf bifurcation curves, leading to the intensity oscillations on the slow time, but still localized 

on the fast time [shown in Fig. 4(e1-e3)]. However, in the light blue area, these solitons may experience the spatiotemporal 

instabilities, and they are no longer localized in the fast time. As demonstrated in Fig. 4(f), we have tested these properties by 

setting CSs or SCSs as the initial condition, which could exhibit the fractal-like behaviors and eventually evolve to soliton 

chaos.  

  
 

FIG.5 Demonstration of the ASCII coding and the all-optical buffer of arbitrary letters by deterministic manipulation 

of SCSs. In the 100 roundtrips, we complete the whole processing of the writing, identification, switching and re-identification 

in the Ikeda-map based simulation. The coding examples are the abbreviation for our joint team’s affiliations, i.e. Huazhong 

University of Science and Technology (HUST) in China and the Centre National de la Recherche Scientifique (CNRS) in 

France. Key cavity parameters are similar to those in Fig. 1-2. 

 

In the end, we briefly comment on the proof-of-concept applications of the high-capacity bit coding and the all-optical 

buffer based on the deterministic switching of CSs and SCSs. As shown in Fig. 4(a), one may select an arbitrary location in the 

quadristable regime where the CS, the SCS1, and the SCS2 can coexist. This 4-level-soliton configuration could be profited to 

implement the efficient binary coding, where the HSS, CS, SCS1 and SCS2 could be coded as 00, 01, 10 and 11 respectively. 

With this idea in our simulations, the time slot for each soliton is set to be 50 ps. Each can store 2 bits without any risk of the 

physical crosstalk if compared with the conventional 2-level soliton configuration. Therefore, 4 solitons are sufficient to 

constitute an 8-bit array ASCII code as an arbitrary letter or a symbol. Along this line, in Fig. 5 we demonstrate the potential 

application of this technique. At first, at the 10th roundtrip, different levels of intensity perturbations are added at the 16 soliton 

spots to write the four letters HUST [shown in Fig. 5], which is the abbreviation of the authors’ research affiliation Huazhong 

University of Science and Technology in China. From the experimental point of view, as shown in Fig. 1(a), this process could 

be realized with the amplified signal from the AWG, which is synchronized with the quasi-CW pump. Therefore, the 

perturbation signal could be perfectly located at the desired soliton spots.  

Theoretically, due to the fact that the three families of solitons are all stable under these cavity parameters, the signal of 

HUST could circulate endlessly inside the cavity. Moreover, at the 60th roundtrip, programmed perturbation signals are added 

to switch the signal from HUST to CNRS, which is the abbreviation of the authors’ research affiliation Centre National de la 



  

Recherche Scientifique in France. In this way, this cavity configuration with the presence of SCSs could underpin high-capacity 

coding, all-optical modifying, and buffer of bit signals.  

 

4. Conclusion  
 
In summary, we provide the full theoretical and numerical characterization of SCSs in passive Kerr resonators operating 

in the multi-stable regime. We predicted the coexistence of high-order SCSs, and for the first time, we identified the parameter 

space of CSs and SCSs based on the CLLEs. Moreover, their stability analysis in the function of the pump power and the cavity 

detuning uncover the complexity of stable, breathing/chaotic SCSs. All the theoretical predications, including the boundary of 

the existing map, as well as the stability of CSs and SCSs have been confirmed with the Ikeda-map-based numerical simulations.  

Thanks to the accurate parameter space, we may identify the coexistence area of CSs and distinct families of SCSs for the 

given pump power and the cavity detuning in a fiber ring resonator with moderate experimental parameters. For the first time, 

we proposed the efficient excitation and manipulation of SCSs by adding the phase/intensity perturbations.  This deterministic 

switching technique of multi-level solitons shows great potential about high-capacity all-optical coding and buffer in passive 

resonators.  

 Intuitively, by increasing the pump power, more resonances could be superposed with each other for a given value of 

cavity detuning. In this scenario, one may expect to excite higher-order of super cavity solitons, which could probably provide 

more degrees of freedom aiming at more efficient bit coding and buffering based on multi-level cavity solitons. However, we 

should also mention that for higher orders of SCSs, the pulse width could be of 100s’ of fs and the peak power could attend to 

100s’ W. In this case, the spontaneous Raman scattering (SRS) may play an un-negligible role [41], which may shrink the 

parameter space. Therefore, different orders of SCSs are prevented from coexisting. Moreover, the SRS might also induce the 

drifting velocity of cavity solitons, which could limit the bandwidth of the all-optical buffering of the passive fiber resonators. 

Nevertheless, for broader perspectives about the versatile light source for telecommunications or metrology, the extra degree 

of freedom for CSs and SCSs could be introduced by considering the polarization components or the multiplexing of their 

transverse modes. These ambitious research topics involving more complex coupling dynamics and the impact of high-order 

nonlinearities, either in passive resonators or in mode-locked lasers require further investigations.    

 

Appendix 
 

In the appendix section, we give the concrete form of the characteristic equation and its stability analysis. we take the 

complex amplitude of the steady CSs/SCSs from the Ikeda-map as the approximate initial guess, and then we use Newton-

Raphson algorithm to converge it to the stationary soliton solution. In 3-CLLEs, we divide three amplitude elements in the 

complex amplitude of the model into real and imaginary parts to obtain scalar coordinate variables 𝑋 (e.g., 𝑈0 = 𝐴0 + 𝑖𝐴1). As 

we mentioned, with the rough guessing of the coordinate 𝑋1, one may obtain the linear approximation of the function 𝐹(𝑋) to 

approach the desired accurate solution 𝑋0. Here, we use the Taylor series expansion of initial guessing 𝑋1: 

                                            

{  
𝐹(𝑋0) = 0

𝐹(𝑋0) ≈ 𝐹(𝑋1) + 𝐽(𝑋1)(𝑋0 − 𝑋1)
       (𝐴1)

                                         
where 𝐽(𝑋1) represents the Jacobian matrix of 𝐹(𝑋) at 𝑋1. In fact, an estimate of 𝑋0 can be obtained by truncating Eq. (A1) to 

the first order in the Taylor expansion, resulting in the following iterative process: 

𝑋2 = −𝐽(𝑋1)
−1𝐹(𝑋1) + 𝑋1 (𝐴2) 

In this way, 𝑋2, 𝑋3… 𝑋𝑛 could be obtained to approach the desired solution 𝑋0. In this work, the tolerable discrepancy between 

the left and the right-hand side of Eq. (3) is set to be 10−10, which is a trade-off between accuracy and computing efficiency. 

We should also mention that it is crucial to select 𝑋1 to ensure that the Jacobian at 𝑋1 is sufficiently close to that at 𝑋0, otherwise 

the iteration process in Eq. (A2) may fail to converge. Next, we focus on the numerical extension of 𝐹(𝑋, ∆)  with the 

continuation calculation by considering the increment/decrement of the cavity detuning. In this step, in order to track all the 

equilibrium solutions even the unstable one, the pseudo-arc length method is essentially involved to overcome the saddle node 

bifurcation problem [35]. 

For the 3-CLLE model, one may divide the amplitudes of the three different modes into real and imaginary parts to get 𝑋 

=[𝐴1 𝐴2 𝐴3 𝐴4 𝐴5 𝐴6]. In this case, 𝑋 should satisfy the equations 

 𝐹 = 𝐹𝑢 + 𝑋𝐷2                                                                               (A3) 
where 𝐷2 is the dispersion matrix and 𝐹𝑢 = [𝑓1 𝑓2 𝑓3 𝑓4 𝑓5 𝑓6] represents other components of the equation 𝐹. In this case, 𝐷2 

is with the form of a Kronecker product:  
           𝐷2 = (𝐶  𝐵)6𝑛×6𝑛 (𝐴4) 

Here, the 𝑛 × 𝑛 matrix B and the 6 × 6 matrix C could be written as: 



  

 

𝐵 = −
𝛽2

2(𝑑𝑡)2

(

 
 

−2 1
1 −2

⋯
0 0
0 0

⋮ ⋱ ⋮
0 0
0 0

⋯
−2 1
1 −2)

 
 

𝑛×𝑛

(𝐴5) 

 

𝐶 =

(

  
 

0 1
−1 0
0 0
0 0

0 0 0 0
0 0 0 0
0 1 0 0
−1 0 0 0

0 0
0 0

0 0 0 1
0 0 −1 0)

  
 

(𝐴6) 

 

In Eq.(A4-A6), 𝑑𝑡 and 𝑛 are the intervals and number of coordinate grids at fast times, respectively. The 1st term on the RHS 

of Eq. (A3) could be written as: 

 

𝐹𝑢 = [𝑓1  𝑓2  𝑓3  𝑓4  𝑓5  𝑓6]1×6𝑛 

The 6 elements in the bracket are 

𝑓1 = −
𝛼

𝐿
(𝐴1 + 𝐴3 + 𝐴5) − 𝛾𝐴2((𝐴1

2 + 𝐴2
2) + 2(𝐴3

2 + 𝐴4
2) + 2(𝐴5

2 + 𝐴6
2)) 

                                                         +𝛾(−2𝐴3𝐴4𝐴5 + 𝐴3
2𝐴6 − 𝐴4

2𝐴6) +
𝛥𝐴2
𝐿
+
√𝜃𝑆

𝐿
 

𝑓2 = −
𝛼

𝐿
(𝐴2 + 𝐴4 + 𝐴6) + 𝛾𝐴1((𝐴1

2 + 𝐴2
2) + 2(𝐴3

2 + 𝐴4
2) + 2(𝐴5

2 + 𝐴6
2)) 

                                                         +𝛾(𝐴3
2𝐴5 − 𝐴4

2𝐴5 + 2𝐴3𝐴4𝐴6) −
𝛥𝐴1
𝐿

 

𝑓3 = −
𝛼

𝐿
(𝐴1 + 𝐴3 + 𝐴5) − 𝛾𝐴4(2(𝐴1

2 + 𝐴2
2) + (𝐴3

2 + 𝐴4
2) + 2(𝐴5

2 + 𝐴6
2)) 

                    +𝛾(−2𝐴2𝐴3𝐴5 + 2𝐴1𝐴4𝐴5−2𝐴1𝐴3𝐴6 − 2𝐴2𝐴4𝐴6) +
(𝛥 + 2𝜋)𝐴4

𝐿
+
√𝜃𝑆

𝐿
(𝐴7) 

𝑓4 = −
𝛼

𝐿
(𝐴2 + 𝐴4 + 𝐴6) − 𝛾𝐴3(2(𝐴1

2 + 𝐴2
2) + (𝐴3

2 + 𝐴4
2) + 2(𝐴5

2 + 𝐴6
2)) 

   +𝛾(2𝐴1𝐴3𝐴5 + 2𝐴2𝐴4𝐴5−2𝐴2𝐴3𝐴6 + 2𝐴1𝐴4𝐴6) −
(𝛥 + 2𝜋)𝐴3

𝐿
 

 𝑓5 = −
𝛼

𝐿
(𝐴1 + 𝐴3 + 𝐴5) − 𝛾𝐴6(2(𝐴1

2 + 𝐴2
2) + 2(𝐴3

2 + 𝐴4
2) + (𝐴5

2 + 𝐴6
2)) 

                                                        +𝛾(−2𝐴1𝐴3𝐴4 + 𝐴2𝐴3
2 − 𝐴2𝐴4

2) +
(𝛥 + 4𝜋)𝐴6

𝐿
+
√𝜃𝑆

𝐿
 

𝑓6 = −
𝛼

𝐿
(𝐴2 + 𝐴4 + 𝐴6) + 𝛾𝐴5(2(𝐴1

2 + 𝐴2
2) + 2(𝐴3

2 + 𝐴4
2) + (𝐴5

2 + 𝐴6
2)) 

                                                          +𝛾(𝐴1𝐴3
2 − 𝐴1𝐴4

2 + 2𝐴2𝐴3𝐴4) −
(𝛥 + 4𝜋)𝐴5

𝐿
. 

 

Next, by separating the complex amplitude, we can transform the 3-CLLE model into a form of pure real numbers, thus 

enabling implementation into the Newton Raphson calculation. In this way, one may find the feasible routine to test if the 

system attains the stable states for the given parameters. To this aim, finding the equilibrium position of the equation F is a 

necessary procedure. It requires constant updates for the Jacobian matrix with this form: 

 

𝐽 =

(

 
 

𝜕𝑓1
𝜕𝐴1

𝐼 ⋯
𝜕𝑓1
𝜕𝐴6

𝐼

⋮ ⋱ ⋮
𝜕𝑓6
𝜕𝐴1

𝐼 ⋯
𝜕𝑓6
𝜕𝐴6

𝐼
)

 
 

6𝑛×6𝑛

+ 𝐷2 (𝐴8) 

 

In this equation, 𝐼 is the unit matrix. By means of numerical continuation, we could find the stationary solution of the system 

by analyzing the eigenvalues of the matrix J. For the given coordinate X of a stationary solution, the 𝜆6𝑛 represents its associated 

eigenvalues. The possible cases depend on their real and the imaginary parts: 



  

If Re(𝜆6𝑛) < 0, the disturbance to the system will decay exponentially, indicating that the solution is stable.  

If Re(𝜆6𝑛) > 0, the system is unstable and the perturbations increase exponentially. 

If Re(𝜆6𝑛) = 0, the solitons are at a bifurcation point. In this case, two kinds of bifurcation can occur. There is a Hopf bifurcation 

when Im(𝜆6𝑛) ≠ 0, and a saddle node bifurcation when Im(𝜆6𝑛) = 0. 
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