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Abstract

In this paper we study a triple generalization of the Leaky Abelian Sandpile Model (LASM)
of Alevy and Mkrtchyan, originally analyzed in the case of the square lattice in dimension two.
First, we work in any dimension. Second, each site can hold several different stacks of sand,
one for each of a certain given number of different layers or colors. Third, when a stack of one
color at a site topples, it can send sand not only to its nearest neighbors in equal amounts,
but to all possible locations and colors, according to a fixed but arbitrary mass distribution.
Stacks of different colors can topple according to different distributions and different leakiness
parameters, however the toppling rule should be site-independent. We obtain three main results.
First, in this generality, when the LASM is started with IV grains of sand in one color at the
origin, the final stable configuration, after scaling down by log IV, converges to a limit shape as
N goes to infinity. Second, when the leakiness parameter converges to infinity and the toppling
distribution has finite range, the limit shape converges to a polytope. Third, when the leakiness
parameters converge to one, which means the leakiness disappears, the limit shape of the sandpile
converges to an ellipsoid. From a technical point of view, we rely on a strong relation between
the Green function for random walk and the shape of the sandpile. Finally, the limit shape
exhibits interesting duality properties, which we also investigate.

1 Introduction and main results

The Abelian Sandpile Model (ASM) is a model introduced by Bak, Tang and Wiesenfeld in 1987 [7]
as a “toy model” for studying self-organized criticality. In its basic form it can be thought of as a
cellular automaton evolving on an arbitrary graph G = (V, E), where V is the set of vertices and
E the set of edges. A sandpile configuration on G is a function s : V' — Z~>(. Given a configuration
s, it evolves in discrete time according to the following principle: if the size s(x) of the sandpile
at a site = is at least as large as the vertex degree of x, then z “topples”, sending one grain of
sand to each neighboring vertex. It was observed by Bak, Tang and Wiesenfeld that this model
organizes itself into a critical state in the following sense. If the model is started with a random
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configuration on a bounded portion of the square lattice Z? and evolved until it stabilizes, the
final stable configuration is critical, which means: if a small random addition of sand is made at a
location, this change propagates throughout the lattice at all scales.

It is thus of interest to understand what can be said of this final, critical configuration. More
precisely, what can be said about the final configuration as N grows if the sandpile is started with
the delta initial condition of N grains of sand in one location? Simulations suggest that the region
visited by the sandpile converges to a limit shape, and the final configuration has intricate local
structure; see Figure 1. While there is an understanding of the local structure in terms of Apollonian
circle packings [23, 30], few results about the limit shape have been obtained. It was shown in [24]
that the final configuration is bounded between two circles. The existence of a limit shape was
established in [29] while in [I] it was shown that the shape is Lipschitz.

A modified, dissipative or leaky version of the model was considered by Richard Kenyon and
Lionel Levine. On the square lattice Z? the leaky model was studied in [2]. A new parameter
1 < m € R was introduced, which controls how leaky the system is. The function s now takes
nonnegative real values and if a site x has at least 4m grains of sand, then it topples, sending 1
grain of sand to each neighbor, with the remaining 4(m — 1) grains disappearing from the system.
The quantity 1 — % can naturally be interpreted as a mass (for an underlying massive Laplacian
operator), so the case m = 1 is sometimes called massless. In the massless case m = 1 this specializes
to the original ASM. In [2] the precise limit shape of the uniform nearest neighbor Leaky Abelian
Sandpile Model (LASM) on the 2-dimensional square lattice was computed for any m > 1. It was
also shown, that the limit shape converges to an Lq ball as m — oo and to a circle as m — 1. It
is worth noting, that even though the limit shape as m — 1 converges to a circle, the limit shape
when m = 1, i.e. in the case of the original ASM, is not expected to be a circle, so the limit shape,
as a function of m should be discontinuous at 1.

In the present paper we study the LASM in a vastly more general setup. First, instead of working
in dimension 2, we work in arbitrary dimension. Second, each site can hold several different stacks
of sand, one for each of p different layers or colors. Third, when a stack of one color at a site
topples, it can send sand not only to the nearest neighbors in equal amounts, but to all possible
locations and colors, and according to a fixed but arbitrary mass distribution. Stacks of different
colors can topple according to different distributions and different leakiness parameters, however the
toppling rule should be site-independent. The only restrictions we place are some irreducibility and
aperiodicity conditions, to ensure that all sites can be reached in an aperiodic way, and a moment
condition to ensure mass doesn’t quickly escape to infinity (see Assumption 1).

Our main result is a proof that, in this generality, when the LASM is started with N grains
of sand in one color at the origin, the final stable configuration, after scaling down by log NV,
converges to a limit shape (Theorem 31). To state the result, we need to introduce the function
I'~1:8% 1 5 R? as in Proposition 14; this function actually parametrizes the exponential decay of
a Green function at infinity, see Proposition 5.

Theorem 1 (Theorem 31). In direction u € S, for fived N, the shape of the final configuration
of the sandpile lies between two radii called rn . and Ry,. We have

lim TNu im R = 1
No+toolog N NotoologN  T'—Hu)-u

and these limits are uniform in u. This means that the limit shape of the LASM is delimited by the

curve
) u d—1
C_{Fl(u)'u‘ueg }7 (1)



and this limit holds for the Hausdorff distance (and in a stronger uniform sense, to be introduced
in Definition 22).

See Figure 1 for various illustrations of Theorem 1. Moreover, in Theorem 31 we prove that
the deviation of the unscaled final configuration from the limit shape scaled up by log IV is only of
constant order. However, the exact formula (1) for the limit shape is not easy to compute explicitly,
since it involves inverting the gradient of a given spectral radius, see Proposition 14. As a further
result (Proposition 32), we identify the limit curve with the dual of a curve which is the level set
of the spectral radius mentioned above. For example, if there is only one color (p = 1), then the
spectral radius reduces to the Laplace transform of the increments of a random walk, whose level
sets are well understood. Back to the multicolor setting, as the boundary of a convex shape, it
follows that the limit shape itself bounds a convex region.

Note, that the fact that the sandpile is started with N grains of sand in one location and one
color is not essential. If the sandpile is started from finitely many locations, with different number
of grains in each of those location and in any colors, and NN is the largest number of grains of sand
in any one color and location, then the limit shape will be exactly the same as that in Theorem 1.

We study two limiting regimes. First, we allow the leakiness parameter to converge to infinity
at the same rate in all colors and study the case when the toppling distribution has finite range. In
this regime we show that the limit shape converges to a polytope (Theorem 39), which depends only
on the support of the toppling distribution, and not the distribution itself. Let X be the polytope
defined in (38).

Theorem 2 (Theorem 39). The rescaled shape of the sandpile, (logm)-C, where C is defined in (1),
converges to the convex hull of X as m goes to +00. The convergence is uniform in the sense of
Definition 22. In particular, in the uncolored case, the limit shape of the sandpile when m — oo is
the convex hull of the support of the toppling distribution.

See the second row of Figure 1 for an illustration of Theorem 2. The limit polytope can be
described as the set of points which have the same first-passage-time for the underlying walk of the
toppling distribution (Theorem 40). This limiting polytope is the equivalent of the L; ball that was
observed in [2].

The second limit we study is when the leakiness parameters converge to 1, which means the
leakiness disappears. We show that in this limit the limit shape of the sandpile converges to an
ellipsoid (Theorem 43).

Theorem 3 (Theorem 43). If the drift of the model is zero (in a sense to be defined in Section 6.3),
then the rescaled shape of the sandpile, /m — 1-C, where C is defined in (1), converges to the ellipsoid

{s eR?| 25To s < 1}
1

as m tends to 1, where o~ can be interpreted as the inverse of a covariance matrixz. The convergence
1s uniform in the sense of Definition 22.

Note, however, that this does not identify the limit shape of the model when the leakiness
parameters are in fact equal to 1, which corresponds to the ordinary, non-leaky ASM. It follows
from our work that the limit shape as a function of the leakiness parameters is continuous away
from 1, but at 1 it is expected to be discontinuous.

All our limit shape results hold for uniform convergence in spherical coordinates (Definition 22),
which by our Proposition 24 implies convergence in Hausdorff distance (recalled in Definition 23).

To obtain the limit shape results, we establish a link between the limit shape of the LASM and
the Green function of a related killed random walk, showing that the limit shape can be bounded



between two level curves of the Green function, thus reducing the study of the limit shape to the
study of the corresponding Green function. See our Proposition 21, which proves that if the Green
function is above (resp. below) a threshold, then a given site is (resp. is not) in the shape of the final
configuration. This connection between the sandpile and the Green function is crucial for at least
two reasons. First, from a technical point of view, we can use existing results on the asymptotics
of the Green function. Second, the Green function is ubiquitous in random walk theory, and more
generally in probability theory, so it has been studied using various approaches. In Section 3 we
review some of the literature and mention five interpretations of the exponential decay, all of which
are relevant to the sandpile model.

To give some more details, by applying a Doob transformation, the killed random walk is
transformed into a non-killed random walk, the asymptotics of whose Green function is classical
[28] when p = 1 and was recently obtained in [13, 6] in the multicolor setting. The exponential decay
of the Green function established in [6] implies that the distance between the two level curves of the
Green function that bound the boundary of the region visited by the sandpile is of constant order,
whereas their scale is of logarithmic order in the number of the initial grains of sand, establishing
the limit shape.

Note, that in the regime when the leakiness converges to 1 fast enough, the distance between
the two level curves grows, becoming comparable to their sizes, making it impossible to establish a
limit shape result. This is partly the justification why the link between these Green functions and
the limit shape breaks in that regime, making the discontinuity mentioned above possible.

Instead of multiple colors, the model we study can be equivalently described in terms of a single-
color model on a larger graph with a site-dependent toppling distribution. More precisely, consider
a graph G on which Z¢ acts freely, but not transitively, and for which the quotient F = G/Z% has a
finite number of vertices. On G consider a vertex-dependent toppling distribution which is invariant
under the action of Z¢. Such a model is equivalent to a colored model on Z% with the number of
colors equal to the size of the fundamental domain F. Note, that adding colors to the model on
G would not change anything, as such a model could still be equivalently formulated as a colored
model on Z? by just adding extra colors.

The model with p colors on Z% can also equivalently be described as a single-color model on the
vertices of the graph Z¢ x {1,...,p}. Also note, that if a lattice can be embedded in the square
lattice, then our results extend to such a lattice as well. For example, our results apply to the
2-dimensional hexagonal lattice as well.

In Appendix B we connect some of our results to the geometry of an amoeba, which is naturally
associated with the model. In particular, we show that the limit shape (1) is the dual of the
connected component of the complement of the amoeba.

2 Leaky sandpile model and the associated random walk

In the following, d, p, N € N := {1,2,...}. A sandpile configuration is a function s : Zx{1,...,p} —
R>o. To each (x,i,5) € Z% x {1,...,p}?, we associate c(z,i,j) > 0 and to each i € {1,...,p}, we
associate a leakiness parameter m; > 1.

Model 1 (Leaky Abelian Sandpile Model (LASM) on Z¢ x {1,...,p}). We assume that for all
i€ {1, pb X ypezix (i, py €Y 1,) < +oo.

o The initial configuration is so := No(g,,). It consists of N grains of sand at the origin of
73 x {1,...,p}.



Figure 1: We consider the following sandpile model with four colors. Color 1 sends 1 chip to location
(0,0,0) to each of the colors 2,3,4, m = 4/3 so 1 chip is lost. Color 2 sends 2 chips to color 1,
to the locations (0,0, —1) and (0,0,1), m = 2, so no chip is lost. Color 3 sends 2 chips to color 1,
to the locations (0,—1,0) and (0, 1,0), m = 2, so no chip is lost. Color 4 sends 2 chips to color 1,
to the locations (—1,0,0) and (1,0,0), m = 2, so no chip is lost. For each of the three rows, the
leftmost picture shows the convex hull of the final configuration; the second picture shows a unit
sphere at each point of the boundary of the visited region, the darker the sphere, the larger the
height; the four right pictures show the middle horizontal slice of the final configuration in each of
the 4 colors. The first row represents the above sandpile model with initial configuration of 1034
chips. The second row represents the same sandpile with the exception that m = 10® for color 1,
and with initial configuration of 103%° chips. The last row represents the same sandpile with the
exception that m = 3 for color 1, so it is not a leaky model, and with initial configuration of 10°
chips.

e A sandpile configuration s is said to be stable at site (x,1) if:
S(l’,’i) < my Z C(yviaj)'
(v.4)€Z4x{1,....p}

We say a configuration is stable if it is stable at every site. Otherwise, we say it is unstable.

e As long as a configuration is unstable at site (x,1i), it can topple, which means:

s(x,1) « s(x,i) —my Z cly —z,1,5),

(y,5)€Z4x{1,...,p}

V(y,7) € Z8 x {1,...,p},  s(y,4) < s(y,5) + cly — 2,1, 7).

o Sites topple until the configuration eventually becomes stable.

Each time a site topples, (m; — 1) Z(y,j)EZdX{l,...,p} c(y,i,7) grains of sand disappear, hence the
word leaky. Starting from sg, the configuration will eventually stabilize; in the case where all the
m; are strictly greater than 1, there will be at most

N
mine(1, . p3(mi — 1) X2 Hezaxq,. py €Ws 157)

5



topplings. Besides, when several sites are unstable, the order in which they topple does not modify
the stable configuration, hence the word Abelian.

We define a killed random walk associated with the sandpile model. This random walk is a
Markov-additive process on Z% x {1,...,p}. Markov-additive processes are Markov chains on the
state-space Z% x E (here E = {1,...,p}), whose jumps are invariant along the Z¢ component, that
is, a Markov chain (X,),,5, such that

Vn>0, Vije{l,....p}, Va,yecZ
P(Xpi1 = (y,0)|Xn = (2,9) =P(X1 = (y — 2,5)| X0 = (0,7)). (2)

Therefore, transitions of a Markov-additive process are fully described by the probabilities p; j(z)
to jump from (0,4) to (z,7) for i,5 € {1,...,p} and = € Z%. In the case where p = 1, the Markov-
additive process is simply a sum of independent random variables with distribution pu = pq1.
Generalities on Markov-additive processes and their applications to queuing theory can be found in
Chapter XI of [4].

Model 2 (Killed Random Walk (KRW) associated with the sandpile model). For x € Z% and
i,j€{1l,...,p}, let

c(x,i, j)
mi Z(yaj)EZdX{l,...,p} C(y7 Z)])
We define a killed Markov-additive process (Xn)n>0 on (Zd x {1,... ,p}) L {k} by the transitions

pij () =

P((z,i) = (y,7)) = paj(y — x)
P((x,i) — k) =1 — Yo nigly) =1~ -,

m;
(y,.J)ELI{1,....p}
where the state k is the cemetery state of the walk after it is killed.

The measure Z§:1 i j is a probability measure if and only if m; = 1, that is, if there is no
killing on color . Otherwise, it is a sub-probability measure.

In order to apply previously known results on the Green function of Markov-additive processes,
we will need the following assumptions on the Killed Random Walk (KRW).

Assumption 1.
1. The KRW is killed at least on one color, that is, there exists i € {1,...,p} such that m; > 1.

2. The KRW is irreducible, that is:

V(z,i,5) € 24 x {1,...,p}%, IneN, Iz1,i1),..., @n_1,in1) € Z* x {1,...,p},
Pisiy (T1) i g (T2 — @1) + -+ iy 5 (T — Tp—1) > 0.

3. The KRW is aperiodic, that is:
V(z,i) € Z4x {1,...,p}, ged{n>1|Py,(Xn=(z,9) >0} =1.
4. The KRW has finite exponential moments, that is:

Vije{l,....pt, Vy>0, Y ey, (2) < +oo.
x€Z4



3 Asymptotics of the Green function

3.1 The main result

Definition 4. The Green function of the KRW from Model 2 is
“+oo
n=0

As a consequence of (2), we have G((m,i), (y,j)) = G((O,i), (y — x,j)), so in the following,
we will only consider values of the Green function of the form G ((O,i), (2, j)), where the space
coordinate of the first variable is 0. The main objective of this section is to prove the following
asymptotic result. For 2 € R? we denote by ||z| its Euclidean norm and by 7 = Tl € ST its
direction.

Proposition 5. There exist continuous functions x;j : S*1 — Rsg such that, when ||z| — 400,

da—1

G((0,), (x,5)) ~ xij (@) efollr—l(:ﬁ)-aH:EHfTv
where I' is the function introduced in Proposition 14.

An important feature of the previous proposition is that, although these asymptotics depend on
the direction Z, they are uniform in Z.
First of all we recall some relevant and inspiring literature.

3.2 Literature on the Green function

To provide some context for the asymptotics given in Proposition 5, and to introduce natural ideas
and tools, we briefly review the literature on the asymptotics of the Green function. Let us start
with the following general asymptotic statement of the Green function G(z,y) = G(0,y — z) for
random walks with drift on Z?: as ||z| — oo,

G(0,2) ~ x (&) exp(— || v(@) ] = . (4)

The quantity x(Z) is the prefactor and v(Z) > 0 can be interpreted as the exponential decay to
zero of the Green function. To illustrate the numerous results in the probabilistic and theoretical
physics literature, let us mention five different interpretations of the exponential decay v(Z) and
the underlying questions raised by these interpretations. In this paper we take inspiration from
all of these perspectives. When the Green function has such asymptotics, it is said to have an
Ornstein-Zernike decay (see e.g. [3]).

A homeomorphism proved by Hennequin. In [28, Thm 2.2], Ney and Spitzer derive the
asymptotics (4). See [12, Thm 2.4] for a similar result when ||z| — oo in the direction of the drift.
In particular, Ney and Spitzer compute in [28] the exponential decay of the Green function when
||z|| — oo in terms of a homeomorphism between the sphere and level sets of the Laplace transform
of the increment distribution found by Hennequin [18]. Since then, several alternative proofs of this
asymptotic result (4) have been given, for example in [34, Thm 25.15].

In our more general context of walks on Z¢ with p colors or layers, i.e. Z¢ x {1,...,p}, the
asymptotics of the Green function were obtained independently in [13, Prop. 3.27] and [6, Thm 1.5].
Again, the exponential rate of decay to zero of the Green function is expressed in terms of a



homeomorphism between the unit sphere and the level set of a given spectral radius. In all the
above references, the asymptotics are derived in the case of zero mass (i.e., non-killed random
walks). As we shall see, the classical Doob transformation can transfer the results in the presence
of a non-zero mass (random walks with killing).

Second rate function in large deviation theory. In [7, Cor. 5.7] it was shown that the
exponential decay v(Z) in (4) can be reformulated in terms of the second rate function from large
deviation theory. The latter is defined as follows: if A denotes the classical rate deviation function
associated to the random walk, then the second rate function is, for = € Z2,

D(x) = inf A(sx).
s>0 s

This gives a different formulation and an interesting connection with large deviation theory. In the
particular case of the simple random walk in dimension 2, the expression of the exponential decay
in terms of the second large deviation function was independently obtained in [25, Prop. 8].

Dual curves and Wulff crystals. Another equivalent formulation of the exponential decay v(T)
in (4) is provided in the paper [7], see Theorem 1 there. It is proved that the function D(z) above
describes actually the dual set of the convex level set of the increment Laplace transform.

In the physics literature, the above dual set is often called a Wulff crystal or a Wulff shape. For
instance, in the paper [25], the author studies the surface tension of the Ising model at criticality. In
the setting of the killed two-dimensional simple random walk, he derives the logarithmic asymptotics
of the two-point correlation function (the Green function), see [25, Thm 1]. In particular, he
analyses the variation of the exponential decay of the Green function as a function of the killing
rate, and studies the associated Wulff shapes. Wulff shapes actually arise in a variety of contexts
in mathematical physics, such as Ising model and percolation theory, see [9].

Inverse correlation length. In the paper [3] the authors consider the Green function of a large
class of “self-repulsive in average” models, including the killed random walk and other self-repulsive
polymer models, including in particular the self-avoiding walk. Under certain assumptions they
prove that the Green function has Ornstein-Zernike behaviour, which means that the asymptotics
of the Green function are given by (4). In particular, the quantities y and v in (4) can be studied
as a function of mass. The exponential decay v(Z) is interpreted as the inverse correlation length.
Note that Wulff shapes also appear in [3], not to describe the rate of convergence to zero, but as a
tool in the pathwise analysis of the Green function.

Anisotropic norms. In [26] the authors consider the simple random walk in any dimension and
obtain four different asymptotic regimes for the associated Green functions, depending on how
(simultaneously) the point = goes to infinity and the mass tends to 0 or to co. One of the regimes
corresponds to Ornstein-Zernike behaviour; the authors show that other relevant regimes appear.
In [26] the quantity « — v(Z)||z| is interpreted as an anisotropic norm. A particularly interesting
feature of the paper is the analysis of this norm as the mass goes to zero and infinity. In the
zero-mass asymptotics the norm recovers an isotropy; on the contrary, in the infinite mass regime
it converges to a “non-smooth” norm.

In dimension 2, similar regimes are obtained in [2, Thm 1.4] for the Green function of the killed
simple random walk.



Lattice Green functions and differential equations. Although less related to asymptotic
estimates, let us mention here a line of research started in the seventies, see e.g. [19], the main
objective of which is to compute certain lattice Green functions. Indeed, as shown in [19], it is
possible, for example, to compute the simple cubic lattice Green function in terms of certain special
functions called Heun functions. More generally, there are several works which compute Green
functions in closed form, see [15, 16]. These expressions can be hypergeometric functions, elliptic
functions, Heun functions, classical integrals, diagonals of rational functions, etc. Sometimes they
are expressed using their differential operators, and the need for computer algebra techniques can
be particularly useful [17]. This line of research is still active, see e.g. [10]. Although this has not
yet been done, the use of analytic combinatorics in several variables techniques [31] is promising to
deduce from these expressions their asymptotic behaviour.

3.3 Proof of the main asymptotics result on the Green function

In this section, we derive the asymptotics of the Green function G stated in Proposition 5 from the
asymptotics of a non-killed walk studied in [0, 13]. To do so, we will perform a Doob transform to
turn the killed random walk into a non-killed one with a drift.

The (real) Laplace transform of the walk is the function Ly : R? — M,,(R) defined by:

vt e RY,  (Lu); i Z e

x€Z4
Assumption 1 on the finite exponential moments ensures that it is well defined on the whole of R%.

Lemma 6 (Lem. 2.10 in [0]). Let t € RY.  We assume that 1 is an eigenvalue of the Laplace
transform Lu(t) with an eigenvector ¢, whose all entries are positive. We define the measures

(mt)iy by
(Sot)] t-x

(o1);

Then for all i € {1,...,p}, 25:1 (1¢); j s a probability measure on Z%. This means that the
Markov-additive process with transitions p; s a non-killed process.

Vi,je{l,....p}, Vo eZ () (x)=

2,

i ().

The proof of Lemma 6 is the same as that of [0, Lem. 2.10]. We briefly recall the main idea
below to keep our paper self-contained. In the work [32], the Doob transform technique is applied to
statistical mechanics by relating two models, namely random rooted spanning forests and random
spanning trees, and providing various applications.

Proof. The positivity of ¢; ensures that Z?zl (11¢); ; is non-negative, and

- Jtac _L _ 1 _
S (ui (@) ZZ pise) = oy (W) = - (@i =1. O

zeZd j=1 Jj=1 eZd

Assumption 1 on irreducibility and aperiodicity ensures that Lu(t) is a primitive matrix for
every t € RY. Therefore, if the spectral radius of Lu(t) is 1, then the Perron-Frobenius theorem
ensures that there exists an eigenvector ¢, like in Lemma 6, which is unique up to multiplication.
This leads to the following definitions.

Definition 7. Let t € RY. The spectral radius of Lu(t) is denoted p(t). We define, in RY, T :=
([0, 1)) and OT := p~'({1}).



Definition 8. Lett € 0T and ¢ as in Lemma 6. The Doob transform of parameter t of the process
(Xn)nso i the Markov-additive process (X}, )n>0 whose jump matriz is iy defined by
(Sot)] tex
e pij(x).
(¢t); "

It is a non-killed process because Lemma 6 ensures that every Z§:1 (1) iy s a probability measure,
and no longer a sub-probability measure.

Lemma 9. We have p(0) < 1, that is, 0 € T.

Vi,je{l,....p}, Vo eZ’ (), (x)=

In the proof below, inequalities between vectors are meant coordinate by coordinate.

Proof. Let M = Lp(0) = (3 cza Mivj(x))lgi,jgp' It is a sub-stochastic matrix, so p(M) < 1, which
leaves us to prove that p(M) # 1. At least one of the rows of M has a sum strictly smaller than
1, because our running assumption implies that there exists i € {1,...,p} such that m; > 1. If we
denote by 1 the vector of R? with all coordinates equal to 1, it means that M1 < 1 and M1 # 1.
Let € R? be a left eigenvector of M associated with the eigenvalue p(M), that is xTM = p(M)zT.
The Perron-Frobenius theorem applied to MT ensures that > 0. If p(M) = 1, we would have

2T (M1 —-1)=2T1—-2T1 =0.
But M1 —1 < 0 with at least one non-zero coefficient and z > 0, so 2T (M1 — 1) < 0, a contradic-
tion. 0
The Green function G of the KRW and the Green function G; of the Doob transform of param-
eter t are related as follows.

Proposition 10 (Prop. 2.13 in [0]). Lett € 0T, x € Z% and 4,5 € {1,...,p}. The Green function
of the Doob transform is given by

(@t)j
(%)i

where @y s the Perron-Frobenius eigenvector introduced in Lemma 6.

Ge((0,), (x,4)) = " G((0,4), (=,7)),

Proposition 10 is stated (and proved) in [6] as Prop. 2.13. The main argument is briefly recalled
below.

Proof. Let x € Z% 4,5 € {1,...,p} and n > 0. We have
P,y (Xn = (2,7)) = > fiir (T1) Hiy i (T2 — 1)+ fhiyy_y,5(T — Tn—1),
(Ozi):(xoﬂio)*)(xl77:1)*)'"4)(171’1'”):(17]‘)

where the sum is taken on all paths from (0, ) to (x,j) of length n in the graph associated with the
Markov chain. Similarly,

. ()i, 4. (@) o
P(o,) (X = (z,5)) = > 7;16“”%,1'1(961) e #61& Emen D, (= wn)
)= (@rin) () 7 Ptins
(pt);
= > ﬁet © isin (1) By i (T2 — 1)+ iy (T — Tn—1)
(0,0)=(z1si) ()
(et); 4 .
= e R (X = (2.).
(3
Summing over n > 0 gives the result announced in Proposition 10. O
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In the following results we study the spectral radius p in order to obtain useful properties of the
set T introduced in Definition 7.

Proposition 11 (Prop. 2.14 in [6]). The function p is:
e convex (and even logarithmically convex);

e norme-coercive, i.e., p(t)

l[tl| =00
We recall the proof given in [0], as we think it gives an interesting insight into the model.
Proof. The proof of the convexity relies on the result of [22]. If w; ;(z) > 0, then ¢t — €'y, ;(x)

is logarithmically convex. Therefore, the entries of Ly are 0 if p; ; = 0, or logarithmically convex
functions, as sums of logarithmically convex functions. Besides, by irreducibility and aperiodicity,
for n large enough, all entries of (Lu)" are positive. If all entries are logarithmically convex, then
the result of [22] ensures that p is logarithmically convex. To deal with the 0 entries, we take a
closer look at the proof of [22] and notice that if Tr ((Lu)™) > 0 for n large enough, which is the
case, then the result holds.

We move to the proof of norm-coercivity. When a function is convex, its norm-coercivity is
equivalent to coercivity in every direction. Hence we only need to prove that for every u € S?1,
p(ru) — 400 as r — 400. According to the Perron-Frobenius theorem, see for example [33, Cor. 1],

P
ru)” > min Lp(ru)™), .,
p(ru) e j:1( p(ru)™); ;

so it is enough to prove that for every u € S? !, there exists n € N such that for every i,j €
{1,....p}, (Lp(ru)"); ; — +oo as v — +o0. Let u € S and i,j € {1,...,p}. Let x € Z% such
that - u > 0. Then as a consequence of aperiodicity and irreducibility, there exists n; ; € N such

that for every n > n;j, P (Xn = (x,7)) > 0. Let n = I?&X }nm. Then
’ Z7]€ 17"'7p

(L/L(T’U)n)z,] = erx.u]P)(O,i) (Xn = (1’,])) — +009,

r—+00
which proves the norm-coercivity. O
Proposition 12. For every t € 9T, Vp(t) # 0.

Proof. The function p is convex, so if Vp(t) = 0 for some ¢t € 9T, then p has a global minimum in
t. But p(t) = 1 and p(0) < 1, hence a contradiction. O

The gradient of p(t) is the right notion for the drift of the Doob transform of parameter ¢, see
[6, Def. 1.3, Prop. 2.16]. Therefore, Proposition 12 means that the Doob transform of parameter
t € OT is non-centered, allowing to use previously known results on non-killed walks with a drift.

Proposition 13 (Prop. 2.16 in [0]). For every t € 0T, the Hessian H,(t) of p is positive-definite.

The next result is crucial to get the exponential decay of the Green function in Proposition 5.
With the interpretation of the gradient of p as the drift of the process, it means that the Doob
transform allows us to change the drift in any direction of R

11



Proposition 14 (Thm 2.17 in [0]). The function

r: 9T — 8§41
1
t = e Ve

is a homeomorphism between OT and the sphere S=1 of R?.

Proposition 15. Let u € S, Then T=Y(u) - u > 0.

Proof. 1t comes down to proving that for every t € 9T, t - Vp(t) > 0. By convexity of p, for every
t € 9T, T is included in the affine half-space

Hy={zeR?| (x—1t)-Vp(t) <O}

Besides, since the Hessian is positive-definite by Proposition 13, 0H; N'T = {t}. But ¢ # 0 because
0€T\O0T,s00¢ dH;NT, hence 0 € H; \ OHy, i.e., t-Vp(t) > 0. O

The previous proposition ensures that the decay of Proposition 5 is actually exponential in every
direction. This is not true for non-killed walks studied in [(], where the decay in the direction of
the drift is only polynomial.

Now we can complete the proof of Proposition 5.

Proof of Proposition 5. Let us fix tg € 0T. We remind that Gy, is the Green function of a non-killed
walk, with a non-zero drift. Therefore, under Assumption 1, [6, Thm 1.5] shows that there exist
continuous functions X; ; : S41 5 Ryp and ¢ : S 1 — R? such that

G, ((0,1), (x, 7)) ~>“<’i,j< x >ef||z||c(ﬁ)ﬁ”$”_%‘

[l

Hence using Proposition 10

G((0,1), (x,4)) = ((((Zz));eto.m(}to((o,i)7(aj,j)) ~ EZZ;;%” <Hill> e—HwH(to-s—c(l%H)).ﬁHx”%'
(5)

It remains to identify the exponential decay constant £y + c(”—ﬁu) in (5). To do so we fix a direction

u € S and work with positive multiples of u, that is = ||z|[u. We choose t,, = T~! (u), so that

G((0.). (lallu.3)) = A 00, ((0,0), (o, 7). (©
(‘Pt)j

We apply once again [0, Thm 1.5] to get the asymptotics of Gy, ((0,4), (||z[ju, 7)) as |[|z| — +oo. This
time, our choice of t,, makes the drift of the Doob transform in the direction of w. Therefore, there
is no exponential decay in Gy, ((0,1), (||z[|u, 7)), which only decreases polynomially. Identifying the

exponential decay in (5) and (6), we get to+c¢ (i) =Tt (i), and thus (5) gives the result. [

[E3] B3]

Let us make two remarks on Proposition 5. First, in the proof, we could not directly choose
t = t, instead of a fixed tp, because in that case, the Green function Gy, changes with the direction
of x. Therefore, [6, Thm 1.5] would only yield the asymptotics in a fixed direction u, while we want
the asymptotics to be uniform in wu.

Moreover, using Proposition 15 and a continuity-compactness argument, we have

ol
nin, I (u) -u>0. (7)

Denoting this minimum by 7, we see that the Green function decreases faster than ezl
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4 Odometer functionand thresholds of the Green function

The main goal of this section is to provide a link between the Green function of the killed random
walk and the shape of the sandpile. In Proposition 21, generalizing the idea of [2], we obtain two
thresholds for the Green function G ((O, i0), (x,z)) one above which the point (z,4) is inside the
sandpile and one under which it is outside the sandpile. To do so, we introduce the odometer
function, a classical function in sandpiles, and related operators.

Definition 16. We define the following operator T : £*° (Zd x {1,... ,p}) — {® (Zd x {1,... ,p}),
which can be interpreted as a massive Laplacian:

T i)=Y Az =y.0,9) ol 3) = o(z) (®)

(y,j)EZdX{l,...,p} m] Z(z,k)ede{l,...,p} C(Z, j7 k

= > P((y,5) — (z,9))v(y, j) — v(z, ). (9)
(y.3)€Z4x{1,...,p}
If we see T as a square matriz with rows and columns indexed by Z¢ x {1,...,p}, we have
C(l’ - Y, j7 7’)
m; Z(z,k)GZdX{l,...,p} C(Z7j7 k)
=P((y,5) = (2,9) = Lizi)=(.)-

T((x,4), (y,4)) = Ty 5 (2,i) = = Lai)=(y.9)

Let us check that the formula (8) for T'v does indeed define an operator £>° (Zd x{1,...,p}) =
£>° (Zd x {1,... ,p}). One has

> P((y,5) = (2,0) vy, 5)] < vl Y D P(0,5) = (x = y,0)) < pllvs,

(y.J)€Z4X{L,....p} j=lyez?
therefore T'v is well defined in ¢*° (Zd x {1,...,p}) and [|[Tv]sc < (p+ 1)||v]|00-

Definition 17. The transpose of the Green function defines an operator GT : £ (Zd x {1,... ,p}) —
£>° (Zd X {1,...,p}) by

GT’U(.’E,i) = Z G((y,j),(x,z))v(y,])

(y,5)EZEx{1,...,p}
Let us check that GT does indeed define an operator £*° (Zd x {1,... ,p}) — 4 (Zd x {1,... ,p}):
P
> G ((y:4), (,))o(y, 5)] < lvlleo Y Y G((0,5), ().
(y,)ELIx{1,....,p} j=1 zezd

According to Proposition 5 and to (7), there exist constants v, C' > 0 such that for every (z,1,7),
G((O,j), (z,z)) < Ce 2l Therefore,

Yoo G (@ i) oy )l < Cpllollse D e < oo,

(y.9)€LIx{1,...,p} 2€24

This shows that GTv € (> (Z? x {1,...,p}) and ||GTv|lec < Cpl|v]loc 3,74 eIzl
The following proposition expresses 1" as an inverse of the Green function G.
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Proposition 18. The products GTT' and TG are well defined and equal to the negative identity

—Izaxqa,...p)-

In particular, T-! = —GT shows that T~! has negative coefficients. Therefore, if v > 0, then
T ' <0.
Proof. The products are well defined because the columns of these matrices are in £°° (Zd x{1,... ,p}) .

Indeed, for T we only need to bound probabilities by 1, and for GT, we use the bound G((O, 7), (2, z)) <

Ce 2l < C for constants v, C' > 0, which is a consequence of Proposition 5.
By definition of T and G,

(TCT) i) ) = > P((z, k) = (2,9)G((y,4), (2. k)) = G((y, ). (z,9)). (10)
(z,k)€Z4x{1,....,p}

Besides, conditioning according to X,,_1, we get:

—+o00
G((y: 1) (2,) = Ly jy=@@a) + Y Py (Xa = (2,9))

n=1

—+00
Ayt Y S Py (Xn = (@) | Xaot = (2, k)P ) (Kot = (2,)
n=1 (z,k)€ZIx{1,...,p}

400
=Tyj—ent+ . P(Ek) = (2,0) Y Py (Xm = (2,k))
m=0

(2,k)E€ZAx{1,....p}

=L@t Y. P((zk) = (2.0)G((y,4), (2.k)).

(2,k)€Z4x{1,....,p}

Putting it into (10), we get the expected (T'GT)(, 1 y.5) = —L(y.j)=(z.)-
Similarly,

(GTT)(x,i),(y,j) = Z G((Zv k)v (xvz))P((%]) — (Zv k)) - G((y7j)a ($7Z)) (11)

(z,k)€Z4x{1,...,p}

Besides, conditioning according to X7, we get:

+oo
G((y7])7 (33‘, Z)) = ]l(y,j):(x,i) + Z]P)(y,j) (Xn = (l‘, Z))

n=1

“+o0o
=Ty Ty, O, Puy(Xn=(20) | X1 = (2,k)Py; (X1 = (z,k))
n=1(z,k)eZIx{1,...,p}

+o00
=Lpgm@nt Y. P(d) = (55) Y Py (Xm = (2,7))
(2,k)€Zex{1,...,p} m=0

=Ly j)=(aa) + > P((y,5) = (2,k))G((2,k), (z,1)).
(z,k)€Z4x{1,....,p}

Putting it into (11), we get the expected (GTT), ; (

v) = Ly j)=(a.i)- u
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Definition 19 ([2]). The odometer function is the function u : Z¢ x {1,...,p} — R defined by
u(x,i) = total mass of sand emitted from (x,i) before stabilization.
We say that a site (x,4) is in the shape of the final configuration if u(xz,i) > 0.

The odometer function counts the grains sent to the neighbours and those that disappeared
because of the leakiness. Note that it implicitly depends on the initial configuration.

One might notice that in the shape of the final configuration, we do not count the sites that
received grains of sand but did not emit any. Note, that those sites are at distance at most 1 (in
the graph associated with the Markov chain) of sites that were counted, so in the case when the
support of u is finite, adding them will not modify the limit shape of the sandpile as N goes to
infinity. Furthermore, it might happen that sites received sand during the stabilization process but
sent it all and have an amount of sand equal to zero in the final configuration. With our definition,
those sites have a positive odometer and thus belong to the final shape.

The following proposition links the operator 7" and the odometer function to the final configu-
ration of the sandpile. It is a generalization of [2, Eq. (3.2)] to our context.

Proposition 20. Let sg be any initial configuration with a finite number of grains of sand, and
denote by f the final configuration obtained after stabilization. Then

Tu = f — sg.
In particular, if we start the sandpile with N grains at (0,1¢), then
TU = f — N5(U,i0)'

Proof. According to (8),

ToE= Y AT —u(y.d) - ulo. i)

(y,5)€Z4x{1,...p} m Z(z’k)EZdX{l"“’p} (2,4,

The definition 1 of the LASM shows that when the site (y, j) topples, the proportion of sand leaving
(y,7) that is sent to (z,14) is
C(.Z' — Y, j7 Z)
My Z(zvk)GZdX{l,...,p} C(Z7ja k) '

Therefore, the total mass received by (z,14) is

> Ao = 4,5,) k)u(y,j)-

1) {1y T R ) €5

Hence

(Tw)(x, i) = total mass received by (x,7) — total mass emitted from (z, 1)
= f(z,i) — so(x,1). O

The result below gives the connection between the level sets of the Green function and the final
configuration. It is an adaptation of [2, Lem. 3.3] to our general setting.

Proposition 21. There exist constants o, 3 > 0 such that:
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e if G((0,49), (x,1)) > &, then (x,i) is in the shape of the final configuration;
e if G((0,40), (z,1)) < %, then (x,1) is not in the shape of the final configuration.
Proof. By Propositions 18 and 20,
T< G((0,40),-) + ! )— 1f
»20)5 Nu - N .
The finite family (ml Z(y i) c(y, i,j)) {1p) is bounded by a constant a, and in the final configu-
g ? yeensP
ration, no site has more than a grains of sand. Therefore,

1
0<T (—G((O,z’o), )+ Nu) < %]1

where 1 is the constant function equal to 1. Multiplying by T-! = —GT, which has negative

coefficients, we get

0> %u(w,i) ~ G((0i0), (x,1)) >~ GT(x,1).

Moreover,

Gl (x,i) =Y G((y,4), (1) =Y > G((0,4), (2,4)),
(¥,9)

J=1 274

and this sum is finite because of the exponential decay of the Green function. Moreover, it does

not depend on x and there is a finite number of ¢ € {1,...,p}, so it is bounded uniformly in (z,1),
hence the existence of a constant « such that:
0> ule,i) - G((0i0). (2.1)) > = (12)
> e, i), (2,9)) 2 =5

If (x,4) is not in the shape of the final configuration, then u(z,7) = 0 and from (12), we get

. , a
G((O’ ZO)7 (‘7;7 Z)) < N’

whereas if it is in the shape, then (z, i) has emitted sand at least once, thus u(z, i) = m; 3,  c(y,4, j)
and (12) leads to

G((0.0).(@.1)) > ula) > 57 _min m, > et

so we can choose the constant 8 := min m; Z c(y,i,7)- O

1€{1,...,p} )

5 Limit shape when the number of grains tends to infinity

In this section, we prove Theorem 1, which is our main result. The existence of a limit shape for
the stable configuration as the number of grains of sand NV goes to infinity, after normalization by
log N, is proved. We give an explicit formula for the limit shape that uses the homeomorphism I'
of Proposition 14 and also describe it as the dual curve of the set T introduced in Definition 7.

The general idea is to use the exponential decay of the Green function from Proposition 5 to
show that the two level sets of Proposition 21 are close enough, so that after rescaling by log IV,
they converge to the same curve.
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5.1 Notions of convergence for sets

We first define the notion of convergence of sets that we use. Given that the exponential decay of
the Green function depends on the direction, we use convergence in spherical coordinates.

Definition 22. Let (En)ysq be a sequence of subsets of R¢ and C a curve which can be described
i spherical coordinates as

C= {ruu | ueSd_l},

with 7= uw € S™ 1 — 1, € Ry. We say that the limit shape of the sets En is delimited by C if, for
every u € S there exist two sequences (T%N)N>0 and (R%N)N}O such that, for every N € N,

{ru | u e Sd_l,r < T%N} C Ey C {Ru | u e Sd_l,R < Ru,N}

and for every u € S1,

TuN ——— Ty and Ry,ny ——— 1y.
7 N>+ ’ N—+o0

If these two limits are uniform in v € S% 1, that is

sup |ryn —7ry| — 0 and  sup |Ryn — 7Ty — 0,
ueSd—1 N—+o0 weSd—1 N—+oo

we say that the convergence is uniform.

We now relate the convergence of sets from Definition 22 to the classical Hausdorff distance
convergence, which we first recall.

Definition 23. Let X,Y C R? be non-empty. The Hausdorff distance between X andY is

dH(Xa Y) = max (Sup d('x: Y)a sup d(y> X)) )
zeX yey

where d(a, B) = infpep |la — b||.

The Hausdorff distance restricted to closed, bounded, non-empty subsets of R? defines a distance
in the sense of metric spaces.

Proposition 24.

1. If a sequence of sets (EN)ysq converges uniformly to
C= {ruu | u e Sdil}

in the sense of Definition 22, then we have dg (En, E) o 0 where
—+00

E = {ru!uESd_l,Oérgru}
s the set delimited by the curve C.
2. The conclusion is not necessarily true if the convergence to the limit shape is not uniform.

3. The converse of the assertion 1 is false; Hausdorff convergence does not even imply convergence
in the non-uniform sense of Definition 22.
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Figure 2: Sets that converge to the unit ball for the Hausdorff distance, but not in the sense of
Definition 22.

Proof. Let us assume the uniform convergence with the notations of Definition 22. Let x = ru € Eyn
with r > 0 and u € S¥1. If » < 1y, then d(z, E) = 0; whereas if 7 > 7y, then r < R, x, 50

d(z,E) < d(ru,ryu) = |r —ry| < Ry N — Ty

Therefore,

sup d(l‘,E) < max 07 sup (Ru,N - Tu) < sup |Ru,N - Tu| .

ek N ’U,GSd71

Similarly, let y = ru € E, which means u € Sl and r < ry. Ifr < ru,N, then y € Ey so
d(y, En) = 0; whereas if r > 7, v, then d(y, En) < d(y, 7y, Nu) =1 — 1y N < 7y — Ty, N. Therefore,

sup d(y, En) < max (O, sup (ru — ru,N)> < sup |1y — TunN| -
yeEEN u€eSd—1 ueSd—1

In conclusion,

dy(En, E) < max ( sup |Ryn — 7Ty, sup |ry, — ru7N|> — 0.
u€eSd—1 u€eSd—1 N—+oo

We now give a counterexample in the non-uniform case. Let (un)y~o be an injective sequence

of %1 and

En = B(0,1) U [0, 2ux]
the closed unit ball pricked with a toothpick at uy. Then, with notations from Definition 22, we
can choose Ry, v = rynv = 1 if u # uy and R,y N = 7uy,~v = 2. The sequence (“N)N>0 being
injective, for fixed u, we have R, y =1, v = 1 for N large enough. Therefore, (Ex) N> converges
(non-uniformly) to the unit ball B(0,1) in the sense of Definition 22. However, dy (Ey, B(0,1)) =1
for every N € N.

We finally give an example of convergence with respect to the Hausdorff distance where there
is no convergence in the sense of Definition 22. Let Fxn be a circular sector as in Figure 2 with
On = - Then it is easy to see that dy (EN, B(0, 1)) < 55, 80 By converges to the unit ball for the
Hausdorff distance, but for every N € N, the radius in direction (1,0) is 0 which does not converge
to 1. O

5.2 Convergence of the sandpile to a limit shape

Let us fix 9,7 € {1,...,p}. In order to use some tools from classical analysis, we first extend
continuously the function z — G((O, i0), (z,7 )) from Z¢ to R?, by saying that the value at € R is
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a convex combination of the values at neighboring lattice points. To do so, we define 6 : [0, +00) —

[0, 1] by
1-— if 0,1
0 if s >1,

and

> yeza 0 Iz = ylloo) G((0,40), (y,4)) .

G((0,i0), (z,)) = > ez 0 (I — yllo)

We will denote u € S%1 and
Gu i 7 — G((O,io), (Tu,j)) (13)

the Green function in direction u. Note that the function (u,r) € S%! x [0, +00) + gu(r) is
continuous.

Definition 25. We define radii ry,, and Ry, by:

b

gi,}t:yn—>inf{r>0|gu(r)<y} and gii:y»—>sup{r>0|gu(7“)2y},

2=

TN = inf {r >0 gu(r) < %} and Ry, = sup {r >0 gu(r) >

In other words, using the following generalized inverses

we have 5
_ « _
TNy = gl}i (N) and RN,u = 92,11L (N> .

The generalized inverses of g,, are well defined, at least for y > 0 small enough, because g, (r) — 0
as r — +oo. Besides, by continuity of g, for i € {1,2},

gu (g2 ) =v. (14)

The need for these definitions of the radii comes from the fact that r — G((0, o), (ru, j)) is not
necessarily decreasing (think of a model with long jumps and no short jumps), hence the use of
generalized inverses. Besides, in order to use Proposition 21, we cannot use the same generalized
inverse for both radii.

If r < ryy, then G((O, i0), (ru,j)) > & and if r > Ry, then G((O, i0), (ru,j)) < % Therefore,
Proposition 21 shows the following.

Proposition 26. In direction u, for fired N, the shape of the final configuration of the sandpile
lies between radii v, and Ry ,,.

To get a limit shape after normalization by log N, we need to prove that Qg—’]’([ d B

lo
common limit, uniformly in u. According to Proposition 5, there exist constants C,,, vy %Where Cy
depends on ig, j and u; v, = ['"!(u) - u only depends on u, and both are continuous functions of u
and positive by Proposition 15) such that, when r goes to infinity,

K
N have a

d—1

gu(r) = Cue  "r~ 2 (14 o(1)).

Besides, these asymptotics are uniform in u, which means that there is a function € that does not
depend on u such that &(r) e 0 and |o(1)] < e(r). We will exploit these asymptotics to get
r—400

the asymptotics of g, 11, and thus of the radii ry, and Ry .
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We will denote by f, the asymptotic equivalent of g,, that is:
fulr) = C’ue_'y“rr_%, r > 0.

Although the function g, is not necessarily invertible, the function f, is, and its inverse is easily
expressed with the classical Lambert W function, which satisfies W (y)eV®) = y.

1
Proposition 27. Writing p = % >0 and fy :r— Cye "'r" 2, one has

faty) = Lw (P7.Chy™?) .

PYu
We remind the classical asymptotics of the function W as x — +o0, see e.g. [11, Eq. (4.18)]:
W(x) =logz —loglogx + o(1). (15)

Proposition 28. We note f,;*(y) = auW (byy~P), where a, and b, are positive and continuous
functions of u. Then, when y — 0,

plog (;) —log log (;) + log <l;:>} + o(1)

and these asymptotics are uniform in u, that is, there exists a function € independent of u such that
£(y) — 0 and Jo(1)] < (y):

fu_l(y) = Oy

Proof. Using (15), there exists a function e such that e(x) ——— 0 and such that W(x) = logx —

r—-+00

loglog x + €(x). Therefore,
w (buy*p) = log (buyfp) — loglog (buyfp) +e (buy*p)

log (b, _
=plog (y_l) + log(b,) — log (p log (y_l) (1 + plos((y)l))> + € (buy 7’)
log(by,)

=plog (y_l) + log(b,) — log(p) — log log (y_l) — log (1 + plog(yl)) +€ (buy_p) .

We now prove that log (1 + pizggzﬂ)

continuous function of u, and w lies in the compact set S¢~1, there exist constants m, M > 0 such
that Yu € S, m < b, < M. Therefore, my =P < b,y P, hence

) + € (byy~P) tends to 0, uniformly in u. Since b, is a positive

le(Guy )| < sup e(z) ——50,

r>my—P

where the bound sup,,,,-» € (r) no longer depends on u. Moreover, log(m) < log(b,) < log(M),

log <1 + log(b“)))’ < max < log (1 + pii((]f—)l)) D 0.

plog (y~!
In conclusion, if we define
log(m) )
plog (y~)

log (1 +

log(m) ) ' 7

plog (y=1)

e(y) = < max au) [ sup €(x)+ max( log (1 +

ueSd—1 T>my—P

we have £(y) —— 0 and
y—0

fa'(y) — au [plog (;) — loglog <;> + log (%)} ‘ <e(y). O
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Lemma 29. Fori € {1,2}, g;&(y) " +oo uniformly in wu, that is:
b y%

YA>0, 3y>0, YueS Vye(0,y), g;}(y) > A. (16)

Proof. Since g, = fu - (1 + 0(1)) at +o0, uniformly in wu, there exists 79 > 0 such that for every
r > ro and every u € S, %fu(r) < gu(r) < 2fu(r).
Let A > ry. We define

1

Y1 = — min {gu(r) ’ 0<r<rguc Sd_l} .
2

Note that y; is well defined by continuity of (r,u) + g, (r) and compactness of B(0,7p) x S¥~1. We

also set

r .
y2 =5 min fu(4),
which is well defined because u + f,(A) is continuous and S9! is compact. We have y1,y2 > 0.
We define 1o := min(y1, ). Let u € S¥~! and y € (0,%0). To prove that gl_i(y) > A, we need to
prove that for every r < A, g, (r) > y. If r < rg, then g,(r) > y1 > y. If r € [rg, A], then

1

1
§fu(7") > §fu(A) Z>y2 = Y0 > Y.

WV

gu(T)

We thus have g; L(y) = A. In conclusion, we proved (16) for i = 1. The result for i = 2 follows by
observing that gii > gii O

Proposition 30. The functions gl_u1 for i € {1,2} have the same asymptotics as f, ' in Proposi-

tion 28, that is, with p = d2 :
1 1 b
plog <7> —log log (*) + log <—u>} +o(1)
Yy Y p

—1-
-1 .
9iu (Y) = au
uniformly in u. As a consequence, uniformly in u,

d—1
1 -1 1 ERYS)
TNy = —log N — loglog N + — log Ju” Mu +0(1),
Tu 2%u Yu (]
d—1
1 d—1 1 z O
Ryy = —logN — loglog N + — log Yu” tu +0o(1)
Yu 27 Yu B

Proof. Lety > 0and 2 = g; (y). By (14), we have g,(z) = y. Besides, since g, o fu, uniformly in
’ o]

u, there exists a function ¢, that tends to 1 at +o00, uniformly in u, such that g, = ¢, f,. Therefore

1) = ¢ — f1 x:—1M2—1 y
k) = = 1 fula)) = £ (240 ) = £ (qu(g;,;(y»)'

We denote g (y) = qu (9;} (y)) Since g; 1 (y) I +00 uniformly in u according to Lemma 29,
b ’ y—)

and ¢, (r) T> 1 uniformly in u, we have g; , () o 1 uniformly in u. Therefore, Proposition 28
r——+00 y—
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leads to the existence of a function € that tends to 0 and does not depend on u such that

G = (=)

Giu(y)
~ a, :plog (v 'Giu(y)) —loglog (v~ 'Giu(y)) +log (b;)} e <c7i,j(y)>
— ay :Plog (y™") +plog (Giu(y)) — log (log (y ") +log (diu(y))) + log @:ﬂ te (qﬁ;,uy(y)>

= a, :plog (y~") + plog (Giu(y)) — log (10% (v™) <1 + M)) +log CZ” tel=—

log (y=1)

) b,
=ay |plog (y~') —loglog (y ') + log <p>}

+ auplog (Gi.u(y)) — aulog (1 + W) e ((?i,uy(y)> '

(17)

We shall prove that the three terms appearing in (17) tend to 0 uniformly in u as y — 0. It is clear
for a,plog (¢i.(y)), because a,, is bounded (by a continuity plus compactness argument) and g; ., (y)
tends to 1 uniformly in w. Similarly, % tends to 0 uniformly in v as y — 0, so the same
conclusion holds for the second term in (17). Finally, % tends to 0 uniformly in u as y — 0.

Therefore, 6(%@)) tends to 0 uniformly in u. O

We can summarize it into the following theorem.
Theorem 31. We have

"Nu . RN,u 1 1

NSt log N Noteolog N ve I~(u)-u

and these limits are uniform in u. This means that the limit shape of the LASM rescaled by log N
1s delimited by the curve

_ Sd—l} 1
c _ Juest], (19

{ U
= (u)
and this limit is uniform in the sense of Definition 22.

Besides, since the asymptotics of rn, and Ry, are the same until the constant term, there
exists a constant T such that

sup  (Rnu—rNu) <7,

NeN,ueSd—1
hence
-
su R —r < .
uegdp—l logN( Now = TNu) < log N

In the next result we characterise the limit shape (18) in terms of duality (see Appendix A for
various reminders concerning duality in our context).

Proposition 32. The limit shape of the sandpile defined by (18) and the set OT := p~1({1})
introduced in Definition 7 are dual curves, in the sense of Definition 49.

22




Proof. Let tg € T . The normalized gradient of p at t( is, by definition, I'(¢g), so the normal cone
to T at to consists of the non-negative multiples of I'(tp). By Definition 49, the point ¢ associated

with ¢p in the dual curve of 07T is t§ = FE((S%O' Writing t; = ru in spherical coordinates, we get
=T'(tp) and r = F(t;).t() = u-rfll oL hence t; = ﬁl(u)“ is in the limit shape defined in (18).
Conversely, if %u is in the limit shape defined by (18), then setting to := I'"!(u), the

previous computations show that & ( = t5 is in the dual of 7. O

Since duality preserves convexity (see Proposition 52), we obtain the following.

Proposition 33. The limit curve C in (18) is the boundary of a convex set.

6 Behavior of the limit curve when the leakiness parameter goes
to zero or infinity

We study the limit curve C given in (18) in two special regimes, first when the leakiness parameter
goes to infinity, and second when it goes to zero (the massless case). In both cases, the general
strategy is to work on the level set 9T, which is the dual curve of the limit shape of the sandpile,
according to Proposition 32, and to use duality to get the limit in the regimes studied. Useful
properties of dual curves, especially Proposition 56 which links the convergence of convex sets with
the convergence of their duals, are recalled in Appendix A.

6.1 Infinite leakiness parameter case

Throughout Section 6.1, in addition to the running Assumption 1, we will assume that the supports
of the random walks are all bounded.

Let us first consider the uncolored case, i.e., p = 1. In this simpler case, the limit shape of
the sandpile as m goes to infinity is easily understood using the support of the random walk. The
Laplace transform of the associated KRW is denoted by Lu(t) = >, cpa € p(z) (p is p1,1 in our
notation (3)). Let C be the curve that defines the boundary shape of the LASM, see (18).

Proposition 34. We denote 1 = mpu, which is a probabz'lity measure and does not depend on m,

according to notation (3). The rescaled level set m {t c R | Lu(t) < 1} 1s between the polytopes

m {seRd]s-xél} (19)

xrESUpp U

and

ﬂ {sGRd|s-m<1—lOgM}.

logm
TESUPP U

As a consequence, if the support of u is finite, the rescaled level set converges uniformly to the
polytope (19) in the sense of Definition 22 (and therefore also for the Hausdorff distance). In that
case, the limit polytope (19) is the dual of the convex hull of the support of .

See Figure 3 for an illustration of Proposition 34. Using general results on duality, the previous
result implies that, when p = 1, the curve (logm) - C converges to the convex hull of the support
of the random walk as m goes to infinity. Moreover, Proposition 34 can be interpreted using first
passage times, as will be done in Section 6.2.
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Proof. Let t € RY. Writing s = @, we have

L,u(t) _ Z 6(10gm)(s-xfl)ﬁ(x).

xESUpp U

If s- 2 < 1 for every x € supp i, then Lu(t) < >, cqupp, A(®) = 1. Conversely, if Lu(t) < 1, then

each term of the sum is no bigger than 1, thatis s-x <1 — %.

Using the notations of Definition 22, writing s = ru, we can define
1 1 —log ji(y)

1
"Ny =—— and Ry, =—+ max ————=,
u-x u-xr logm yESum(J)u u-Y

where x is the element of the support that maximizes u-x. It is then clear that ry, and Ry, both
converge uniformly to Tlx
The fact that (19) is the dual of the convex hull of supp p follows directly from Proposition 58. [

Let us now consider the general case in p. Our main objective is to state and prove Theorem 39.
We first introduce useful notation and preliminary results. For ¢ € {1,...,p}, define the polytope

Qgg) as follows. First, for ¢ = 1, we let

m ﬂ {seRd|sx 1:&6%)},

1<i<p TESUPD Wi,i

(4)

where ¢;; are some constants. For ¢ > 2, we define

ng): m ﬂ {SERd ‘ 3~(x1,2+a:273+-~-+xq71) qic(“’ ’Q)},
11,12,..0y0q T1,2ESUPD [iq ig

Tq,1€SUPP Hig,iy

(17 711)

are some constants. Then we introduce

N . (20)

1<q<p

where ¢,

The above polytopes obviously satisfy P_ C P;. They both depend on a collection of constants

{Czl7 o Zl?"'aiq<p71<q<p}'

For the sake of brevity, we will name these constants ¢,,. When they are all equal to zero, we have
P_ = P4, which we simply denote P.

Proposition 35. Let p > 1. We assume that m; = =my, =m — 0o. There exist constants cp,
going to 0 such that the rescaled level set @{t € Rd | p(t) < 1} lies between the two polytopes P—
and Py, as defined in (20). In particular, it converges to the polytope P.

Proof. Performing the change of variable s = logm’ we first prove that the level set {t €

logm
R? | p(t) < 1} is included in some P, for suitable constants c,, going to zero when m — co.
If p(t) <1 then for all ¢ € {1,...,p}, one has Tr((Lu)q) < p. For ¢ = 1, we obtain that

Z Z logm(sx 1)/1411( )gp’

1<i<p ESUPP Wi i

24



using our notation fi;; = mp;; (f;; is a sub-probability measure). Accordingly, for all 1 < ¢ < p
and all x € supp p; i, we should have
p
o8 7@

s-r<1+
logm

This immediately gives that s should belong to QS:), with some explicit constants
) log =L~
=" sup B — i ()
xzesupp pi; 10T

which obviously go to zero when m — oo.
We now look at the condition Tr((Lu)q) < p for some g > 2. Using the definition of the trace,
we get

Tr((L,u)q) — Z Z elogm(s-(:c1,2+x2,3+--~+xq,1)—‘I)ﬁihiz (1,2) -+ lig iy (Tq1) < p. (21)
11,02,0..,8q T1,2ESUPP Hiq iy

Tq,1€SUPD Hig,iy

By the same argument as above, we deduce that s € QS?), with the constants

p
Biq ,ig (T1,2)Big,iy (Tq,1)

i) log

= sup
Z1,2ESUPP g ig logm

Tq,1E€SUPP Mig iy

We immediately conclude that s € Py, with constants ¢, all going to 0 (due to the boundedness
of the supports).

We now assume that s € P_ for some constants ¢, going to zero and prove that p(t) < 1. Using
(21) and the definition of P_, we obtain

(415009 iq) (415009 iq)
—(logm)c ~ ~ —(logm)c
Tr((Lp)?) < ) > e toemen T (@19) g (1) < Y e tosmem T
i17i27"'7iq xla2esuppy‘i1«i2 i17i27---7iq

Tq,1ESUPD Hig iy

We see that adjusting the constants c,, (for instance ———), all the traces Tr((Lu)?) can be made

Viegm
as small as wanted. Using then Lemma 36, one can also control the spectrum p(t) and make it less
than one. The proof is complete. O

Lemma 36. One has

sup {p(M) | M € My(R), |Te(M)| < a,...,|Tr (MP)] < a} — 0.

a—0

Proof. Let us write a;(M) for the coefficients of the characteristic polynomial of M, so that
X = XP 4+ ap 1 (M)XP 4o+ ay (M)X + ag(M).

By continuity of the roots of monic polynomials with fixed degree, if we write p(P) for the largest
root of P in modulus, the function

(ap—1,...,a1,ap) € RP »—>,0(Xp—i—ap_1Xp71 +...+a1X—|—a0)
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Figure 3: Left picture: the step set {(1,0),(2,—2),(0,—-1),(—1,0), (1,2)}. Middle picture: the limit
level set. Right picture: the Newton polytope associated with the step set

is continuous at (0,...,0), where it takes the value 0. Therefore, it is sufficient to prove that for all
ie{0,...,p—1},
sup {|a;(M)] | M &€ Mp(R), |Te(M)| < a,..., [Tr (MP)] < af — 0. (22)

To do so, we use the Newton identities to write the elementary symmetric polynomials in terms of
Newton sums. With Vieta’s formulas, it leads to an expression of the non-leading coefficients of a
monic polynomial P of degree p in terms of the > 7_; )\f for k € {1,...,p}, where the \; are the
roots of P. Applying this to the characteristic polynomial of a matrix M, it means that all the
a;(M) have a polynomial expression in terms of the Tr (Mk) for k € {1,...,p}, and it is easy to
see that this polynomial expression has no constant term. Therefore, the convergences mentioned
n (22) become obvious. O

We now use general results on duality to prove that the rescaled curve C converges to the dual
polytope of P. In order to apply Appendix A, we need P to be compact, hence the following lemma.

Lemma 37. The limit polytope P is bounded.

Proof. The polytope P is convex. Therefore, to prove the lemma, we only need to show that P
does not contain a half-line starting from 0.

Let u € S4~1. We write H(q) for the following assertion: there exist i1,...,4i, € {1,...,p} and
T1,2 € SUPD iy igs - - - Tg,1 € SUPD [y, 5 Such that w - (z12 + -+ 4+ 241) > 0. We want to prove that
H (q) is true for some g € {1,...,p}, so that the condition s- (z12 + --- 4+ 241) < ¢ prevents P from
containing the half-line [0, +00)u.

By the assumption of irreducibility, H(q) is true for some ¢ € N. We choose the minimal q.
Assume by contradiction that ¢ > p. Then, in the path iy — --- = i, — iy, there is a cycle
i — - = dg =1 with 1 <l —k <p<gq. Since H({ — k) is false, u - (x 1 + -+ z¢-1) < 0.
Therefore, we have

wo(Ti2+ A+ T+ T+ Fxg1) =u- (o F2g1) — U (Tppr o+ Tem10)
Zu- (T4 +2g1) >0,

where
21,2 € SUPD Wiy igs+++ s Th—1,k € SUPD iy ip» Te+1 € SUPD Uiy iy, = SUPD Mig ip 1y« -3 Lg,1 € SUPD iy iy -
This proves H(q — (¢ — k)), which contradicts the minimality of g. O
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Proposition 38. The limit polytope P is the dual of the convex hull of the set

Ti2+ -+ Ty
X = U U { . L2 21,2 € SUPD Wiy ins+ -+ Lq,1 € suppui“l} .
q€{1,....p} i1,-ig€{1,....p}

Proof. 1t is exactly Proposition 58. O

Theorem 39. If the support of v is finite, the rescaled shape of the sandpile, (logm) - C, where C
is defined in (18), converges to the convex hull of X as m goes to +o0o. The convergence is uniform
in the sense of Definition 22 and consequently holds for the Hausdorff distance.

In particular, in the uncolored case p = 1 the limit shape of the sandpile when m — oo is the
convex hull of the support of the measure p.

Proof. Using Propositions 32 and 55, (logm)-C is the dual curve of loglm {p(t) < 1}. The inclusions
of Proposition 35 imply that

(1—em)P C bglm{mw <1} C(1+em)P,

(i1emvig)
where ¢, = max ==

0. Therefore, according to Proposition 56, (logm) - C converges
q m——+o00

to P*, which is the convex hull of X. O

6.2 First passage time interpretation of the limiting polytope in the infinite
leakiness parameter region

Our main result in this section is the following:

Theorem 40. If the support of w is finite, as m goes to +0o the rescaled shape of the sandpile
converges to the region of points that can be reached by n steps of the random walk, rescaled by n.

Proof. The theorem is immediate from Theorem 39 and Proposition 41 below. O

Let X be as in Proposition 38. Given (z,i) € 74 x {1,...,p}, let ny; be the smallest positive
integer such that (x,7) can be reached in n, ; steps by our killed random walk. Denote by A,, the
set of points for which this first passage time is at most n, i.e.,

A, = {(:L‘,Z')Ede{l,...,p}:nmgn}.

Proposition 41. Suppose the support of i is finite. As n converges to oo, the set A,, scaled by n,
converges to the convex hull of X in the Hausdorff distance, i.e.

1
lim dy (Conv(./'\f)7 —- An> =0.
n—o00 n

Proof. First, consider the case p = 1. We will ignore the color index. Let s = |x| and write
X = {x1,72,...,25} be the support of u, which is a finite subset of Z¢ such that the N%-span of X
is all of Z?¢. Without loss of generality we can assume 0 € X.

If x € A, then there exist points z;,,...,x;, € X such that z = Z’jl:l z;;. Thus

x;, € Conv(X),



so 1.4, c Conv(X).

To complete the argument we need to show that for any y € Conv(X), its distance from % - Ap
converges to 0 uniformly in y as n — oo. If h is any fixed integer, then the Hausdorff distance
between % - A, and % - Apyp converges to 0 as n — oo since the support of p is finite. Thus, it
is enough to show that the distance of y from % - Ap4n converges to 0 uniformly in y as n — oo.
For the constant h we take the largest number of steps the random walk needs to reach a point in
s-Conv(X), i.e. h:=max{n, : x € s - Conv(X) N Z}.

Given y € Conv(X), there is a point « € n - Conv(X) N Z4 such that ||y — z/n|| < L. Since
xz €n-Conv(X)N 7%, there exist non-negative real numbers oy, ..., as, which sum to 1, such that
T = Z§:1 no;z;. We can write

S

r = Z{naijxi + Z{nai}aﬁi, (23)

=1

where |t] stands for the integer part of ¢ and {t} for ¢ — [¢]. Since both x and the first sum on the
right-hand side are from Z?, so is the second sum. Since each coefficient {na;} € [0,1), we have that
Yoi{na;} €10,s). Thus Y. {na;}z; € s- Conv(X), so it can be written as the sum of at most
h elements of X. Since Y ;_,|no;| < n, we see that 2 can be written as the sum of at most n + h
elements from X, hence x € A, . It follows that d (y, % -An+h) < %, completing the argument in
the case p = 1.

We now move to the case of a general p. First, let us introduce some notation. Given colors ¢ and
J, let k; ; be the minimum number of steps the random walk requires to move from color i to color j,

and let Z; ; be the total displacement of one such minimum walk. Let k = max{k;; :i € {1,...,p}}.

Now, suppose (z,7) € Ap\A,—1. Thus, there are steps xo,1, ..., Tn—1,n, With g1 € SUPD iy i,
for some colors ig = 1,41,...,%,-1,%, = %, such that z = 2721 xj_1,;. By adding k;; more steps
Tnntly s Tnbki—1ntk; WItD Togenior1 € Wiy i gi1s Intk; = 1 and

Tnntl + o+ Tntk—1ntk; = Tils

we can ensure our walk starts and ends with the first color 1. We will show that = + Z;; €
(n+ k) - Conv(X) by induction on n. If no colors in {ig, ..., i,4%} repeat, we are done. If there are
repeating colors, there exist 0 < ji < j1 +t < n + k such that the colors %;,,%;,41,...,%,+¢ are all
distinct except the first and the last one. Removing the portion i, i; .y, i; 4 15,4, rom the
walk, we get a walk of length n — ¢ + k; which respects colors and starts and ends with color 1, so

by induction,
t

e R Z$i1+€—17i1+5 S (n + k- t) . COHV(X).
/=1

Since >0_; iy 114,40 € t - Conv(X), we get 4 7,1 € (n + k) - Conv(X) which implies

1
n+k

(x + i) € Conv(X). (24)

Now, suppose = € n - Conv(X). If we ignore colors, by the case p = 1, there exists h € N such
that x can be written as the sum of at most n + h elements of X. In the proof of the case p =1, in
Equation (23), instead of separating the integer part, for each term of the form Tiattiel ¢y , We

can separate a multiple of p!, thus ensuring that the coefficient of Z:27"T%¢.1 ¢ ¥ will be a multiple
of g. We can thus write x as a non-negative integer linear combination of at most n + h terms of
the form x12 + --- 4+ x4,1. Each of these terms corresponds to a walk that starts and ends at the
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same color. We can arrange this sum, so that all the walks that start with the same color are next
to each other. For example we can start with all our walks that start and end in color 1, followed
by all the walks that start and end in color 2, etc. This will not correspond to a color respecting
random walk from A, ;, but by adding at most p — 1 walks of the type Z; ; between these, each of
which has length at most k, we get z + ) Z; ; € An+h+k(p_1), SO

(‘“LZ“?H) n‘ Anthtk(p-1)-

Combining this with (24) gives the desired result since h, k and Z; j are independent of z and n. O

6.3 Zero leakiness parameter case

In this section, we no longer assume that the supports of the random walks are bounded. We
suppose that m; = --- = m, = m — 1. We denote ji; ; = my; ;, which no longer depends on m,
and p = p (Lp). With these notations, by Proposition 32 the shape of the sandpile when N — 400
for fixed m is the dual of the set
{p=m}.

We assume that Vp(0) = 0. It means that the process with jumps g is centered (see [0, Prop. 2.16]).
If the process is not centered, then the set {p = 1} was studied in [(] and does not require any scaling.

Under these assumptions, p is convex, has a strict, global minimum at 0, and we remind [0,
Prop. 2.14] the asymptotics of p at 0:

A =1+ %tw Lo (el . (25)

where o is the energy matriz from [6]. When p = 1, the energy matrix is simply the covariance
matrix of ji.

Proposition 42. Let § € (0,1). There exists mg > 1 such that for all m € (1,mg), we have

1
e R? fsTas <1- }Ci t
{ ‘ \/m—l{

Asa coniequence, the rescaled set \/ﬁ {p < m} converges uniformly to the ellipsoid {5 € R? | %sTas < 1}
asm — 1.

1
e R | p(t) } {SERd|§sT03<1+5}.

Proof. Since o is positive-definite by [0, Prop. 2.8], a := midnluTUu > 0. Let ¢ € (O, %) The
u€eSI—
Taylor expansion (25) ensures that there exists a neighbourhood V' of 0 such that for ¢t € V,

_ 1
pt) —1— STt

9
< el (26)

Let t € R? such that p(t) < m. Since p is convex and has a global strlct minimum at 0, if m is

close enough to 1, then ¢t € V, which allows to use (26). We set s = m. Then
1 1 1 € €
S5Tos = o tTot < ——— (1) — 1 7t2><1 Z1s)12. 27
joTors = sopsttot < L () - 1+ SR) < 1+ S (27)
Writing s = ||s|ju with u € S71, (27) becomes %||s|?uTou < 1+ £[s|?, s

2 4
Isll* < < -
[0

- X
uTou — €
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and (27) finally becomes

1 2
—sTos <1+ -
2
Conversely, let n = H% Assume that 1sTos < 7. Then, writing s = ||s|ju for u € S¢1, we get

s < 2L < 21, Therefore, ||t] < \/277(73_1) < \/2(”;_1). This ensures that if m is close enough

uTou

to 1, we have ¢t € V, which allows us to use (26). It yields

~ 1 -1
p(t) <1+ itTUt + §||t||2 <l+(m-—-1)n+ su =m.
@
To summarize, we have proved that for m close enough to 1,
1 1 1 1 2
d | =T d d | =T “
{S€R|2508<1+2}Cm{t6R’p } {SER|2SO'S<1+&€}.
Choosing € > 0 small enough so that %8 < 6 and H% > 1— 0, we obtain the announced inclusions.

O

Theorem 43. If Vp(0) = 0, then the rescaled shape of the sandpile, /m — 1-C, where C is defined
n (18), converges to the ellipsoid

{s eR? | 2sTo s < 1}

as m tends to 1. The convergence is uniform in the sense of Definition 22 and consequently holds
for the Hausdorff distance.

Proof. Using Propositions 32 and 55, v/m — 1-C is the dual curve of \/7 {p < m}. The inclusions
of Proposition 42 can be written as

\/1—5{8€Rd| —sTos <1 }C R | 5(t) m}C\/1+ {sGRdl STO'S<1}

1
mT e

Therefore, Proposition 56, shows that v/m — 1 - C converges to the set
*
{seRd| —sTos < 1 } = {sERd | 2STU_18<1},

according to the computation of duals of ellipsoids in Proposition 57. ]

A Dual curves and dual convex sets

In this appendix, we remind the definition of dual curves and give the properties that are used
through the article. We denote by K a compact, convex subset of R? and C = 0K. Keep in mind
that the cases we are interested in are the case where K is a polytope and the smooth case, that is
the case when K has the form

K:{xeRd]f(w)gl}

for some smooth, convex function f that takes some values strictly larger than 1.

Definition 44. Let x € C. The normal cone to K at x is the set

NK(JJ):{nERd|Vy€K, n-(y—x)<0}.
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Proposition 45. In the smooth case, the normal cone at a point x € C consists of the non-negative

multiples of V f(z).

Proof. We first prove that Vf(z) € Ng(z). Let y € K. If Vf(z)- (y —x) > 0, then a Taylor
expansion shows that for e > 0 small enough, f(z+e(y—=x)) > f(z) = 1, therefore z+e(y—x) ¢ K,
which contradicts the convexity of K. Therefore, Vf(z) - (y —z) < 0, i.e., Vf(z) € Ng(z), so its
non-negative multiples also belong to the cone.

Conversely, let n € Ng(z)\ {0}. By definition of the normal cone and of K = f~1((—o0, 1]), we
have

T) = max ,
9(z) = max g(y)

where g(y) = n-y. Besides, Vf(x) # 0 because f is convex and we assumed that 1 is not the
minimum of f. Therefore, the Lagrange multiplier theorem ensures that Vg(x) = n is a multiple of
V f(x), which we write n = AV f(z). It remains to prove that A > 0. We know that V f(z) € Ngk(z),
so if A <0, we would have n- (y —2) = AVf(z) - (y —x) > 0and n- (y —2) <0 for all y € K, so
K C z +nt. But we assumed that f takes values strictly smaller than 1, so K has a non-empty
interior and cannot be a subset of a hyperplane. ]

Lemma 46. 1. Normal cones are closed subsets of RY.
2. For every x € C, Ni(z) # {0}.
3. Let u € RY\ {0}. There exists x € C such that u € Ng(x).
4. For everyt >0 and x € C, Ny (tx) = Ni(x).
5. For every U € Oy4(R) and x € C, Nyg(Uz) = UNg(x).

Proof. Let z € C. Then
-1
Nic(@) = () g5 (=00, 0]),
yeK

where g, 1 n € R? +— n - (y — ) is continuous. This shows that N (z) is the intersection of closed
subsets of R?, and thus it is a closed subset of R?.

We denote by px the projection onto the closed convex set K, which is well defined and contin-
uous according to the Hilbert projection theorem. The point z belongs to C = 9K, so there exists a

sequence (k) of R?\ K that tends to x. Let uj, = %. The Hilbert projection theorem
ensures that
ug - (y — pr(zx)) < 0 for every y € K. (28)

By compactness of the unit sphere, there is a subsequence of (uk)k>0 that converges to a unit
vector u. Besides, px(zr) tends to px(x) = = because px is continuous. Therefore, taking the
subsequential limit of (28), we get u - (y —x) < 0 for all y € K, hence u € Ng(x) \ {0}.

Let x € K such that u -2 = maxyex v -y. Then x € C = JK, because if x € Io(, then for ¢ > 0
small enough, x +tu € K and u - (z +tu) = u-x +t > u - x, which contradicts the maximality of
u - z. By maximality of u -z, we have u € N (z).

We have

n € Nig(tr) <= Yw e tK, n-(w—tz)<0
—VYyeK, n-(ty—tx)<0
—VyeK, n-(y—z)<0
<= n € Ng(x).
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Similarly
ne€ Nyg(Uz) <= VYw e UK, n-(w—-Uz)<0
—VyeK, n-(Uy—Uz)<0
—=VyeK, Ul'ln-(y—z)<0
«— U 'n € Ng(z)
<= n € UNg(x). O
Definition 47. Let x € C. The tangent hyperplanes to K at x are the hyperplanes
H, = {yE]Rd | n-y:n-x}
forn € Ng(x)\{0}. If n- x>0, the normalized equation of Hy is ;- -y = 1.
In the smooth case, we recover the usual definition of the tangent space.

Lemma 48. If0 lies in the interior of K, then every tangent hyperplane has a normalized equation,
that is:
Ve eC, Vneée Ng(x)\{0}, n-z>0.

Proof. Let 2 € C and n € Ng(x)\ {0}. For t > 0 small enough, tn € K because 0 € K, so we have
n-(tn — z) <0, that is, n -z > t||n|* > 0. O

Definition 49. We assume that 0 € K. Let v € C. The dual points to K at x are the elements of

= {-" | ne Ni()\ {0}}. (29)

In other words, it is the set of n such that the normalized equations of tangent hyperplanes to K at
x are the {n -y =1}, that is
¥ ={2€ Nk(z) | z-z=1}.

The set C* = J,cc ™ is the dual curve of C.

Let us do two remarks on Definition 49. First, in the definition (29) of z*, one can consider only
unit vectors n of the normal cone, which we will often do in the proofs. Second, one can get rid
of the condition 0 € K to define the dual curve, but the dual curve is then defined in a projective
space, which we do not need here.

From now on, we will always assume that 0 € K.

Lemma 50. The dual curve C* is compact.

Proof. Let 7 > 0 such that B(0,r) C K. Let 2 = - € C*, where z € C and u € Ng(z) NS 1.
Then
u-r=u-(rut+z—ru)=r+u-(r—ru).

==

But ru € K and u € Nk(z), so u- (z —ru) > 0, hence u-x > r, ie., [[2]| < ;. We proved that
cC*CcB (0, %), so C* is bounded.

Let z € C* and (2k)p>0 @ sequence of C* that tends to z. For all k& > 0, there exist x; € C and

ug, € N (2,) NSt such that zj, = u:lka The sequence (g, k), lies in the compact set C x Sé-1,

so it has a subsequential limit (z,u) € C x S*! and z = -=. Finally, taking the subsequential limit
of the inequalities ug - (y — x;) < 0 for y € K leads to u - (y —x) < 0, hence u € Nk (z), and thus
z € x*. Therefore, z € C*, so C* is closed.

In conclusion, C* is a bounded, closed subset of R, so it is compact. ]
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Lemma 51. Let K be a compact, conver subset of R* such that 0 € K. Let 2 € OK. Then for all
t>1,tz ¢ K

Proof. Let r > 0 such that B(0,7) C K. We claim that if there exists ¢ > 1 such that ¢tz € K,

then B(z, gl — %) 7‘) C K. Indeed, let v € S 1 and 0 < € < (1 - %) r. We have z + eu =

%tz + (1 — ;) lflu, which is a convex combination of tz and I_%U, with tz € K and 1f1u € K, so
t t t

z + eu € K, which proves B (z, (1 — %) 7’) C K. This contradicts z € OK. O

Proposition 52. Duality preserves convexity, that is, there exists a compact convex subset K* of
RY such that 0 € K* and C* = O(K*). The set K* is called the dual set of K.

Proof. We define K* as the convex hull of C*. Since C* is a compact subset of R? according to
Proposition 50, its convex hull K* is compact.

Let u € S™1. By item 3 of Lemma 46, there exists € C such that v € Nx(x). Therefore, C*
contains a positive multiple r,u of u. Applying this to the vectors (+e;),;c4, Where (e1,...,eq) is
the canonical basis of R?, we obtain that K* contains the convex hull of {£rie,ei}, which contains
the ball centered in 0 of radius min; r., for the norm || - ||;. Therefore, 0 lies in the interior of K*.

Let z € O(K*). We prove that z € C*. The preceding result shows that z # 0. Therefore,
according to item 3 of Lemma 46, there exists € C such that z € Ng(z). To get z € C*, all that
remains to be proved is that z - x = 1. We start by proving that z - < 1. By definition of K*, we
can write z = Z;‘i:o Aizi where Ag,...,A\g =0, Z?:o A =1 and zg,..., 25 € C*. Writing each of the

2 as z; = - where z; € C and u; € Ni(x;), we get

d d
U + T
Z-T = A < =1
= 1=

Let us move to the second inequality, z - x > 1. Assume by contradiction that z -2 < 1. Then
7= € C* C K*. This contradicts Lemma 51 with K = K* and ¢t = % In conclusion, z-x =1 so
z € C*, which proves 0(K*) C C*.

Conversely, let z € C*. It means that there exists x € C such that z € Nk (z) and

z-x=1. (30)

We know that z € K*. If z ¢ 0 (K™), then there exists ¢ > 1 such that tz € 0 (K*). Using the first
inclusion, we get tz € C*, which means that there exists € C such that tz € Ni () and tz-2 = 1.
Because x € K and tz € Nk (z), we have tz- (x —x) < 0, that is tz - < tz - = 1. Therefore,
z-x < 1 <1, which contradicts (30). In conclusion, z € (K*) and the proof is complete. O

The dual set K* satisfies the same assumptions as K, so C* has a dual curve (C*)*, which we
will simply write C**.

Proposition 53. Duality is an involution, i.e., C** = C.
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Proof. Since K is a compact, convex set such that 0 € K , Lemma 51 ensures that for every u € S41,
there is a unique r, > 0 such that ryu € 0K =C, and C = {ruu | ue Sdil}. Similarly, for every
u € S9!, there is a unique r* > 0 such that r**u € C**, and C** = {ri*uue Sd_l}. Therefore,
if we prove an inclusion between C** and C, we will have r, = r* for every u € S! and thus
equality between the two curves.

Let z € C. Let z € C* such that z € Ng(x) and z -z = 1 (such a z exists: we can chose
w € Ng(x)\ {0} thanks to Lemma 46 and since w - x > 0 according to Lemma 48, we only need to
set z = ). To get x € C**, it remains to show that x € Ng~(2), that is

VzeK*, z-z<x-z=1. (31)

Every z € K* is a convex combination of elements of C*, so it is enough to prove (31) when z € C*.
In that case, we can write 2 = ;% with y € C and u € Nk (y) \ {0}, so z -z = {-7. But z € K and
u € Nkg(y),sou-x < u-y,ie., % < 1,ie., z-zZ < 1. In conclusion, we showed (31), hence x € C**.
As mentioned at the beginning of the proof, the inclusion C C C** is enough to conclude. O

Proposition 54. Let K, Ky be two compact, convex subsets of RY, with 0 € I%'l N IO(Q, such that
Ky C Ky. Then K5 C K7.

Proof. 1t is enough to prove that C5; C Kj. Let 2o = —*2- € (5, where z2 € Cy and uy €

u9-T2
Ng,(z2) N'S¥~1. By item 3 of Lemma 46, there exists 1 € C; such that us € Ng, (1), hence
ﬁ € Kf. But x; € K1 C Ky and ug € Ng,(2), so ug - (x1 — x2) < 0, e, ug -z < ug - xa.
Therefore
u
Z9 = 2 € [O
ug + T2

U2
,UQ I

}CK{‘. O

Proposition 55. Let K be a compact, convex subset of R such that 0 € Io(, t>0and U € O4(R).
Then (tK)* = 1 K* and (UK)* = U(K*).

—t

Proof. Let z € R%. We have

z€ (tK) <= 3JreC, 3Fue Ng(tz), z= ” Q(Lm)
1
< JreC, Jue€ Nk(z), z= v -t
u-(te) tu-z

1
<:>26¥K*,

where the second equivalence used the equality N;x (tz) = Nk (z) of Lemma 46. Similarly,

" U
2€ (UK)" <= 3JreC, Jue Nyx(Uzx), z= s
Uv v
p— :U
Uv-Ux VT

< dr e, JveNg(x), =z

— z € U(K"),
where the second equivalence uses the equality Ny (Uz) = UNg(x) of Lemma 46. O

Proposition 56. Let K and (Kk)/@o be compact, convex subsets of R% such that 0 € K and0 € Kk

for all k > 0. We assume that there exist sequences (6,;) and (5}5) of positive numbers that

tend to O such that for every k > 0,

k>0 k>0

(1-ep)KCcKpC(1+¢) K.

34



Then, uniformly in the sense of Definition 22, and consequently for the Hausdorff distance,

Ky —— K and K — K*.
k—+o0 k—+o0

Proof. Let us first prove the result for K. The assumptions on the convex sets imply that there
is a bounded family (rqy),cga—1 such that K = {ru|u € S¥1,0<r <ry}. Therefore, using the
notations of Definition 22, the inclusions (1 — 6,;) K CK,C (1 + ez) K allow us to set

Tuk = (1 — E,;) ry and Ry, = (1 + E;) Ty
Therefore,

|Tug — Tulloo =€, sup ry ——=0 and ||Ryr —Tullcc = 5; sup 1, — 0,
ueSd—1 k—+o0 weSd—1 k—+oc0

hence the uniform convergence of Kj.
For the duals, we use Propositions 54 and 55 to obtain

K" CKj C —K*
1 +e; 1 — &
i — 1 1 ~ _ 1
and use the first case with g, =1 ToeF and GAES —— 1. O

Proposition 57 (Ellipsoid). Let o be a symmetric, positive-definite matriz and
K, = {xGRd | xTngl}.
Then K; = K,-1.

Proof. When ¢ is diagonal, it is a simple computation. In the general case, we write o = UTDU
where D is diagonal and U € O4(R). Then

K, ={z eR?| (Ux)"D(Uz) <1} =U 'Kp, (32)

so Proposition 55 yields
K:=UYK}).

g

Using the diagonal case and (32) with 0=! = U7 D~!U instead of o, we finally get

K:=UYKp)=U'Kp1=K,. O

g
Proposition 58 (Polytope). Let z1,...,z, € R? and
K = ﬂ {SERd]s-xigl}.
ie{l,...,n}

The set K is compact if and only if O lies in the interior of the convex hull of {z1,...,x,}. In that
case, this convex hull is the dual conver K* of K.

Proof. The convex K is clearly a closed subset of R?, so it is compact if and only if it is bounded,
which comes down to saying that for all « € S¥!, there exists i € {1,...,n} such that u - x; > 0.
If 0 lies in the interior of the convex hull of {xy,...,2z,}, then for € > 0 small enough, eu can be
written as a convex combination of {z1,...,x,}. Since u-eu > 0, there has to be at least one z;
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such that u - z; > 0, so K is bounded. Conversely, if K is compact, we will obtain that 0 lies in
the interior of the convex hull of {z1,...,2,} as a consequence of the computation of K* and of
Proposition 52, which ensures that 0 lies in the interior of K*.

We assume that K is compact. To compute K*, we first note that

K = ﬂ {sGRd|s-x<1},

z€extr({z1,...,xn})

because if one of the x; is a convex combination of the others, then the condition s-x; < 1 is redun-
dant. The faces of the polytope K are thus delimited by the hyperplanes H, = {5 cER| s -z = 1}
for z € extr({z1,...,z,}). At a point y that lies in the interior of the face delimited by H,,
the normal cone is R>gx, so the dual point associated with y is x. In particular, K* contains
extr({z1,...,2,}). Similarly, if y is at the intersection of the hyperplanes H,,, i € I, then the
normal cone at y consists of convex combinations of the x;, i € I, so K* is a subset of the convex

hull of extr({z1,...,2n}). In conclusion, K* is a subset of the convex hull of extr({z1,...,zn})
and it contains extr({xi,...,z,}). By convexity of K* it means that K* is the convex hull of
extr({z1,...,2,}), that is the convex hull of {z1,...,z,}. O

B An interpretation in terms of amoebas

In this appendix, we assume that p has finite support. We give a geometric interpretation of the
Doob transform and the set 97T with tools from real algebraic geometry.

A quantity directly related to the real Laplace transform Ly is the Fourier transform of u,
denoted by Fu: (C*)¢ — C*, defined by:

Vz = (21,...,2q) € (CY,  Fu(z):= Z 2% i (),

xE€Z4

where 2% stands for [J%, 2. With the convention that e/ = (¢, ..., e') for t € R, we have the

following relation:
Fule') = L),

The Fourier transform Fpu is a d X d matrix, whose entries are Laurent polynomials in z1, ..., 24.
The characteristic polynomial of the random walk is

P(z) = det(Ig — Fu(z)),
and its spectral hypersurface is the algebraic variety in (C*)? consisting of the zero set of P:
¢ ={ze (C"| P(z) =0}.

In the special case when d = 2, the spectral hypersurface is an algebraic curve, and we rather use
the term spectral curve. This terminology is directly borrowed from dimer models [21] and spanning
trees [20], but has been used for much longer in exactly solvable models in statistical mechanics,
and integrable systems.
An interesting object to apprehend the geometry of this spectral hypersurface is its so-colled
amoeba A(%), defined as:
A(%) = {Log(z) ; z € €} C RY,

where Log(z) = (log |z1],...,log|z4|). See for example [14, Chap. 6] for more details.
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Gershgorin’s theorem guarantees that when |z| = (|z1],...,]2z4]) = (1,...,1), Fu(z) has no
eigenvalue near 1. This implies that the point (0,...,0) is in the complement of A(%).
When d = 2, and the graph of allowed transitions between vertices for the (killed) walk on

72 x {1,...,p} can be realized as a planar, biperiodic graph, then the spectral curve is a Harnack
curve [27, 20]. In particular, the boundary of the amoeba is given by the image by Log of the real
locus of €, that is, the points z = (z1,...,24) of € for which all z; are real. This is not true in

general. However, the Perron-Frobenius theorem implies the following result:

Lemma 59. The boundary of the connected component of the complement of A(€) containing the
origin is the image by Log of a connected component of €T, the real positive locus of € :

¢t ={z€ (Rs0)*; P(z) =0}.

Proof. By general results of real algebraic geometry [27], each connected component of the comple-
ment of the amoeba are convex. Let r = (r1,...,r4) a point on the boundary of that connected
component. Then the whole interval [0,7) is contained in the connected component of the com-
plement. Define M(s) = Fu(e®™,...,e*") for s € [0,1]. This matrix has non-negative entries, so
Perron-Frobenius theorem applies to M (s), which should have spectral radius given by its largest
positive eigenvalue A(s). The point s = 1 is the first point where det(I; —Fu(z)) = 0, for |z;| = e*7,
and the maximum principle implies that the only z with this constraint satisfying this equation is
z = €. The eigenvalue which is then equal to one must be the largest one, otherwise, by the in-
termediate value theorem, the Perron-Frobenius eigenvalue would have reached one for some s < 1,
which would be in contradiction with the definition of r. O

This allows one to make a connection between the geometry of the amoeba A(%’) and objects
introduced earlier.

e The closure of the connected component of the complement of A(%) containing the origin is
the set T introduced in Definition 7.

e The fact that starting from the origin, every direction u € S*! corresponds bijectively to a
point of T is a reformulation of the Ney-Spitzer homeomorphism in this context (see [%] for
related ideas).

e For every t € 9T, the eigenvector ¢, is a non-zero vector in the kernel of the matrix I; —Fu(z)
for z = (e'1,...,eld) = el

e Performing the Doob transform with ¢; to obtain j; implies that for any w € (€*),
Fur(w) = &7 Fuy(elw) - @y,

where @, is the diagonal matrix whose diagonal entries are the values of ¢, and the product

etw is understood coordinatewise.

e In particular the last point implies that the amoeba A(%;) for y; is obtained from the one for
u by a translation of vector —t, which means that the origin is now on the boundary of A(%}).

e The normal to 7 at t, which is parallel to Vp(t), can be interpreted as the direction of the
drift for the conditioned walk, as noted in [0, Def. 1.3, Prop. 2.16].
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