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Deploying Disaster-Resilient Service Function
Chains using Adaptive Multi-Path Routing
Mohamed Abderrahmane Madani, Fen Zhou, Senior Member, IEEE, and Ahmed Meddahi

Abstract—Network Function Virtualization (NFV) is a new
technology that deploys network services and functions as
software components in data centers and cloud environments.
One of its key applications is Service Function Chain (SFC),
which chains a set of Virtual Network Functions (VNFs) in a
specific order to deliver a desired service. However, deploying
NFV and SFC networks faces challenges, particularly in terms
of disaster resiliency. This encompasses natural disasters and
hardware failures, which can disrupt network operations and
lead to service interruption or degradation across an entire
disaster zone (DZ). Therefore, designing NFV and SFC networks
that can withstand disasters while providing high levels of service
availability and reliability is important. This paper presents
a new method for protecting SFCs using adaptive multi-path
routing. The proposed Multi-path Protection (MP) method has
the advantage of reducing the amount of reserved bandwidth
on backup paths by distributing SFC traffic over multiple DZ-
disjoint working paths. The problem being addressed involves
VNFs placement, routing SFCs, and implementing protection
mechanisms. The objective is to minimize network resource
consumption, including both the bandwidth used by request
routing paths and the computing resources for VNF execution.
To solve this multi-dimensional optimization problem, a path-
adaptive and flow-based integer linear program (ILP) is proposed
to provide the optimal solution in sall-size network settings. We
also propose a heuristic approach that offers the near-optimal
solution in a time-efficient way. Comprehensive simulation results
show that the proposed MP strategy outperforms traditional
Dedicated Protection (DP) in terms of bandwidth and processing
resource consumption, resulting in a significant gain up to 20%.

Index Terms—Network Function Virtualization (NFV), Service
Function Chain (SFC), Disaster Resiliency, Multi-path Routing,
Integer Linear Programming (ILP), Heuristic

I. INTRODUCTION

The increasing demand for network services has resulted in
the rapid development of technologies such as cloud and edge
computing, which require both high network resources and
reliability. Traditionally, network services require multiple net-
work functions (NFs) located on proprietary hardware equip-
ments, increasing operational and capital expenses: OPEX
(Operating Expenditures) and CAPEX (Capital Expenditures)
[3] [4]. To address this challenge, Network Function Virtu-
alization (NFV) is proposed, where NFs are decoupled from
their dedicated hardware appliances to be deployed on Virtual
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Machines (VMs) on top of generic hardwares such as servers
and storage devices in Data Centers (DCs). This approach
allows for better flexibility, cost-effectiveness, and scalability
by enabling network service providers to reduce the cost of
deploying and maintaining network functions while improving
flexibility and reliability of their networks. Furthermore, by
using VNFs, the number of functions can be scaled in or out on
servers to match the network service deployment requirements
[5].

To satisfy certain network requirements, Virtual Network
Functions (VNFs) must be arranged in a specific order to form
a service, termed a Service Function Chain (SFC). The SFC
allocation is managed by the Management and Orchestration
(MANO) system to satisfy specific business needs. Many
studies have been conducted on the SFCs mapping problem,
and most of them focus on backup and recovery by considering
only a single link failure or single node failure [6]. However,
under real conditions, natural disasters such as floods, earth-
quakes, or power outages may cause an area failure or even
large-scale failures, called Disaster Zone (DZ) [7] [8]. In this
case, all the nodes located in a DZ and the outgoing links
from this DZ will fail, causing network functions to fail to
recover from single node or link protection strategy. Therefore,
a DZ-disjoint working and backup paths embedding should be
considered to protect against disaster failures. In this paper,
we present a new protection strategy that is not frequently
seen in current research. This strategy is based on an efficient
disaster protection scheme for embedding SFC using adaptive
multi-path. Most of the existing works in this area are based
on single path routing for SFC, making the new multi-path
approach a unique and promising candidate in this context.

Our goal is to propose novel modeling and algorithms for
disaster protection of SFC by implementing multi-path routing.
The proposed approach differs from traditional methods that
only use a single working path. We focus on minimizing the
total network cost, including bandwidth and processing, while
fully provisioning and protecting a set of SFCs. The disaster
protection strategy addresses multiple aspects of network
planning optimization, such as NFV placement, SFC routing
and protection, which results in a complex combinatorial opti-
mization problem. To solve this problem, we propose a path-
adaptive and flow-based ILP to obtain the optimal solutions.
Additionally, heuristics are proposed to provide high-quality
solutions in a reasonable time. Our work leads to the following
four contributions:
• First, we propose a novel adaptive multi-path based

disaster protection scheme for SFC provisioning. Instead
of relying on a single working path to route an SFC,
we use multiple DZ-disjoint paths, along with a backup
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path for protection in case of a DZ failure. The proposed
multi-path protection scheme offers two main advantages:
it balances traffic load across multiple working paths
and reduces the reserved bandwidth on the backup path
by at least 50%. Through numerical simulations, we
make an important observation: When increasing the
number of paths for routing an SFC, the operational cost
decreases first and then starts to rise after reaching its
minimum. This demonstrates the necessity to find the
optimal number of routing paths so as to find a tradeoff
among the bandwidth savings and the operational cost.

• The studied SFC disaster protection problem is NP-
hard. We propose a new layered-flow based ILP model
to get the optimal protection solution. Our proposed
formulation is more adapted to actual needs than the
existing formulations. The key advantage of our approach
is that it uses an optimized number of paths for SFC
provisioning that can adapt to different requests based
on the network’s capabilities and availability. In contrast,
existing formulations use a fixed number of paths that is
predefined without regard to specific network conditions.

• In order to overcome the limitations of the ILP model and
to respond to real case scenarios where a large number
of SFC requests have to be processed in a short period
of time, new heuristics have been developed, for the first
time, that address the SFC disaster protection problem.

• The proposed ILP and heuristic algorithms were tested
using numerical simulations on multiple novel realistic
network topologies. The results show a significant en-
hancement of 20% cost saving in the proposed multi-path
protection scheme compared to the traditional disaster
protection methods. Moreover, the heuristics keep this
gain consistently, even for large-scale experiments, within
a reasonable time.

The organization of the remainder of the paper is outlined as
follows: Section II provides a review of the related literature.
Section III explores the Disaster-Resilient SFC with Multi-
Path Routing strategy. The ILP model and heuristics are
presented as solutions in Section IV. The effectiveness of the
proposed solutions is evaluated through numerical simulations
in Section V. Finally, we conclude this paper in Section VI.

II. RELATED WORK

SFC Embedding problem, as a sub-problem of Network
Embedding (NE), and is a well-known NP-hard problem.
It has been widely studied using various approaches and
criteria. Different use case scenarios have been considered in
these studies, taking into consideration specific constraints in
different areas such as packet/optical data centers. In terms
of optimization methods, various solutions have been also
proposed including the use of mixed integer linear program
(MILP/ILP) models as in [9] [10], Column Generation (CG)
as in [8] to find optimal solutions, fast heuristics as in [4] [6]
[11] to find approximating solutions, and meta-heuristics as in
[12].

Regarding the objectives of these studies, optimization of
network cost has been a major focus as in [4] [6] [13]

[11], while service availability in [12], latency in [9], and
jitter reduction have also been studied. In particular, [6]
focused on designing Virtual Network Functions forwarding
graphs (VNF-FGs) to describe resilient SFC and take into
account VNF dependencies and proposed back-tracking SFC
mapping methods to allocate VNFs. [3] proposed various
heuristic algorithms to allocate VNFs based on different route
selection schemes. [4] presented an ILP formulation for VNF
orchestration in a small scale network and then used a heuristic
to deal with large instances to solve it in a reasonable time.
[11] considered the path latency and resource capacity limits,
while minimizing the number of used nodes and arcs. [9]
proposed protection strategies against single-node, single-arc,
and single-node/link failures. Additionally, [13] proposed a
path-based MILP to minimize the node activation and VNF
installation cost, and also provided a heuristic to reduce
the computational time. In [14], a detailed survey on VNF
placement and SFC routing problems are presented, either
dealt with independently or jointly, optimization objective and
mathematical formulations, also recent existing solutions were
summarized and compared. [15] discusses the importance of
various parameters in the effective placement of virtualized
network functions in 5G and beyond, with a review of existing
VNF placement strategies and algorithms.

The topic of disaster-resilient networking has seen great
attention in recent papers, such as in [7] [8] [16] [17] investi-
gating various approaches to the problem. However, relatively
few studies have focused specifically on disaster-resilient SFC
embedding. Previous works, such as [12] proposed a RA-GEN
scheme with a proposed heuristic algorithm, aims at mini-
mizing VNF deployment cost, routing cost, and link usage.
[18] addresses Connectivity-aware Virtual Network Embed-
ding problem, which consists in embedding a virtual network
(VN) on a substrate network while ensuring VN connectivity
against multiple substrate link failures. [19] proposed a multi-
path link embedding to improve the survivability of virtual
networks. However, most of the proposed schemes reserve
the same bandwidth on the backup path as the working path,
leading to a significant waste of bandwidth. [20] focused
on the reliability of 5G transport-network slices in Elastic
Optical Networks while providing dedicated protection and the
proposed solution incorporates techniques such as bandwidth
squeezing and survivable multi-path provisioning to reduce the
amount of backup resources required.

The first work that proposed using the multi-path approach
for SFC protection was presented in [21], suggested the use
of multiple DZ-disjoint working paths and balancing the SFC
traffic load to reduce the reserved bandwidth on the backup
path by at least 50%. An ILP model was proposed for this
purpose, but it had a fixed number of paths which is prede-
termined without taking into account the network conditions.
Therefore, the model did not accurately represent real-world
scenarios. This paper aims to propose practical solutions
for disaster-resilient SFC embedding and to investigate the
potential benefits of using an adaptive multipath strategy to
protect SFC. This will help to increase their applicability
and effectiveness in real-world scenarios and may lead to
infeasible solutions. It’s worth noting that heuristics have been
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proposed in [1] for this purpose, and preliminary evaluations
indicate the potential effectiveness of this strategy. In addition,
a path-adaptive ILP was also proposed in [2] for solving the
problem optimally in small networks. However, there is still a
pressing need for a more thorough theoretical examination of
the proposed Multi-path Protection strategy, including the bi-
objective optimization in the objective function, the impact of
the number of paths on the operational cost, and the protection
efficiency, which motivates this paper.

III. DISASTER-RESILIENT SERVICE FUNCTION CHAINS
WITH ADAPTIVE MULTI-PATH ROUTING

The ability to provide reliable and efficient SFC is crucial
for modern networks. Ensuring SFC availability during natural
disasters is challenging due to potential threats to network reli-
ability. To address this, an effective disaster protection scheme
for SFC provisioning that optimizes resources is necessary.
By managing and allocating network resources carefully, we
can enhance network resiliency and ensure continued SFC
provision during disasters. We first outline the general network
structure, including physical nodes and arcs, as well as VNFs
and virtual links used for SFC requests. Then, we introduce
our adaptive multi-path SFC disaster protection strategy. The
following sections will detail our strategy’s implementation.

In our study, we focus on bandwidth and CPU processing as
the primary cost components of NFV operations, aligning with
the emphasis in most literature [22] [23]. Other costs, such as
VNF storage on the node, are taken into account by constraints
to ensure this cost remains within the limits of resources.
However, it is essential to recognize that the operational cost
includes additional expenses such as instantiation costs, data
fragmentation costs, data merge costs, monitoring costs, etc.
These factors are often highlighted in various studies [24] [25].
Our objective is to minimize operational costs by reducing
bandwidth and CPU processing expenditures, acknowledging
the potential for other costs to influence the net savings.
Notably, VNF storage is also taken into account by the
constraints to ensure capacity limits.

A. Network Modeling

In our study, networks are represented as a connected
directed graph G = (V,A), where V is a set of N physical
nodes {v1, v2, · · · , vN}, A is a set of physical arcs, and
uv ∈ A represents one specific arc from node u to node v. The
set of disaster zones (DZs) is denoted by Z = {z1, z2, · · · zq}.
Each DZ contains the set of nodes and arcs that are potentially
affected by a single disaster. For each node vi ∈ V , c(vi)
is the total processing capacity, and z(vi) are the associated
DZs. For each arc uv ∈ A, b(uv) is the bandwidth capacity
and z(uv) are the associated DZs. The set of processed
l SFC requests is R = {r1, r2, · · · , rl}. An SFC request
r ∈ R with a single replica of each VNF and a single virtual
link between consecutive VNFs is typically represented as
r = {sr, fr

1 , f
r
2 , · · · , fr

m, dr}, with F r = {fr
1 , f

r
2 , · · · , fr

m} as
the set of m required VNFs, sr as the source node, and dr as
the destination node of the request. The virtual links are repre-
sented as {er1, er2, · · · , erm+1}, where eri = (fr

i−1, f
r
i ) connects

two consecutive VNFs, er1 = (sr, fr
1 ) and erm+1 = (fr

m, dr)
connect the source and destination nodes, respectively. A
virtual link can be associated with a single physical link, or
can extend across multiple links and nodes to interconnect the
VNFs. The traffic flow might change after passing through
a VNF. To measure and represent the traffic change of VNF
fr
i , we use varflow(f

r
i ) =

forwarding data rate
initial data rate . For example,

the data rate could increase by 200% after passing through fr
1

before arriving at fr
2 . However, we assume varflow = 1 for all

VNFs, as a common assumption in most of the literature [26]
[27]. For each VNF replica, the demanded processing capacity,
denoted as cpu(fr

i ), is determined by four factors [21]: the
initial traffic data rate ∆r, a coefficient σfr

i
representing the

amount of processing capacity required per unit of bandwidth
for a specific VNF fr

i , the traffic change varflow(f
r
i ), and the

path splitting number kr when using multipath routing. Hence,
the processing capacity is cpu(fr

i ) =
σfr

i
·∆r

kr−1 × varflow(f
r
i ).

TABLE I
NETWORK SETS AND PARAMETERS

G(V,A) Network with node set V and arc set A.
R Set of requests r(sr, zrs , d

r, zrd, k
r, F r), where sr , zrs , dr , zrd ,

kr and F r are source node and its DZ, destination node and its
DZ, predefined maximum number of DZ-disjoint paths, and the
required VNF set.

∆r Initial traffic data rate for request r from sr .
T r T r = {1, 2, 3, · · · , kr}, index set of paths and VNF replicas

for request r.
prt t-th path of request r, and t ∈ T r .
fr
i i-th VNF required by SFC request r.

fr
it t-th replica of VNF fr

i , and t ∈ T r .
eri Virtual link from fr

i to fr
i+1.

z ∈ Z DZ/set of DZs. Each z contains a set of arcs and nodes.
zrs Disaster zone for source node sr . Note that zrs is 0 if source

node is outside of any DZ.
zrd Disaster zone where destination node dr is located at. Note that

zrd is 0 if destination node is outside any DZ.
N+

v /N−
v Set of outgoing/incoming arcs from node v ∈ V .

Kfr
i

Maximum number of replicas for VNF fr
i in the network G.

σfr
i

Coefficient related to processing capacity per bandwidth unit for
VNF replica fr

i .
θ Weighting parameter to adjust cost combination.
cuv Maximum available bandwidth for arc uv.
cv Maximum available processing capacity for node v.
wv Maximum VNF installation limit on node v.
S Set of incompatible VNF pairs.

B. Multi-Path based Disaster Protection Strategy (MP) for
SFC

To address the issue of protecting network infrastructures
and services from the impacts of potential disasters, our
main objective is to minimize the total bandwidth usage and
processing cost of VNFs while guaranteeing protection for all
SFC requests. Dedicated Protection (DP) is the well-known
strategy used for addressing the problem of link or path
failures in network infrastructures and services. The concept
of DP involves constructing a pair of links -or nodes- disjoint
paths for each SFC request, one primary working path and
one backup protection path, that visit all the required VNFs
in a predefined order. In normal conditions, only the primary
working path is used to route the SFC request, while the
same bandwidth should also be reserved in advance on the
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(b) Disaster Multi-path Protection (MP)

Fig. 1. SFC Disaster Protection

dedicated backup path. In the context of protecting against
disaster failures, the two paths should be DZ-disjoint such
that the SFC request can be switched to the reserved backup
path instantly once the working path is affected by a failure,
ensuring that at least one path is available in case of any
single DZ failure. However, DP strategy is known to be
resource-intensive. The same amount of resources as required
by the SFC request is reserved for use in case of disaster
failure, and it will only be used in such situations. Thus, it
is critical to investigate other effective strategies to ensure
protection while minimizing resource waste. We set aside
some trivial cases, such as when a failed DZ contains the
source or destination node of an SFC request or when the
working path does not cross any DZ. We did not consider
these trivial situations in our study because they do not require
implementing disaster protection. We only focus on scenarios
where disaster protection is necessary. Moreover, in some
specific use cases the VNF does not support traffic splitting
thus preventing the request from utilizing multipath routing.
To take into consideration this specific scenario, the solution
is to set kr = 2 to ensure traditional protection as DP with a
working path and a backup path.

The concept of multi-path routing constitutes an interesting
and relevant solution, as it gives the ability to distribute
network traffic evenly across multiple working paths. Inspired
by this fact, we propose a multi-path based disaster protection
strategy (MP), which provisions an SFC request with multiple
DZ-disjoint working paths plus one shared backup path. This
approach ensures minimal impact in case of a DZ failure.
As the working paths are DZ-disjoint, they do not share any
common zone of failure. In case of a DZ failure, only one
working path is affected, and can be rapidly switched to the
backup path. Adopting this MP strategy not only leads to
a more effective protection solution in terms of bandwidth
reservation on the backup path, as it reduces by at least 50%

of the typical bandwidth required by the classical DP strategy.
Similarly, this also results in the same amount of reduction
of the VNF processing cost for the nodes of the backup path.
Fig. 1 presents an illustration of the MP protection concept. Let
us take an example of an SFC request with initial bandwidth
demand of ∆r that requires two VNFs (vDPI and vFirewall).
As shown in Fig. 1 (a), The DP scheme provides two paths,
P1 and P4(BP), that traverse all the required VNFs in the
specified order, with P1 serving as the primary path (in blue)
and P4 as the backup path (in red). To ensure seamless disaster
recovery, the same bandwidth is reserved on both the primary
and backup paths, resulting in a total bandwidth usage of 2∆r.
It is clear that the two paths should not cross the same DZ
(colored oval zones in Fig. 1).

Different from the DP, the MP approach in Fig. 1 (b)
uses three DZ-disjoint paths (P1, P2, and P4(BP)) for the
SFC request. Each SFC request goes through all the required
VNFs in the specified order. The paths P1 and P2 function
as the working paths, while P4 serves as the backup path.
By distributing the SFC traffic load across the two working
paths, each one carries 1

2∆
r bandwidth. For protection, the

reservation on the backup path is reduced to 1
2∆

r, leading
to saving a half of the backup bandwidth compared to the
traditional DP scheme. More paths result in greater backup
bandwidth savings, because only one of the working paths
will be affected and should be instantly switched to the backup
path in case of a DZ failure. The same reduction of processing
costs can be achieved for the required VNFs.

The resource consumption between the two strategies is
outlined in Table II. In DP, 6 links are used (4 for the working
path and 2 for the backup path), each one with a data rate of
1 unit per path, and 4 units of CPU are utilized (2 VNFs
for the working path and 2 for the backup path). In MP, 4.5
represents the bandwidth utilization for the three paths, with
a data rate of 1

2 and 9 used links, while CPU utilization is 3
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(2 VNFs per path × 3 paths × 1
2 data rate). For four paths,

11
3 denotes the bandwidth utilization, with a data rate of 1

3
and 11 used links, and CPU utilization is 8

3 (2 VNFs per
path × 4 paths × 1

3 data rate). This example shows a 25%
savings in both total bandwidth and CPU processing usage
compared to DP. Furthermore, when the number of working
paths is increased to 3 (P1, P2, P3, and P4(BP)), with 1

3∆
r

bandwidth, the new strategy saves 40% in total bandwidth and
34% in CPU processing, highlighting the superiority of MP in
terms of resource optimization over the traditional approach.
However, using more paths also impacts other costs due to the
need for additional VNF replicas, physical nodes, and arcs.

TABLE II
DP & MP RESOURCE CONSUMPTION

Paths Data Rate per Path Links Bandwidth VNFs CPU

DP 2 1 4+2 6 4 4

MP 3 1/2 4+3+2 9/2 6 3
4 1/3 4+3+2+2 11/3 8 8/3

There is a trade-off between the number of paths used
and the operational cost, as shown in Fig. 2, which includes
additional costs such as VNF storage and instantiation, and
data fragmentation/merge cost etc. More paths require more
VNFs to be instantiated and lead to greater data fragmen-
tation/merge, but the bandwidth and CPU processing needs
are reduced. Conversely, less paths require less VNFs and
thus less data fragmentation/merge cost, but result in higher
bandwidth and CPU processing demands. Therefore, while
increasing the number of paths can enhance load distribution
and disaster resilience, it is essential to find an optimal balance
that minimizes the operational cost without compromising
network performance and reliability. The optimal number of
paths depends on the network topology and the SFC requests.
Moreover, in some situations, it is not possible to generate
multiple DZ-disjoint routing paths for all source-destination
pairs. Also, the number of paths varies based on network
configurations and requests. So, it is necessary to define a
maximum number of paths for each request. This leads to
seeking for the maximum number of paths (starting from
a minimum of two paths) without exceeding the predefined
upper limit kr to ensure the provisioning, protection, and
resource optimization.

Number of Paths

Operational Cost

•

• •
0 kr = 2 Optimal number

0

Minimal Cost

Fig. 2. The Relationship Between the Number of Paths and Operational Cost

C. Problem Statement

We consider a network G(V,A), a set of DZs Z each
involving a set of nodes and arcs, and a set of SFCs requests
r ∈ R with a specified bandwidth demand ∆r and an
ordered sequence of VNFs F r. Given this, the studied prob-
lem, namely Disaster-Resilient SFC MP, entails determining
the optimal placement of VNFs on the physical nodes and
implementing efficient multi-path routing and protection for
SFCs. We assume a single DZ failure at a time, thus this
routing must ensure that the paths are DZ-disjoint to provide
disaster protection. The objective is to minimize the total
network resource consumption, which encompasses both the
bandwidth utilized by the routing paths and the computational
resources required for the execution of VNFs.

The Disaster-Resilient SFC MP problem is a variant of the
SFC Embedding (SFCE) problem [28], with the integration
of supplementary constraints including multipath and DZ-
disjoint constraints. Our problem can thus be reduced to the
SFCE problem, which is NP-hard [22]. Since the execution
of VNFs in SFC follows a specific order, the SFCE problem
is equivalent to the traditional Virtual Network Embedding
(VNE) problem, which is proved NP-hard [23].

IV. PROPOSED SOLUTIONS

We present practical solutions that are applicable in real-
world scenarios compared to the existing ones. To validate our
problem modeling, we propose a novel and adaptive ILP model
that provides the optimal solutions. Furthermore, we propose
new heuristics for the MP that give near-optimal solutions, in
terms of solution quality and computation efficiency.

A. Optimal Solution: Adaptive ILP

In this section, we present a mathematical formulation of the
multi-faceted optimization problem for the disaster protection
of SFC, combining the VNFs placement, SFC routing, and
protection. This problem is known to be NP-hard, and becomes
even more complex when multiple paths are introduced. In
[21] an ILP formulation was proposed, nevertheless, it requires
a predefined and fixed number of paths for each request
(which is hard in real-world dynamic scenarios). However,
we develop a new formulation that addresses this issue and
enhances the model’s flexibility. In our adaptive ILP, we define
only an upper limit for the number of paths that can be
used, rather than a fixed number. This requires to introduce
new constraints with linearizations. Tables I & III contain the
network parameters and ILP variables.

1) Objective Function: The goal of introducing multi-path
routing for SFC disaster protection is to reduce the total
bandwidth and processing cost. We define θ as an adjustable
weighting parameter that can be determined by network op-
erators. Therefore, the objective function for our multi-path
disaster protection problem can be expressed as follows:

min
∑
r∈R

[
B(r) + θ · C(r)

]
(1)
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TABLE III
VARIABLES IN ILP FORMULATIONS

α
prt
z ∈ {0, 1} Equals 1 if path prt of request r crosses DZ z,

otherwise 0.

β
prt
fr
itv

∈ {0, 1} Equals 1 if the t-th replica of fr
i on node v is used

on the working/backup path prt , otherwise 0.

γ
fr
it

v ∈ {0, 1} Equals 1 if the t-th replica of fr
i exists on node v,

otherwise 0.

ξ
prt f

r
i

uv ∈ {0, 1} Equals 1 if arc (u, v) is used on the working/backup
path prt from sr to the node storing fr

i , otherwise 0.

ξ
prt
uv ∈ {0, 1} Equals 1 if arc (u, v) is used on the working/backup

path prt , otherwise 0.
mr

h ∈ {0, 1} Equals 1 if the number of paths is h (2 ≤ h ≤ kr)
for request r, otherwise 0.

λr
t ∈ {0, 1} Equals 1 if path t is used for request r, otherwise 0.

W
prth
uv ∈ {0, 1} Auxiliary variables: W prth

uv := ξ
prt
uv . mr

h

Z
prth

fr
itv

∈ {0, 1} Auxiliary variables: Zprth

fr
itv

:= β
prt
fr
itv

. mr
h

The first term in (1) represents the total bandwidth usage of
all arcs for all SFC requests

B(r) =
∑
t∈T r

∑
uv∈A

kr∑
h=2

W
pr
th

uv
∆r

h− 1
(2)

The second term in (1) represents the total processing cost for
VNF executions, and it is expressed as follows

C(r) =
∑
v∈V

∑
fr
i ∈F r

∑
t∈T r

kr∑
h=2

Z
pr
th

fr
itv

σfr
i
∆r

h− 1
(3)

Let define maxB = 2(|V | − 1)×
∑

r∈R ∆r and maxC = 2×∑
r∈R

∑
f∈F r ∆r×σf , we distinguish three scenarios for the

objective function: the Bandwidth-dominant scenario, where
θ ≪ 1

maxC ; the CPU-dominant scenario, where θ ≫ maxB;
and a trade-off case, where 1

maxC < θ < maxB.
In order to fully provision and protect SFCs, our ILP

model must satisfy constraints (4)-(25), that are presented and
explained in the following subsection.

2) Constraints:
• Paths constraints

kr∑
h=2

mr
h · h =

∑
t∈T r

λr
t , ∀r ∈ R (4)

kr∑
h=2

mr
h = 1 ∀r ∈ R (5)

λr
t ≥ λr

t+1 ∀r ∈ R,∀t ∈ [1, kr − 1] (6)

Constraint (4) guarantees that the total number of used paths
equals the number of selected paths. (5) ensures that only one
specific number of paths is selected from the range between 2
and the maximum number of paths kr. Constraint (6) ensures
that the paths are explored in a sequential order.
• VNF set constraints∑
t∈T r

λr
t ≤

∑
v∈V

∑
t∈T r

γ
fr
it

v ≤ Kfr
i
, ∀r ∈ R,∀fr

i ∈ F r (7)

Constraint (7) sets the lower and upper bounds for the number
of VNF replicas fr

it. The number of replicas must be at least

as large as the total number of used paths to ensure that each
path can be routed through at least one replica of VNF fr

i .
However, the number of replicas should not exceed capacity.
• VNF allocation

β
pr
t

fr
itv

≥ γ
fr
it

v +
∑

u∈N−
v

ξ
pr
t

uv − 1, ∀r ∈ R,∀v /∈ sr, (8)

∀t ∈ T r,∀fr
i ∈ F r

β
pr
t

fr
itv

≤ γ
fr
it

v , ∀r ∈ R,∀v ∈ V,∀t ∈ T r,∀fr
i ∈ F r (9)

∑
v∈V

γ
fr
it

v ≤ λr
t , ∀r ∈ R,∀fr

i ∈ F r,∀t ∈ T r (10)

Constraints (8)-(9) determine the location of the i-th required
VNF replica fr

it on the working/backup path. Constraint (10)
ensures that for a required i-th VNF, the number of allocated
replicas fr

it does not exceed the number of used paths.
• Incompatibility constraints

γ
fr
it

v + γ
fr′
i′t′

v ≤ 1, ∀v ∈ V , ∀t ∈ T r, (11)

∀t′ ∈ T r′ |(fr
it, f

r′

i′t′) ∈ S

Constraint (11) ensures that two VNFs, fr
it and fr′

i′t′ , are not
compatible, and cannot be instantiated on the same node.
• Capacity constraints∑

r∈R

∑
fr
i ∈F r

∑
t∈T r

β
pr
t

fr
itv

≤ wv, ∀v ∈ V (12)

∑
r∈R

∑
fr
i ∈F r

∑
t∈T r

kr∑
h=2

Z
pr
th

fr
itv

σfr
i
∆r

h− 1
≤ cv, ∀v ∈ V (13)

Z
pr
th

fr
itv

≥ β
pr
t

fr
itv

+mr
h − 1 ∀r ∈ R,∀fr

i ∈ F r,∀t ∈ T r, (14)

∀h ∈ [2, kr]

Z
pr
th

fr
itv

≤ 1

2
(β

pr
t

fr
itv

+mr
h) ∀r ∈ R,∀fr

i ∈ F r,∀t ∈ T r, (15)

∀h ∈ [2, kr]

∑
r∈R

∑
t∈T r

kr∑
h=2

∆r

h− 1
W

pr
th

uv ≤ cuv, ∀uv ∈ A (16)

W
pr
th

uv ≥ ξ
pr
t

uv +mr
h − 1 ∀r ∈ R,∀t ∈ T r, (17)

∀h ∈ [2, kr],∀uv ∈ A

W
pr
th

uv ≤ 1

2
(ξ

pr
t

uv +mr
h) ∀r, ∀t ∈ T r,∀h ∈ [2, kr],∀uv (18)

(12) represents the maximum capacity for VNF replicas on
the node v . (13) ensures that the node’s processing capacity
is compliant with all instantiated VNFs. (14) and (15) are
linearization constraints. The former ensures that Zpr

th
fr
itv

equals

zero if either β
pr
t

fr
itv

or mr
h is zero. The latter will verify that

Z
pr
th

fr
itv

equals 1 if both binary variables are set to 1. Constraint
(16) ensures that the bandwidth requirement for an arc remains
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under the physical bandwidth capacity of the arc. (17) and (18)
also represent linearization constraints.
• Flow-conservation constraints

∑
u∈N+

v

ξ
prt f

r
i

vu −
∑

u∈N−
v

ξ
prt f

r
i

uv =


λr
t , v = sr

− β
prt
fr
itv

, v ̸= sr, ∀r ∈ R,

∀t ∈ T t,

∀fr
i ∈ F r, ∀uv

(19)

∑
u∈N+

v

ξ
prt
vu −

∑
u∈N−

v

ξ
prt
uv =


λr
t , v = sr

− λr
t , v = dr

0, otherwise
∀r ∈ R, ∀t ∈ T r, ∀uv

(20)

ξ
prt f

r
i

uv ≤ ξ
prt f

r
(i+1)

uv ≤ ξ
prt
uv , ∀r ∈ R, ∀t ∈ T r, ∀uv, (21)

∀fr
(i+1) ∈ F r, |F r| ≥ 2

ξ
prt f

r
1

uv ≤ ξ
prt
uv , ∀r, ∀t ∈ T r, ∀uv,∀fr

1 ∈ F r, |F r| = 1 (22)

Constraint (19) generates working/backup paths from the
source node sr to the node hosting the VNF replica fr

it.
Note that the t-th VNF replica corresponds to the path prt
to avoid mixing different paths and replicas. Constraint (20)
generates working/backup paths from the source node sr to
the destination node dr. Constraint (21) specifies the sequence
order of VNFs if the number of required VNFs is |F r| ≥ 2. If
|F r| = 1, constraint (22) ensures that the path from sr to VNF
fr
1 is included in the working/backup path. Fig. 3 illustrates

the concatenation of sub-paths from the source to the nodes
hosting the VNFs. Each sub-path is included sequentially
in the subsequent sub-paths, forming a complete path from
the source to the destination, that traverses the VNFs in a
sequential order. We prove it by the following Lemma.
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Fig. 3. Flow-conservation constraints explanation

Lemma: Given an SFC request r =
{sr, fr

1 , f
r
2 , · · · , fr

m, dr}, [m] = {1, 2, . . . ,m}, let Pi be
the path from sr to the node hosting fr

i for all ∀i ∈ [m], and
Pm+1 be the path from sr to dr. If ∀i ∈ [m], Pi ⊆ Pi+1, then
Pm+1 traverses all the VNFs of F r in the given order.

Proof: We make the proof by contradiction and assume that
Pm+1 is not the path that traverses F r in the given order. As
∀i ∈ [m], Pi ⊆ Pi+1, the node hosting fr

i in Pi must also be
included in Pi+1. Hence, we can construct a set of segments
{Si : i ∈ [m]} as follows: S1 is the path from sr to the node
hosting fr

1 in P1; Si+1 : 1 ≤ i < m is the segment from
the node hosting fr

i to the node hosting fr
i+1 in Pi+1; and

finally Sm+1 is the segment from the node hosting fr
m to dr

in Pm+1. Indeed, the union of these segments, ∪i∈[m+1]Si,
form a continuous path from sr to dr that ensures the VNFs
F r are traversed in the correct order. Since ∀i ∈ [m+1], Si ⊆
Pi ⊆ Pm+1, we have ∪i∈[m+1]Si ⊆ Pm+1. Consequently,
Pm+1 contains the path formed by the segment union, which
crosses F r in the given order. This contradicts with our initial
assumption, and thus the proof follows.
• DZ-disjoint constraints

α
pr
t

z ≤
∑
uv∈z

ξ
pr
t

uv, ∀r ∈ R,∀z ∈ Z,∀t ∈ T r (23)

α
pr
t

z ≥ ξ
pr
t

uv, ∀r ∈ R,∀z ∈ Z,∀uv ∈ z,∀t ∈ T r (24)∑
t∈T r

α
pr
t

z ≤ 1, ∀r ∈ R,∀z ∈ Z\{zrs , zrd} (25)

Constraints (23)-(24) are used to define the Disaster Zone for
the working or backup path. Constraint (25) ensures that paths
are DZ-disjoint (each DZ affects only one path of the same
SFC request r).

B. Time-efficient Solutions : Heuristics

The problem we address is a complex NP-hard problem.
While the proposed ILP model is able to provide the optimal
solution, it cannot be applied to real-world scenarios where
a large number of requests need to be processed in large
networks within a limited time. Therefore, we propose heuris-
tics that provide practical, near-optimal solutions with high
scalability. These heuristics address the problem efficiently
while maintaining a high level of accuracy.

1) Divide-and-Conquer Based Joint Optimization Heuris-
tic: We first propose a Divide-and-Conquer Based heuristic
(namely DCBJOH) and give its flowchart in Figure 4. The
DCBJOH innovatively integrates routing, protection, and VNF
placement into a single joint optimization framework, which
allows for simultaneous optimization and is thus particularly
effective for disaster-resilient SFC deployment. This approach
consists of two main steps: (1) find DZ-disjoint multipath
for routing SFC requests and (2) place VNFs on specific
nodes along the determined routing paths by considering the
sequence order of the VNFs for each request. The proposed
heuristic aims to support various network topologies and
configurations, including intersections of DZs or nodes outside
any DZ. The first step of DCBJOH prioritizes and processes
the routing of the SFC requests. We process the requests in
a sequential order. Based on a reduced graph (DZ-Graph), all
nodes of a DZ are concatenated into a single vertex, i.e., each
node of DZ-Graph represents a DZ. This approach allows the
extraction of all DZ-paths that are DZ-disjoint. For a request
r, for the DZ-Graph, we explore the maximum number of
DZ-paths without exceeding kr. These DZ-paths are obtained
by computing the shortest path between the source DZ (zrs)
and the destination DZ (zrd). Once this shortest path is found,
all the traversed DZs are removed, except zrs and zrd, before
exploring the next DZ-path. Thus, each DZ-path consists of
a subgraph that contains the source (sr) and destination (dr).
The working paths are selected only from the shortest path
from sr to dr in each DZ-path. This ensures that the selected
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Fig. 4. DCBJOH Flowchart

working paths are DZ-disjoint (do not share the same DZs). In
a second step, the placement of the VNFs on the determined
paths is solved as an assignment problem using an ILP model
(a typical SFC has a maximum limit of 15 VNFs [23]). A loop
is defined until all SFC requests are processed.

Algorithm 1 shows the detailed procedure of DCBJOH
algorithm, which handles requests iteratively one at a time.
For a request r, lines 2–6 determine the set of DZ-paths by
providing the shortest path between zrs and zrd. To satisfy
the DZ-disjoint constraint, the DZs traversed in the previous
iteration are removed by line 6. As long as the number of
DZ-paths is no less than two, line 9 sorts the DZ-paths by
hops, and lines 10–15 determine the path bandwidth. Lines
10–12 address situations when the number of DZ-paths
exceeds its upper bound kr, while lines 13–15 address the
opposite situations. Lines 16–24 generate the working-backup
paths based on the DZ-paths (subgraphs containing sr and
dr). For each DZ-path, if there is a shortest path from sr

to dr, it becomes a working-backup path (line 18), and the
capacities of the corresponding edges are updated (line 20).
If there is no path from sr to dr (line 21), the DZ-path is

Algorithm 1: DCBJOH
Input : G (V, A, DZs) /∗Graph (nodes, arcs, DZs)∗/

DZ Graph /∗ Graph concatenates the nodes of a
DZ into a single vertex ∗/

R={r(sr , dr , F r , ∆r , kr)} /∗Requests Set∗/
Output: VNFs placement, Multi-Path DZ-disjoint path routing and protection

1 forall r ∈ R do
2 G′= DZ Graph ; DZ-Paths ←− Ø ;
3 while ∃ path(sr, dr) ∈ G′ / ∗ path(sr, dr) : Path

between source and destination∗/ do
4 if pc /∈ DZ-Paths / ∗ pc : the shortest path(sr, dr)

in G′ ∗ / then
5 DZ-Paths ←− DZ-Paths ∪ pc ;
6 G′ ←− G′ ∪ {DZ(sr), DZ(dr)}\{pc ∩ DZs} ;

7 Finish ←− False ;
8 while | DZ-Paths | ≥ 2 and !Finish do
9 Rank(DZ-Paths) ; Paths ←− Ø ;

10 if | DZ–Paths | > kr then
11 DZ–Paths’ ←− DZ–Paths[1 : kr] ;
12 Bp = ∆r

kr−1 ; /∗Calculate the Bandwidth in
one path∗/

13 else
14 DZ–Paths’ ←− DZ–Paths ;
15 Bp = ∆r

|DZ–Paths′|−1
;

16 forall PDZ ∈ DZ-Paths’ do
17 G′′ = G(V (PDZ), E(PDZ)); /∗Extract a

sub-graph G′′ from G contain all nodes
and edges of DZs of PDZ ∗ /

18 if ∃ path(sr, dr) ∈ G′′ where ∀e ∈ path(sr, dr),
c(e) ≥ Bp then

19 Paths ←− Paths ∪ ps; / ∗ ps: the shortest
path(sr, dr) where ∀e ∈ ps, c(e) ≥ Bp ∗ /

20 Temporary updates arcs capacities ;
21 else
22 DZ-Path ←− DZ-Path\{PDZ} ;
23 Cancel temporary updates ;
24 Go to (line 8) ;

25 forall PDZ ∈ DZ-Paths’ do
26 if Find optimal placement(F r , V (Path) ); /∗Function to

assign VNFs in nodes of Path∗/ then
27 Temporary updates nodes capacities ;
28 else
29 DZ-Path ←− DZ-Path\{PDZ} ;
30 Cancel temporary updates ;
31 Go to (line 8) ;

32 Finish ←− True

33 if Finish then
34 Validate updates ; Accept the protection of request r ;
35 else
36 Ignore the protection of request r ;

removed, and temporary updates are cancelled in lines 23.
In this case, the process then restarts from line 8. After
generating the working-backup paths in the previous step,
the Find optimal placement function is called in line 26.
This function takes the path nodes and VNFs of request r as
input to determine the optimal VNF assignment on the nodes
along the path. If there is a possible assignment, we update
node capacities accordingly (line 27). Otherwise, we delete
the DZ-path, cancel temporary updates (lines 29, 30), and
then go to line 8 to restart the process. Lines 33–36 verify the
completion of the working-backup paths and the placement
of the VNFs within the nodes. If true, the updates and
the request protection are validated. Otherwise, the request
protection is denied.

The DCBJOH algorithm’s complexity can be dissected into
three distinct parts. The first part, i.e., lines 1-6, is dedicated
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to finding DZ-Paths, with a worst-case scenario complexity
for the shortest path algorithm as O(|V |2). The complexity
for this part scales to O(|R| · K · |V |2). The next part, i.e.,
lines 7-24, focuses on generating the working/backup paths,
which employ the shortest path algorithm once again, leading
to a complexity of O(|R| · K2 · |V |2). The final part of the
algorithm, i.e., lines 25-31, is responsible for the placement
of VNFs on the nodes of the generated paths. The complexity
for this portion is defined as O(|R| · K2 · F ). Collectively,
DCBJOH’s time complexity is O(|R| · (K2 · |V |2+K · |V |2+
K2 · F )). It is important to note that this complexity is for
the worst-case scenario and does not reflect the typical time
complexity of the algorithm from a practical point of view. As
observed in practice, DCBJOH tends to run much faster than
this theoretical upper bound.

2) Two-Stage Optimization Heuristic (TSOH): TSOH
differs from DCBJOH in that it reverses the sequence of
steps, starting by placing VNFs on physical nodes and then
routing SFC requests through DZ-disjoint paths. First, for the
placement step, the algorithm estimates the total number of
replicas of each VNF type from the total requests. Then,
VNFs placement is explored one by one. TSOH computes a
weight for each node based on four parameters: the available
capacity in the node, the availability of the VNF type in the
node, the availability of the VNF type in the DZ, and finally
the distance between the node and the source-destination pair.
These weights are used to calculate a non-uniform probability
distribution for the placement of the VNFs, taking into account
the different weights of nodes. The weights are updated
dynamically following each VNF placement, leading to a
distribution of the VNFs that satisfies the constraints. Second,
for the routing step, the shortest path algorithm (Dijkstra’s)
is used to get the most efficient route from the source to
destination nodes, ensuring the DZ-disjoint multi-paths routing
and the VNF sequence order. The process is repeated to get
the maximum number of paths kr for each request.

The TSOH algorithm operates in two main stages: VNF
Placement and Path Routing, as outlined in Algorithm 2.
Stage 1: VNF Placement (lines 1-10): For each VNF f in
the set F of all VNFs (line 1), the algorithm computes a

Algorithm 2: TSOH
Input : G (V, A, DZs) /∗Graph (nodes, arcs, DZs)∗/

DZ Graph /∗ Graph concatenates the nodes of a
DZ into a single vertex ∗/

R={r(sr , dr , F r , ∆r , kr)} /∗Requests Set∗/
F=

⋃
r∈R F r /∗Set of VNFs of all requests∗/

Output: VNFs placement, Multi-Path DZ-disjoint path routing and protection
1 Stage 1: VNF Placement forall VNF f in F do
2 Compute weight for each node v in V based on:
3 Available capacity of node v ;
4 Availability of VNF type f on node v ;
5 Availability of VNF type f in the DZ assoicated to v ;
6 Distance between node v and (sr, dr) ;
7 Calculate non-uniform probability distribution for placement of VNF f ;
8 Place VNF f on node v based on the computed probability ;
9 Update weights dynamically after each placement ;

10 Update nodes capacities ;

11 Stage 2: Path Routing forall r ∈ R do
12 Initialize empty set of paths P r for request r ;
13 while number of paths ≤ kr do
14 Use Dijkstra’s algorithm to find the shortest path p from sr to dr

ensuring the VNF sequence order ;
15 Add the computed path to the set of paths P r ;
16 Delete the DZs crossed by p ;
17 Update links capacities ;

weight for each node v based on four factors: the available
capacity of the node, the availability of the VNF type f in the
node, the availability of the VNF type f within the node’s DZ,
and the distance between the node and the source-destination
pair (lines 2-6). This weight calculation creates a non-uniform
probability distribution for placing each VNF f (line 7). The
VNF f is then placed on node v based on this computed
probability (line 8), and the weights are updated dynamically
after each placement to reflect the current network state (line
9). The capacities of the nodes are updated accordingly (line
10).
Stage 2: Path Routing (lines 11-17): For each request r ∈ R
(line 11), the algorithm initializes an empty set of paths
Pr (line 12). It then iteratively finds paths using Dijkstra’s
algorithm (line 14) until the number of paths reaches the
maximum kr (lines 13-14). For each path found, the algorithm
checks that the VNF sequence order is maintained and ensures
that the path does not traverse the same DZ as other paths for
the same request. The found path p is added to the set Pr (line
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15), and the DZs crossed by p are deleted from consideration
(line 16). Finally, the capacities of the links used in p are
updated (line 17).

The placement part is based on the computation and dy-
namic update of nodes weights for each VNF placement. This
will potentially lead to a time complexity of O(|R|·F ·K ·|V |).
The routing part uses Dijkstra’s algorithm (considering its
worst-case scenario), which contributes to the overall time
complexity of O(|R| · K · |V |2). Hence, the overall time
complexity of TSOH is O(|R| ·K · (|V |2 + F · |V |)).

V. NUMERICAL RESULTS

We provide extensive simulations to evaluate the perfor-
mance and effectiveness of the MP strategy. For this, we
evaluate the ILP model and the heuristic approaches. First,
we compared the efficiency of MP against DP using the ILP
model. Then, we validate the effectiveness and time efficiency
of the proposed heuristic approaches by comparing with the
ILP model. We also evaluate the performance of the MP
strategy for solving large-scale instances using the heuristics.
We study the relationship between the network nodal degree
and the gain obtained using the MP strategy. We conduct
a deep analysis of the global effectiveness of the multipath
strategy in diverse network settings, by varying the SFC size,
the number of routing paths, and the parameter θ in the
objective function. Finally, We studied the case without SFC
protection, the impact of DZ failure, and the resources required
to ensure protection.

A. Simulation Settings

The ILP model was implemented in C++ using CPLEX
22.01, and the heuristics were implemented in Python. The
simulation was conducted on an AMD Ryzen 9 16-Core
Processor PC with a 3.4 GHz CPU and 128G bytes of RAM.
The simulation was performed on the network topologies
in Fig. 5 : Cost-239 network [21], and two new topologies
using the Renater and Geant networks [29]. We consider
various disaster risks to extract the DZs in Renater and Geant
networks, by mapping the French risks maps [30] and the
European risks maps [31, 32] respectively.

TABLE IV
NETWORK CHARACTERISTICS

Nodes Edges DZs Average Nodal Degree

Cost-239 (EU) 11 52 7 4.72
Renater (FR) 34 50 16 2.94
Geant (EU) 46 68 19 2.95

For each request, the content and source/destination nodes
are generated randomly, and the number of required network
functions was also chosen randomly. The weight, θ, used in
the objective function is determined by the network operator.
We set θ to 0.1 to prioritize bandwidth optimization. The
bandwidth capacity for each arc is 1000 Mbps, while node
processing capacity is fixed to 1000 MIPS (typical values
[33]). The initial bandwidth requirement for the request is set
to 1 Mbps, but it may vary depending on the service type

(ex: 20 Mbps for video streaming). The maximum number of
VNF replicas for an SFC is set to be the same as maximum
path splitting number, 4 in our evaluations, with a coefficient
σfr

i
= 1 for each VNF instance. The maximum VNF instal-

lation capacity is assumed to be 1000 in a single node. The
backup path is selected randomly from the generated paths.
The simulation parameters are based on existing works [21]
[33] [34].

B. MP compared with DP (using ILP)

In order to compare the performance of the two protection
strategies, we conduct simulations for Cost239 and Renater
networks, with a number of requests ranging from 10 to 70,
by solving the ILP model using CPLEX. We assume a scenario
with 3 VNFs and an initial traffic data rate of ∆r = 1 Mbps.
As the number of requests and paths increases, the difficulty
in finding the optimal solution also increases, because the ILP
model becomes pretty hard and more complex to solve. For
example, in case of 4 paths and 70 requests, using the ILP
model to find the optimal solution takes 7000 seconds for the
Renater topology and 14000 seconds for the Cost239 topology.
Fig. 6 compares the Cost of the DP and MP strategies using
ILP for Cost239 topologies. Besides, when the number of SFC
requests increases, the results highlight the benefits of the MP
strategy, leading to at least 20% resource savings.

When transitioning from DP (i.e. 2 paths) to MP with 3
paths, an important gain is observed, with 20% reduction for
the total bandwidth and 19% reduction for the total processing.
The backup path shows 50% savings for bandwidth and
47% for processing. The implementation of MP with 4 paths
provides an additional 2% average improvement compared to
MP with 3 paths. The use of multiple paths results in an
optimization of resource usage in terms of bandwidth and
processing capacity.

Fig. 7 shows that the average nodal degree for the Renater
topology is quite low (2.94), limiting the use of more than
two paths for most requests. This restriction results in a
modest cost saving of 5% when transitioning from DP to MP,
which is significantly less than the potential savings offered
by the Cost239 topology, which has a relatively high average
nodal degree (4.72). Thus, the effectiveness of the protection
mechanisms within a network topology is dependent on a
variety of factors, including the average nodal degree, the
availability of DZ-disjoint paths, and the distribution of DZs.

C. Validation of Heuristics Efficiency Compared With ILP

We investigate the heuristic’s performance compared with
ILP for small-scale instances (number of requests varies from
10 to 70) for both Cost239 and Renater topologies. Fig. 8
gives a comparison between DCBJOH, TSOH, and the ILP
solution using Cplex for the Cost239 topology under different
scenarios: DP, MP with 3 paths, and MP with 4 paths. We eval-
uate two metrics : Quality of the solution and the Cost, while
varying the number of SFC requests. The quality of solution is
measured as the proportion of protected requests over the total
number of requests. For all three scenarios, both heuristics
provide high-quality solutions with 100% of requests being
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Fig. 6. DP vs. MP using ILP model (Cost239 network)
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Fig. 7. DP vs. MP using ILP model (Renater network)

protected. For the Cost metric, DCBJOH provides solutions
that are very close to the optimal solution (ILP), with a gap
that does not exceed 4% even in the worst cases. However,
even with good solution quality, TSOH shows a larger gap
from 19% to 25% compared to the optimal solution. Similarly,
for Renater topology, Fig. 9 shows that even in case of low
average nodal degree, DCBJOH gives high-quality solutions
close to the optimal solution and for all three scenarios. On the
other hand, TSOH produces low-quality solutions that do not
exceed 60%, meaning that 40% of requests are not satisfied.
This justifies the lower Cost compared to the optimal Cost for
the three scenarios. The execution time results are summarized
in Table V.

TABLE V
EXECUTION TIME IN ILP, TSOH AND DCBJOH (COST239 NETWORK)

Number of Requests 10 20 30 70 80 90 100Scheme Method

DP
(2 paths)

TSOH 0.17 1.21 3.49 26.98 31.71 38.90 40.66
DCBJOH 1.43 2.92 4.30 9.31 10.37 11.80 12.97

ILP 0.46 1.63 2.59 1137 1374 1811 2117

MP
(3 paths)

TSOH 0.25 2.26 7.74 110 92 128 136
DCBJOH 2.04 4.34 6.33 210 232 239 177

ILP 284 910 1020 4365 5589 - -

MP
(4 paths)

TSOH 0.34 3.26 18.48 31.97 97.81 54.50 35.80
DCBJOH 2.46 30.05 68.25 16.63 17.69 35.36 21.88

ILP 946 5582 11459 13255 - - -
Time unit : second (s)

- No feasible ILP solution after 4 hours or exhausting all the memory

D. Validation of MP Compared With DP for Large-Scale
Instances (Using Heuristics)

To validate the effectiveness of the MP strategy, we compare
different approaches: DP, MP with 3 paths and MP with 4

paths. We considered a large number of requests, ranging
from 100 to 1000 in the Cost239 and Geant networks. The
results for the Cost239 topology are presented in Fig. 10.
Both DCBJOH and TSOH achieve similar gains for small
and high numbers of requests, demonstrating the robustness
of the two heuristics. From DP to MP with 3 paths, the
reduction is 20% of the Cost, whereas MP with 4 paths gives a
reduction of 24%. The Cost for DCBJOH is much smaller than
TSOH, although both heuristics provide good solution quality.
However, TSOH’s performance degrades when the number of
requests reaches 600, as network saturation makes path routing
more challenging. DCBJOH is 60% faster compared to TSOH.
Fig. 11 shows the results for the Geant topology, a large and
sparse-connected topology with an average nodal degree of
2.95. The DCBJOH provides an excellent solution quality, as
100% of requests are protected while also reducing the Cost.
From DP to MP with 3 paths the cost saving is 7%, and
9% with MP 4 paths, with a limited time. For TSOH, only
79% of the requests are protected due to the specific topology
characteristics of Geant: large network size, low connectivity
and larger number of DZs. Thus, the computation time for a
solution increases significantly.

Performance of DCBJOH is better than TSOH in terms
of cost optimization, time consumption, and solution quality.
DCBJOH performs well even in large and sparsely connected
networks, such as the Renater and Geant topologies, as well as
for large number of requests (scalability). In contrast, TSOH
gives a worse solution quality, a higher cost, and longer
computing time, particularly for large sparse networks.

E. Impact of Nodal Degree on SFC Protection

Using MP, the obtained results showed that the Cost239
topology demonstrates a higher gain compared to the Renater
and Geant topologies. This finding has led us to investigate the
impact of nodal degree on resource protection and optimiza-
tion. To conduct this investigation, we progressively increased
the nodal degree in the Renater topology, as shown in Fig.
12. We began with an average nodal degree of 2.94 then
3.35, 3.64, and finally achieved an average nodal degree of
4.70, which is the same as the Cost239 topology. This was
accomplished by adding edges at increments of 14%, 24%, and
60%. Our goal was to examine the Cost and gain associated
with using MP with 3 paths and MP with 4 paths, as opposed
to DP. The results presented in Fig. 13 (for 70 requests) reveal
a direct relationship between the average nodal degree and the
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Fig. 8. DCBJOH, TSOH and ILP model for DP & MP (Cost239 network)
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Fig. 9. DCBJOH, TSOH and ILP model for DP & MP (Renater network)
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Fig. 10. Heuristics scalability for DP vs. MP (Cost239 network)
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Fig. 11. Heuristics scalability for DP vs. MP (Geant network)

gain from using MP, which leads to resource minimization.
With the same nodal degree as the Cost239 topology (4.70),
we observed an equivalent gain. Specifically, using MP with
3 paths instead of DP resulted in a 20% reduction in resource
usage, while using MP with 4 paths give a 22% reduction.
These findings underscore the significance of nodal degree
in optimizing network resources and enhancing protection.
Further research could focus on refining the balance between
nodal degree and resource utilization in various network
topologies to promote more efficient and resilient network
designs.

F. Performance Analysis of MP protection (DCBJOH Heuris-
tic) vs. Diverse Network Settings

Given that DCBJOH has demonstrated its superior perfor-
mance, we will focus our analysis on various parameters to
further comprehend its strengths. We execute simulations for
100 requests, repeating this process 100 times. We consider
standard parameters, varying one of these parameters at a time
to examine its impact. The maximum number of paths kr is
4, with 3 VNFs as SFC size and θ = 0.1, keeping sufficient
capacity for nodes and edges.
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(a) Average Nodal Degree = 3.35 (+14% edges) (b) Average Nodal Degree = 3.64 (+24% edges) (c) Average Nodal Degree = 4.70 (+60% edges)

Fig. 12. Nodal Degree variation (Renater network)
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Fig. 13. DP vs. MP using DCBJOH (Renater): Nodal Degree Variation
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Fig. 14. SFC size variation results using DCBJOH
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Fig. 15. Initial Traffic Data Rate variation results using DCBJOH

1) Varying SFC size: For different network topologies
- Cost239, Geant, and Renater, we analyze the Processing
Capacity and Average Paths by increasing the SFC size. The
number of VNFs in a request varies from 1 to 9. In traditional
protection strategies such as DP, the processing cost depends
only on the size of the SFC and not on the characteristics of
the topology. For instance, if there are 3 VNFs, the processing
cost will be the same on networks such as cost239, Renater,
and Geant, as the same amount of data needs to be processed
by the 3 VNFs for both the working and backup paths for all
requests. Fig. 14 shows that as the size of the SFC increases,
more processing capacity is required to support it, as indicated
by the upward trend of the processing cost curve. The graph
shows that Renater has a very low average paths per request
of 2.5, which implies higher processing costs. In fact, Renater
has the highest processing cost among the three topologies. On
the other hand, Cost239 has a high average paths per request
of 3.6, but the processing cost is relatively low, at less than
19%. Geant has a relatively low average paths per request of
2.8 and a processing cost that is less than 4% in Renater.
Therefore, having more average paths per request tends to
imply less processing costs. The graph highlights the benefits
of using multiple working paths (MP) to minimize processing
costs. The more working paths used, the greater the savings
on processing costs.
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Fig. 16. Number of Paths variation results using DCBJOH

2) Varying initial bandwidth rate: To verify our ability
to meet the diverse business needs, we varied the initial
bandwidth rate and observed its impact on the quality of the
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(b) Renater
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Fig. 17. Cost (Objective Function) & VNFs Storage vs. Number of Paths (SFC size = 3)

solution and the heuristic behavior. The initial bandwidth rate
was varied between 1 and 20 Mbps, which is sufficient for
basic internet browsing, email, and text-based communication
and may also support low-quality video or audio streaming, on
the other hand, is ideal for high-speed internet activities such
as high-quality video streaming, online gaming, and video con-
ferencing. According to Fig. 15, the total bandwidth in three
different topologies increases as the initial data rate increases.
This indicates that the initial data rate is a crucial factor in
determining the overall bandwidth consumption of a network.
Additionally, the Cost239 topology exhibits lower bandwidth
consumption than the other topologies, which can be attributed
to its small size and high connectivity that allows for multiple
working paths (MP advantage) and minimizes resource usage.
Despite these differences in bandwidth consumption, all three
topologies demonstrate high solution quality regardless of the
initial data rate. This implies that the initial data rate does not
significantly impact reliability, provided that there is sufficient
storage and processing capacity on the nodes and enough
bandwidth capacity on the edges.

3) Varying the number of working paths: We conducted
further investigations to determine the impact and limitations
of increasing the number of working paths. The number of
paths ranged from 2 to 10. Fig. 16 shows the Cost ratio and
average paths in Cost239, Renater, and Geant topologies, by
varying the maximum number of paths used for a request.
For all three topologies, the most significant gain is observed
when going from 2 paths to 3 paths, after which the gain
diminishes as the number of paths increases due to topology-
specific conditions that lead to saturation. In Cost239, the cost
gain from 2 paths to 3 paths is 21%, with a higher average
number of paths than the other two topologies, as Cost239 is
considered highly connected. In contrast, Renater is considered
low-connected, with a large number of DZs relative to the
number of nodes, and the cost gain from 2 paths to 3 paths
is only 6%. Geant, on the other hand, is also considered
low-connected but relatively large, and the cost gain from
2 paths to 3 paths is 9%. These findings demonstrate the
advantages of using multiple paths, but they also highlight
that the gain depends on the topology’s characteristics. Adding
more connections to create a hyper-connected topology can
increase reliability and resource efficiency.

Fig. 17 illustrates the relationship between the number of
paths and VNF storage: more paths require more VNF storage,
even though the cost of the objective function decreases. This

necessitates finding a balance between the number of paths and
the operational cost, which also depends on the characteristics
of the network.

4) Varying weighting parameter θ: The weighting param-
eter may play an important role in helping network operators
choose their economic preferences, which is why we are
studying its significance. In Fig. 18 (b), we analyze the Cost
and bandwidth/cost ratio to gain an understanding of the
contribution of bandwidth to the Cost, while varying θ between
0.1 and 1. As we increase θ, the Cost increases because
it is a combination of the total bandwidth and processing
capacity. Moving θ from 0.1 to 1 reduces the contribution
of bandwidth to the Cost from 88% to 40% in Cost239.
However, on Renater and Geant, the proportion of bandwidth
in the Cost decreases from 95% to 65%. This suggests that
Cost239 is more expensive in terms of processing capacity
than bandwidth, which is the opposite of Renater and Geant.
We can explain this by considering that Geant and Renater are
relatively larger, and therefore the paths are longer and con-
sume more bandwidth. The impact of the weighting parameter
depends on the topology and its characteristics.

As maxB represents the maximum possible bandwidth
value, in our case of 100 requests, ∆r = 1 and SFCs size
|F r| = 3 VNFs, the worst-case scenario involves 2 paths per
request on the largest network, which is Geant topology with
46 nodes, resulting in maxB = 2 × 45 ×

∑100
r=1 1 = 9000,

and maxC = 2 ×
∑100

r=1(3 × 1 × 1) = 600 the maximum of
CPU. We consider three distinct scenarios: two extreme cases
and one trade-off case. The first case occurs when θ ≪ 1

maxC ,
for simplicity we can put θ = 0. In this scenario, bandwidth
is prioritized over CPU usage, as bandwidth becomes the
dominant factor, as shown Fig. 18 (a). The second case arises
when θ ≫ maxB, where B ≪ C in all situations, causing
CPU consumption to dominate the bandwidth consideration
(Fig. 18 (c)). The third case represents a tradeoff situation
where 1

maxC < θ < maxB, in our simulation 0.1 ≤ θ ≤ 1
Fig. 18 (b). In this range, both bandwidth and CPU usage are
balanced according to the specific needs and constraints of the
network.

Fig. 19 clearly demonstrates that in all three scenarios, the
cost savings are consistently maintained when transitioning
from DP to MP, indicating that the efficiency of the MP
strategy is independent of the choice of θ, which simply
reflects the operator’s preference in terms of prioritization.
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Fig. 18. Weighting Parameter variation results for MP using DCBJOH
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Fig. 19. Weighting Parameter variation results using DCBJOH for DP vs. MP
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Fig. 20. Comparison of No Protection vs. DP & MP Protection and the Impact of DZ Failure

G. Impact Analysis of No-Protection Scenario and DZ Failure

Fig. 20 provides a detailed analysis of the scenarios with
and without SFC protection, comparing the No-Protection
scenario, DP, and Multi-Path (MP) protection strategies. Sub-
figure 20(a) illustrates the protection cost, showing that No-
Protection incurs the lowest cost, but at the expense of
reliability. As shown in Subfigure 20(b), DP requires 50%
extra resources to ensure the protection of all SFC requests
in three topologies, whereas MP only needs 32% on Cost239,
45% on Geant, and 47% on Renater to protect all requests.
Subfigure 20(c) examines the impact of a DZ failure on the
disruption of the SFC requests when no protection is deployed.
We observe that a DZ failure will cause the interruptions of
about 45% of the SFC requests on average in Cost239, 29%
of the SFC requests on Renater and 20% on Geant. It is also
demonstrated that MP is more efficient in Cost239, since it
permits to protect on average 45% of the requests with just
32% extra resources. Thus, the MP strategy, requiring even
fewer resources, proves to be more efficient and effective in
providing robust protection while optimizing resource usage.

VI. CONCLUSION

In this paper, we propose a new multi-path-based disaster
protection strategy for SFC provisioning. To find the optimal
MP protection solution, we first propose a path-adaptive and
layered-flow based ILP model. This model is better adapted
than the existing one because the number of SFC routing
paths can be adjusted and optimized for different requests
instead of using a unique pre-defined value. We also develop
heuristics to address the limitations of the ILP model in
real-world scenarios. Our proposed algorithms were tested
with numerical simulations on realistic network topologies
and show a significant improvement over traditional disaster
protection methods, resulting in a resource gain up to 20%,
especially in dense networks.
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