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ABSTRACT

Training image captioning models using teacher forcing results in
very generic samples, whereas more distinctive captions can be very
useful in retrieval applications or to produce alternative texts describ-
ing images for accessibility. Reinforcement Learning (RL) allows
to use cross-modal retrieval similarity score between the generated
caption and the input image as reward to guide the training, leading
to more distinctive captions. Recent studies show that pre-trained
cross-modal retrieval models can be used to provide this reward,
completely eliminating the need for reference captions. However,
we argue in this paper that Ground Truth (GT) captions can still be
useful in this RL framework. We propose a new image captioning
model training strategy that makes use of GT captions in different
ways. Firstly, they can be used to train a simple MLP discriminator
that serves as a regularization to prevent reward hacking and ensures
the fluency of generated captions, resulting in a textual GAN setup
extended for multimodal inputs. Secondly, they can serve as strong
baselines when added to the pool of captions used to compute the
proposed contrastive reward to reduce the variance of gradient es-
timate. Thirdly, they can serve as additional trajectories in the RL
strategy, resulting in a teacher forcing loss weighted by the simi-
larity of the GT to the image. This objective acts as an additional
learning signal grounded to the distribution of the GT captions. Ex-
periments on MS COCO demonstrate the interest of the proposed
training strategy to produce distinctive captions while maintaining
high writing quality.

Index Terms— Image captioning, Cross-modal retrieval, Rein-
forcement learning

1. INTRODUCTION

Image captioning is the task of generating a description of the se-
mantics of an image in natural language. One major challenge in
this domain is to generate distinctive captions, that is, a description
that allows to distinguish between the input image and other (simi-
lar) ones. For instance, ”One person is standing” can be considered
as a correct caption for several images showing someone: it is a cor-
rect sentence that fundamentally describes such images, yet it is not
describing specifically a given image more than another. In contrast
to generic ones, distinctive captions are more informative and de-
scriptive. This is an expected property for retrieval applications, by
indexing images using an appropriate textual representation, or to
provide further details to people with vision impairment. Captions
in standard datasets [1, 2, 3, 4] only describe the most salient objects
in the image, that are often common to many images. Thus, cap-
tioning models trained to match Ground Truth (GT) captions tend

Fig. 1. Examples of images with an overly generic ground truth cap-
tion, a caption generated by a model without regularization (leading
to reward hacking), and the caption generated by our approach (well-
written and distinctive).

to generate overly generic captions, and often produce the exact
same caption for different images that share the same global seman-
tics [5, 6, 7, 8, 9, 10]. The reason is that an easy way to optimize
usual image captioning metrics based on word matching is to gen-
erate words that are common across training samples, and not to
generate very specific words that are present in very few captions.

The distinctiveness of a caption can be measured by a cross-
modal retriever: the generated text should allow to retrieve the target
image among all others [6, 11]. A Language Model (LM) can thus be
trained to generate texts that optimize the retrieval score using Rein-
forcement Learning (RL) by learning from generated sequences that
yield high score. Recently, advances in cross-modal retrieval models
enabled the use of fixed pre-trained models such as CLIP [12, 4] to
guide the generator towards distinctive captions [9, 13, 14]. Using
a fixed cross-modal retriever reduces the risk of the generator and
the retriever cooperatively converging towards something closer to
a hash function rather than to natural language. However, since the
retriever has not been trained to evaluate the quality of the input
text, but only its relevance to the image, it may assign a very high
similarity score to ill-formed sequences, and the LM will ultimately
produce non-readable captions. A regularization of the generated
sequences is thus still needed to avoid drifting too much from the
natural language.



In this work, we propose a training method taking advantage
of GT captions to optimize the trade-off between the distinctiveness
and the writing quality of generated captions, illustrated in Figure 1.
The use of cross-modal retrieval models in RL frees from the need
for target reference captions, because the score of the produced se-
quence is computed by its similarity with the image rather than com-
paring it to a reference sequence. However, we argue that they can
still be useful in this setup. First, they can be used to train a simple
MLP to distinguish between real and generated samples. This dis-
criminator can replace manually defined regularization criteria from
other approaches that leverage pre-trained CLIP models. This re-
sults in a GAN [15] environment, where the discriminator and the
generator improve together. Second, they can be treated as gener-
ated sequences in the RL paradigm, resulting in a teacher forcing
objective weighted by the similarity score of the caption to the im-
age, thus promoting the most descriptive captions among these. This
allows to learn to generate more distinctive captions using only GT
captions. Coupling this objective with the more traditional RL one
computed on samples generated by the LM allows to perform ex-
ploration while having a learning signal grounded to the human dis-
tribution that shares the same objective. Finally, GT can further be
used as candidate baselines in our proposed contrastive reward that
uses the strongest baseline in a batch to reduce the variance of the
gradient estimation.

Background on training distinctive image captioning models is
first introduced in Section 2. Then, we present our proposed ap-
proach by introducing 1) the use of the discriminator, 2) the use of
ground truth as additional trajectories and 3) the contrastive rewards
in Section 3. Finally, we compare the results of the approach to a
model trained following [9] and provide some insights on our differ-
ent contributions through an ablation study in Section 4.

2. RELATED WORK

Teacher Forcing. Language modeling estimates the probability
distribution of sequences of symbols x1, x2, · · · , xT (called tokens)
taken from a vocabulary V , with variable lengths T . Given a train-
ing set of texts, a LM can be trained by optimizing weights θ of a
neural network which outputs a probability distribution over the dic-
tionary for the next token given the input ones, i.e pθ(xt | x1:t−1)
at a given time step t. As only the exact ground truth sequence is
guaranteed to be right and the correctness of even very small vari-
ations of it is unknown, the model is trained to predict the next
token from the GT xgt given previous GT tokens, by optimizing
its probability through a cross-entropy loss between the target to-
ken and the output distribution. This results in the Teacher Forcing
(TF) loss [16]: L(θ) = −

∑T
t=1 log pθ(x

gt
t | x

gt
1:t−1). A basic

approach to train an image captioning model is to train a LM to
produce the caption xgt while being conditioned to the input im-
age i using teacher forcing. The image can be seen as additional
previous tokens used as context, resulting in a very similar loss:
Lθ(x

gt) = −
∑T
t=1 log pθ(x

gt
t | x

gt
1:t−1, i).

Image captioning, when trained through TF, suffers from the
same issues as any text generation task. Firstly, the exposure
bias [17] induced by the mismatch between the training and the
generation process. The model is never exposed to its mistakes
during training but will suffer from error accumulation at test time.
Secondly, TF only considers one target sequence, whereas many
different sequences can represent the same semantic content and be
valid targets. Finally, the loss is defined at the token level, while the
quality of a sample is defined at the finished sequence level.

Reinforcement Learning. One way to overcome the limitations
of TF is to directly optimize a sequence level evaluation metric
through RL [18, 17]. This objective can be any standard NLP met-
ric such as BLEU [19] or ROUGE [20]. In the context of image
captioning, the metric commonly optimized [21, 22, 23, 24, 25] is
CIDEr [26]. These metrics are computed at the sequence level by
comparing sampled sequences to GT references. Thus, they are
non-differentiable and are optimized through the REINFORCE al-
gorithm [27]. REINFORCE estimates the gradient by sampling se-
quences from the model. The LM is then trained to optimize the
log likelihood of the best ones by scaling the associated gradient
based on the obtained reward (e.g., the CIDEr score). For a gener-
ator parameterized by θ, a generated sequence (Monte-Carlo sam-
ple) x and its reward r(x), the gradient becomes: ∇θLθ(x) =
−r (x)∇θ log pθ (x).

A baseline b can be subtracted from the reward to reduce
the variance of the gradient estimate, as long as it does not de-
pend on the sample x (so the expected gradient is the same):
∇θLθ(x) = −(r (x) − b)∇θ log pθ (x). Self-Critical Sequence
Training (SCST) [21] is the most widely used method for training
image captioning model. SCST is an extension of REINFORCE that
uses the model itself as a baseline to normalize the rewards. During
the training, the current model will be used to generate a sequence
x̂ using test-time decoding method (e.g. Greedy Search (GS)) and
uses its reward as a baseline (b = r(x̂)) for a sequence generated
using a better decoding method, such as Beam Search (BS). The
model probabilities of samples that are better than the actual model
will be increased and the ones of samples that are worse will be de-
creased. Hence, SCST optimizes a sequence evaluation metric as
REINFORCE, but strongly reduces the variance induced by sam-
pling a full sequence while also avoiding to learn a critic [28, 29]
that estimates the expected future reward for a given sub-sequence.

However, BLEU, ROUGE or CIDEr metrics are not totally cor-
related with human judgment and optimizing them directly might
lead to biased results rather than human-like ones [30]. A less bi-
ased metric is the score of a discriminator trained to differentiate
the distributions of generated versus real texts. Guiding the genera-
tor towards a distribution that is indistinguishable from the real one
would result in a perfect generator. Generative Adversarial Networks
(GANs) [15] allowed massive improvements in generative tasks such
as images generation, thanks to their capacity to approximate con-
tinuous data distribution. However, for discrete data such as text,
the gradient flow cannot be back-propagated from the discriminator
to the generator, therefore the problem is commonly cast as a re-
inforcement learning problem using scores of the discriminator as
rewards [18, 17]. These scores serve as a learning signal which is
not affected by the exposure bias and does not rely on manually de-
signed metrics that can be biased to evaluate the quality of a sample.

Distinctive image captioning. Contrastive Learning for Image
Captioning [6] introduces the distinctiveness property of image cap-
tioning models. The generator is trained using the log-ratio of prob-
abilities of the model with respect to a reference baseline model on
positive and negative pairs created by randomly swapping the pos-
itive pairs. The goal of the model is to assign higher probabilities
to positive pairs (respectively, lower to negative ones) than the ref-
erence model. Our approach, on the other hand, does not directly
work on sequences probabilities, that are optimized using reinforce-
ment learning as a proxy. Leveraging a dual encoder model (CLIP)
allows to compute scores for every pair in the batch and to con-
sider much more couples than what would be tractable by evaluating
the conditional probability of every sequence for this model. [9] use



Fig. 2. Proposed captioning model learning overview. Generated and ground-truth captions, as well as input and mined similar images, are
projected in the CLIP embedding space. Those representations are used to compute the reward composed of a discriminator score (Section 3.2)
and a CLIP-based bidirectional contrastive similarity score (Section 3.4), for beam search and ground-truth samples (Section 3.3) (in blue in
the reward computation bloc).

CLIP score in the SCST framework to train the model and fine-tune
its text encoder to detect grammatical mistakes in order to prevent
reward hacking. [14] improves over SCST by replacing the self-
critical baseline with the CLIP similarity of the generated caption
to a group of similar images and add a CIDEr reward to prevent the
model from diverging. These rewards only focuse on either text-to-
image or image-to-text retrieval, whereas our approach considers a
whole batch of similar captions and images, thus considering both
directions. Moreover, rather than a fixed grammar network/CIDEr
score, we use an evolving discriminator which adapts to the genera-
tor and prevents emerging behaviors that are not observable at the se-
quence level (e.g., low diversity that can only be measured from a set
of generated sequences). [10] identifies the limited vocabulary of a
RL-trained model as a bottleneck for discriminativeness, preventing
the model from using low-frequency words that are needed to cor-
rectly distinguish one image from another. This vocabulary collapse
appears because only words sampled by the model obtain rewards,
causing less frequent words to be less and less frequent [31]. [7]
shows that using teacher forcing during the RL training limits the vo-
cabulary collapse. Our proposed weighted teacher forcing combines
the TF and RL objectives, by using ground truth captions which con-
tain words that might not be sampled by the model for the RL objec-
tive.

3. METHOD

The proposed method extends the RL paradigm that uses the similar-
ity score between a generated caption and its image from the cross-
modal retriever CLIP as the reward.

fI(i) and fT (x) are respectively the CLIP embeddings of im-
age i and text sequence x. The reward r(x) is a trade-off between
rsim(x), the similarity of fT (x) with fI(i), and rregu(x), a regu-
larization based on the writing quality of the sample, controlled by a
parameter α. The gradient is then given by:

∇θLθ(x) = −r(x)∇θ log pθ(x)
with r(x) = α rsim(x) + (1− α) rregu(x)

(1)

3.1. Overview

The proposed learning scheme is depicted in Figure 2. For each im-
age i in a batch, associated with its ground truth caption xgt, similar
images are mined and generated captions xbs and xgs are sampled
from the LM using respectively beam search and greedy search de-
coding. All captions and images are projected in the CLIP embed-
ding space. Those representations then are used to compute both
terms rsim and rregu of the reward (1). This reward is computed for
BS samples xbs, while GS samples xgs and mined images serve as
baselines in the rsim computation.

The GT captions xgt are leveraged: (i) to train a simple discrim-
inator D in the CLIP embedding space that discriminates between
GT samples and the LM-generated BS ones, used as the regular-
ization term rregu (Section 3.2), (ii) as additional training samples
using the RL objective (Section 3.3), (iii) as candidate baselines for
the reward rsim (Section 3.4).

3.2. Preventing Reward Hacking Using a Discriminator

During the exploration of the space by the policy (the LM), bad
sequences with high rewards might be produced, for example by
repeating important keywords for CLIP (reward hacking), or pro-
ducing out-of-domain sequences that obtain near-random rewards.
When ill-formed sequences get high scores, the model learns to re-
produce them more and more, until the model fully collapses on this
bad distribution (see Figure 1). To prevent learning from such ill-
formed solutions, previous approaches [9, 13, 14] use different cri-
teria to regularize the training: detection of repetitions and gram-
matical errors, divergence from the distribution of the original LM,
or CIDEr value. However, we argue that all of these criteria can be



encapsulated in a single discriminator D trained to discriminate be-
tween GT samples and the LM-generated ones. A very simple MLP
classifier taking as input the representations computed by CLIP eas-
ily achieves a very high discrimination accuracy.

The probability PD(x) of a sequence x to be from a human
given by D can be used as rregu(x). It is worth noting that, con-
trary to the grammar head of [9], the discriminator is trained without
fine-tuning the text encoder of the CLIP model, preventing a mis-
match between optimizing the retrieval model used for training and
the one used at test-time. Although being less discussed in the litera-
ture, the discriminator is also useful to prevent the LM to degenerate
in another situation: a well-written caption but insufficiently specific
to the image (Figure 1). Such captions will obtain negative rewards
because CLIP scores them poorly, but lowering their likelihood may
lead the model to unlearn the grammar and correct sequence struc-
ture. While positive rewards attract the model directly toward the
trajectory, negative rewards push it away in an unknown direction. It
causes the model to produce random sequences that might make the
model totally collapse. The weight of the discriminator in the reward
should thus be large enough to prevent both unlearning well-written
texts and learning from reward hacking samples.

Compared to the grammar network of [9] or the CIDEr score
of [14], our discriminator not only gives information at the sentence
level, but more generally on the distribution of the generated texts
and can adapt to emergent behaviors of the language model that
could trick a fixed model.

3.3. Reward-Weighted Teacher Forcing

Since the CLIP representations of the ground truth captions are com-
puted to train the discriminator, we propose to further leverage them
to train the generative model. Reinforcement learning scores trajec-
tories (sequences of words in context of text generation) and learns
from those that scored well. Good sampled sequences are thus re-
quired so that the model can learn from them. While this exploration
process allows to find good solutions, it has a great variance and can
lead to degenerate solutions (reward hacking).

GT captions can be considered a great source of relatively good
solutions. We thus propose to use these captions as additional tra-
jectories for the RL loss. If the reward is directly derived from
the ground truth as in reference-based metrics (BLEU, ROUGE,
CIDEr...), GT trajectories always obtain the upper-bound value of
the reward metric. This reward is the same for every GT sequence,
resulting in the standard teacher forcing objective with a learning rate
multiplied by this constant. In our case, the cross-modal similarity
score rsim associated to the GT is not constant (some GT captions
are closer to their images in the cross-modal space). The resulting
loss is thus equivalent to the teacher forcing loss weighted by the re-
ward r(xgt). We refer to this objective as Weighted Teacher Forc-
ing (WTF). Since the representations of ground truth captions are
already computed to train the discriminator, their associated rewards
are obtained through cheap dot products.

Compared to teacher forcing, the model still learns to reproduce
human-written sequences but focuses more on the captions that are
highly descriptive of their image, allowing to produce distinctive
captions. Moreover, since these trajectories are written by humans,
it strongly reduces the risk of reward hacking. Besides helping the
model to stay close to the human distribution, it also enables to get
back to it if the model reaches a pitfall (such as reward hacking or
divergence), allowing the model to recover and start learning again.
This is a very handful property since RL trainings are known to be
unstable.

3.4. Beyond a Single Baseline: The Bidirectional Contrastive
Reward

Previous studies use either only texts [9] or images [14] as the base-
line and thus only consider one cross-modal research direction. In-
spired by the contrastive loss used to train CLIP, defined for a given
couple (xc, ic), a temperature parameter τ and a collection of neg-
ative texts T and negative images I, we derive a bidirectional con-
trastive reward, used as similarity reward rsim in (1):

rbicont(xc) = ri2t(xc) + rt2i(xc)

= τ

log
e
fT (xc)·fI (ic)

τ∑
x∈T \xc e

fT (x)·fI (ic)
τ

+ log
e
fT (xc)·fI (ic)

τ∑
i∈I\ic e

fT (xc)·fI (i)
τ

 (2)

Please note that the reward more precisely corresponds to the
definition of the decoupled contrastive loss of [32] that excludes the
positive couple from the denominator. T is composed of xbs, xgs,
and xgt for all images of the batch (see Figure 2). I is composed of
all the images of the batch, as well as similar images mined in the
dataset and added to the batch as additional images, following the
setup of [14]. Note that although a text-to-image model as OFA [22]
can be used to generate negative images, in practice this method is
too computationally expensive and may lead to less hard negatives
in CLIP space. The mining of similar images and the computation of
all image representations fI(i) is done only once before the training,
and thus does not bring any computational overhead during train-
ing. As the representations fT (xgt) and fT (xbs) of GT and BS
captions are already computed for the discriminator, computing the
contrastive reward is thus inexpensive since it mainly consists of dot
products.

Unlike previous approaches, our contrastive reward considers
both directions (by normalizing either by the similarity of the im-
age with all the captions of the batch -–image-to-text reward ri2t—,
or by the similarity of the caption with all the images in the batch
—text-to-image reward rt2i—), making sure that the caption is very
descriptive of the image and this image only. Both parts of the re-
ward can be rewritten as the similarity of the couple (xc, ic) minus
the LogSumExp (LSE) of the similarities within the batch. With a
small enough temperature parameter τ , LSE is an approximation of
the max operator:

ri2t(xc) = τ

log
e
fT (xc)·fI (ic)

τ∑
x,x∈T \xc e

fT (t)·fI (ic)
τ


≈ fT (xc) · fI(ic)− max

x∈T \xc
{fT (x) · fI(ic)} (3)

This image-to-text reward (ri2t) can therefore be seen as the
standard SCST where the baseline b is the hardest negative: the most
similar caption to the image ic among negative samples T \xc. This
motivates the use of the decoupled contrastive loss: not excluding xc
from the denominator would lead to a reward that is always negative
or zero, even when xc is the most similar caption to ic among every
caption in the batch (the goal of the model). Note that it reduces to
the standard SCST reward of [9] when the most similar caption in
the batch is the caption generated for the image using GS.



Applied to the text-to-image reward (rt2i), this approximation
is almost equivalent to the Gmin formulation in [14] that uses the
similarity of the most similar image as the baseline. The proposed
bidirectional contrastive reward thus seamlessly handles both cross-
modal retrieval directions and selects the strongest baselines among
a large batch, at a very low cost. The mean similarity in the batch
is closer to the running average, often used as a baseline in tradi-
tional RL. However, early experiments showed that it is not a strong
enough baseline to prevent the model from diverging. The proposed
reward results in a more conservative learning, only letting the model
learn from very good sequences.

Finally, applying (1) with the reward defined in (2) as rsim and
the discriminator as rregu to both beam search generated sequences
(traditional RL) and ground truth captions (weighted teacher forcing)
captions, we end up with the following gradient for a given image:

∇θLθ(xbs, xgt) =

−
[
r(xbs)∇θ log pθ(xbs) + r(xgt)∇θ log pθ(xgt)

]
with r(x) = α rbicont(x) + (1− α) pD(x)

(4)

4. EXPERIMENTS

Following previous studies [9, 14], we measure the retrieval rate
achieved using generated captions and a fixed retriever as well as
their writing quality on the MS COCO dataset [1] using the Karpa-
thy splits [33]. To evaluate the contribution of each component of
the proposed learning scheme, we train different variants of the pro-
posed setup (Section 4.2).

4.1. Setup.

Training We use the state-of-the-art captioning model OFA [22]
in its tiny version as LM. All the models are trained starting from
the same checkpoint: tiny-OFA trained using TF for 2 epochs, for
which we also report the results as baseline (TF). The models are
then trained for 5 epochs, using a learning rate of 1e − 6, α set to
0.94, and a batch size of 20 caption-image pairs.

Discriminator. The discriminator is a 3-layer MLP and is first
pre-trained on the MS COCO train set to distinguish xgt and xbs

generated by the original LM pre-trained with TF. Indeed, the dis-
criminator should be good enough to correctly guide the LM at the
beginning of the training. It is then trained throughout the LM train-
ing process, at the beginning of each iteration along with the gener-
ator, on the batch samples.

Metrics. Different metrics are used to compare different prop-
erties of generated samples. The Recall@k metric using the fixed
pre-trained CLIP model (R@k) evaluates the discriminativeness of
the generated caption. This metric is reported for k ∈ {1, 5, 10}
and for both text-to-image and image-to-text retrieval (contrary to
previous approaches that only report one cross-modal retrieval di-
rection). Next, standard MS COCO captioning metrics that evaluate
the writing quality are reported, including BLEU [19], ROUGE [20],
CIDEr [26], METEOR [34] and SPICE [35]. The Self-BLEU [36]
metric, corresponding to the BLEU [37] metric using other gener-
ated captions as reference, is also reported. A high Self-BLEU in-
dicates a high overlap between generated samples, implying a low
diversity.

4.2. Ablation Study

We trained three variants of the proposed setup, that leverages a dis-
criminator D and uses the bidirectional contrastive reward rbicont:

• WTF-RL uses both BS and GT trajectories, which corre-
sponds to the policy gradient given by (4)∇θLθ(xbs, xgt),

• WTF uses only GT trajectories, with policy gradient
∇θLθ(xgt),

• RL uses only generated BS trajectories, with policy gradient
∇θLθ(xbs).

The gain brought by the bidirectional reward is studied by re-
moving the text-to-image reward from the contrastive reward (RL-
Unidirectional). The gradient policy is then:

∇θLθ(xbs) = −(α ri2t(xbs) + (1− α) pD(xbs))∇θ log pθ(xbs).

This reward is very similar to SCST with a baseline corresponding
to the caption that has the highest similarity with the image in the
batch, instead of using only the GS sample as the usual SCST. These
models are compared to the training setup of [9], using the grammar
network provided by the authors and the same weighting between
the grammar and CLIP score reward (SCST-Grammar). To eval-
uate the benefits of the discriminator, we also train a model using
only the GS caption as the baseline (SCST). This last setup (SCST-
Discriminator) is the same as [9] (SCST-Grammar), but using a dis-
criminator rather than the grammar network.

Although our results are not directly comparable to the ones of
previous approaches due to the difference in the backbone genera-
tive model, please note that SCST-Grammar corresponds to the setup
of [9] and that the rt2i reward subsume the reward of [14]. This al-
lows to contextualize the results w.r.t the current state-of-the-art.

4.3. Results

The results of the different models reported in Table 1 give informa-
tion about the impact of different factors.

Use of GT as trajectories for the RL. The first observable finding
is that the WTF objective alone improves retrieval metrics over TF
using only GT captions, without degrading the writing quality of the
model. This shows that learning from the most distinctive human-
written captions allows the LM to generate captions containing more
important details while staying close to the distribution of the GT
captions. It is thus a better objective than TF to couple with the
traditional RL one. Using GT acts as an additional regularization and
prevent vocabulary collapse, while allowing to recover if the model
reaches a pitfall during RL training. The combination of the two
objectives (WTF-RL) results in a model that achieves competitive
retrieval results while maintaining high writing quality.

Discriminator. Additionally, the computed representations of the
GT allow to use a discriminator to replace the grammar network.
This single replacement (SCST - Grammar/Discriminator) allows
to achieve significantly higher retrieval rates without degrading the
writing quality, resulting in a better trade-off. Besides, it also yields
substantially lower Self-BLEU scores. Indeed, CLIP assigns great
rewards to some stereotypical information structures such as ”in
the background” or ”in the foreground”. Since these sequences are
grammatically correct, they are not penalized by the grammar net-
work. The discriminator, however, adapts to the LM and learns that
they are a useful clue to detect generated samples; so, it prevents
the generator from generating such sequences too often. As previ-
ously mentioned, the discriminator has a global view of generated

https://huggingface.co/OFA-Sys/ofa-tiny


T2I RETRIEVAL I2T RETRIEVAL WRITING QUALITY DIVERSITY

R@1 ↑ R@5 ↑ R@10 ↑ R@1 ↑ R@5 ↑ R@10 ↑ B4 ↑ R-L ↑ C ↑ M ↑ S ↑ Self-BLEU ↓

TF 17.14 39.06 51.14 23.98 49.72 61.94 32.73 55.43 109 27.19 20.69 70.49

WTF 20.52 44.58 57.66 29.32 56.72 69.08 32.9 55.57 110.2 27.46 21.26 61.45

WTF-RL 33.82 61.98 73.68 44.26 73.34 83.4 24.61 51.05 86.22 25.7 20.09 57.55

RL 35.24 62.9 75.3 46.68 75.28 84.66 21.59 49 76.06 25.01 19.21 58.01

RL - Unidirectional 31.52 58.34 71.04 45.86 74.4 83.4 21.45 48.14 78.53 24.75 19.83 62.3

SCST - Discriminator 34.72 62.46 74.22 51.38 79.08 87.54 16.54 44.62 46.21 24.31 18.46 68.88

SCST - Grammar 31.84 58.98 71.10 44.0 71.86 81.92 16.35 45.23 41.24 25.31 19.72 80.66

Table 1. Captioning results on the MS COCO dataset (Karpathy splits). R@k correspond to the retrieval rate at k using the fixed CLIP
model either using text queries (T2I) or image queries (I2T). Writing quality metrics includes BLEU@4 (B4), ROUGE-L (R-L), CIDEr (C),
METEOR (M) and SPICE (S). The Self-BLEU metric measures the diversity.

.

texts. It can thus detect some bad behaviors that are not visible at the
sequence level and adapt to these emergent behaviors.

Bidirectional reward. When using only a unidirectional image-
to-text reward (RL-unidirectional), the text-to-image retrieval met-
rics significantly drop compared to the proposed bidirectional reward
(RL). This means that the generated captions are more descriptive of
other images in the dataset than the input image. This is because,
during the training, the model has not been trained to generate a
caption that is more descriptive of the input image than of a similar
image. This illustrates that considering both retrieval directions in
the reward is needed to produce a caption that is highly descriptive
of a specific image only.

Stronger baseline. Finally, the image-to-text reward only using
the GS baseline (SCST-Discriminator) results in higher retrieval re-
sults but lower writing quality compared to using multiple textual
baselines. Indeed, selecting the strongest baseline in the batch (RL-
Unidirectional) lowers the similarity part of the reward (rsim), re-
sulting, for a fixed α, in a higher weight of the discriminator. Al-
though we can not conclude from these results that using a stronger
baseline yields a better retrieval/writing quality trade-off, it is ex-
pected to reduce the variance even more and prevent the model from
committing too early. This can help preventing the exploitation of
the reward model biases, especially in the early stage of the training,
where the GS samples can be very weak. We recall that this does not
bring computational overhead.

5. CONCLUSION

We studied how ground truth captions can be used in a reinforce-
ment learning training that leverages a pre-trained cross-modal re-
trieval model in which they are no longer required. These captions
can be used as additional trajectories for the RL objective, resulting
in a weighted teacher forcing objective that allows to ground the ex-
ploration to the human distribution. This additional regularization
could show very useful in a setup where the retrieval model is not
fixed, by forcing the model to use original captions and their vocab-
ulary while sharing the objective of generating distinctive captions.
It also allows the model to recover from the inherent instabilities of
RL training. They also can be used to train a discriminator that will
ground the exploration made by the policy to the human distribu-
tion by favoring human-like generated samples. This signal serves
as a regularization of the writing quality of the model, subsuming
sequence-level criteria used in previous studies while preventing the

emergence of bad behaviors that are not observable at the sequence
level.

Finally, we leverage the fact that dual encoder models can com-
pute the score of every pair in the batch at a low cost, and we use the
definition of the decoupled contrastive loss to select the strongest
baseline in the batch. This contrastive reward, in addition to being
very similar to the original training setup of the reward model, can be
used in both cross-modal retrieval directions, which is important to
build truly distinctive captions. Our findings pave the way for studies
that try to also improve the CLIP model jointly with the captioning
model. Starting from a strong pre-trained cross-modal retriever and
strongly grounding the learning to ground truth captions might help
to overcome the drifting inherent of the collaboration between the
two models. To enable such extensions, the code of our approach,
given for now in the supplementary material, will be made publicly
available.
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