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Abstract

This work presents the PyEPRI package, an open-source Python package for Electron Paramagnetic Resonance Imaging. The PyEPRI package implements
low-level operators, like projection and backprojection, involved in Electron Paramagnetic Resonance (EPR) and also high-level advanced algorithms, like
total variation based EPR image reconstruction, for end-users. The package is fully implemented in Python and provides both CPU and GPU computa-
tion capabilities, through the libraries Numpy, PyTorch and Cupy. This package comes with a detailed documentation, including precise mathematical
definitions and many reproducible demonstration examples and tutorials, making it easy for users with no particular expertise on coding image processing
algorithms to get started. This package is also highly modular and only relies on standard data types, as such, it can also be easily used by advanced users
to develop new algorithms while benefiting from an optimized computing environment and some rigorously tested operators. The PyEPRI package has
been developed by researchers with the hope that it will be useful to the EPR community.
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1. Motivations

The reconstruction of EPR images has been the subject of exten-
sive research, leading to various methods and algorithms with signif-
icant impact in many fields like biomedical sciences or biology [1–
10], batteries conception [11–14], detection of defects on material sur-
face [15, 16]. Over the past decade, significant efforts have been made
to perform this reconstruction using modern digital image processing
techniques based on variational models, resulting in more efficient al-
gorithms than those implemented in commercial softwares [17–25].

Despite the promising prospects offered by variational methods,
they are not accessible to all due to the technical complexity involved
in their implementation. The lack of sufficiently robust, generic and
well documented open-source software means that these methods are
practically only usable by those being able to develop their own codes.
Moreover, the efficiency of the code is highly dependent on the choices
made regarding the modeling of operators, the minimization algorithms
used, and whether or not some mathematical tricks are incorporated. In
parallel, commercial software such as Xepr [26] only offers fairly ba-
sic reconstruction methods (primarily based on filtered backprojection)
with few details about the precise algorithm design, which limits their
use as individual components in a more complex processing pipeline.

The PyEPRI package was developed to provide the EPR commu-
nity with robust, modern, and fast tools for EPR imaging. The package
is compatible with both CPU and GPU via the Numpy, Cupy, and Py-
Torch libraries. This package contains numerous unit tests that verify
key mathematical properties of the projection and backprojection op-
erators it includes, ensuring a rigorous and reliable implementation of
the reconstruction algorithms and facilitating the package’s stability in
future releases.

The package is available on the Python Package Index (PyPi)
(https://pypi.org/project/pyepri/), making installation easier,
and its source code is fully available on GitHub under an MIT li-
cense (https://github.com/remy-abergel/pyepri/). A comprehen-
sive documentation, including numerous tutorials and demonstration
examples, is provided with the package and serves as the entry point
for users wishing to get started (https://pyepri.math.cnrs.fr/).

2. Package overview

2.1. Backend system for CPU & GPU compatibility

The PyEPRI package can perform intensive calculations on CPU
or GPU using the popular scientific computing libraries in Python:
NumPy, CuPy, and PyTorch. Concretely, at the beginning of their
script, the user needs to instantiate a “backend” that specifies which
library and computation unit (CPU or GPU) will be used. The back-
end instance must be passed as input of the PyEPRI functions and is
internally used to remap the data and calculations to the appropriate
functions. This way, changing the backend instance at the beginning
of the script allows to change the computational unit or the scientific
library used to perform all the calculations, keeping the rest of the
script unchanged. Although the instantiation of a backend is in fact
optional and can be skipped for writing library-specific scripts, its use
is strongly recommended. It is therefore systematically implemented in
all the demonstration scripts provided in the online documentation.

2.2. Data import

The PyEPRI package supports the reading of datasets stored
in BES3T 1 format, which is a proprietary format used on Bruker
ELEXSYS and EMX machines 2. Example datasets in BES3T for-
mat are embedded in the PyEPRI package. These datasets are used in
the various demonstration example scripts included in the online doc-
umentation. Users with data in other formats will need to export their
datasets in any format supported by Python (for instance in ASCII for-
mat) or by one of its many available libraries. Many demonstration ex-
amples related to loading and displaying datasets in either BES3T or
ASCII format are presented in the online documentation of the PyEPRI
package.

2.3. Projection operators

The modeling of EPR imaging is intrinsically linked to the math-
ematical concept of image projection using the Radon transform, as
we shall briefly describe now. Let us consider a paramagnetic species

1Bruker EPR Standard for Spectrum Storage and Transfer
2the related functions were adapted from those available in the DIVE package [27]
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X with reference spectrum hX : R → R and concentration mapping
UX : Rd → R (where d = 2 or 3 denotes the image dimension). An
EPR acquisition is obtained by superimposing two magnetic fields into
the resonance cavity: an homogeneous magnetic field (with spatially
constant intensity), and a so-called magnetic field gradient (with inten-
sity linearly varying along a given direction) characterized by a field
gradient vector γ ∈ Rd . An EPR acquisition corresponds to the signal
PX,γ : R → R obtained by ramping up the amplitude B ∈ R of the
homogeneous magnetic field in the resonator. It is called a projection
and it is defined by

∀B ∈ R , PX,γ(B) =
(
hX ∗ Gγ(UX)

)
(B) , (1)

where ∗ denotes the convolution product and Gγ(UX) corresponds to
the dilatation with factor −∥γ∥ of the Radon transform of UX in the
direction γ, that is, Gγ(UX)(B) = 1

∥γ∥
Rγ(UX)(−B/∥γ∥) where

∀r ∈ R , Rγ(UX)(r) =
∫
Rd

UX(x) δ0(⟨x, γ⟩ − r) dx (2)

and where δ0 denotes the Dirac impulse centered at 0. In practice,
multiple projections are acquired sequentially, for various values of
field gradient vectors γ in (γ1, γ2, . . . , γN ), for instance changing the
direction of the field gradient vector from one acquisition to another,
or its amplitude, or even both. Besides, practical measurements are
sampled for a finite number of values B ∈ (B1, B2, . . . , BNB ) that we
assume to be arranged in ascending order and regularly spaced 3.

The PyEPRI package implements a projection operator, able to
generate a sequence of projections given

(i) u: a discrete image corresponding to the sampling of UX with
step δ along all directions;

(ii) δ: the spatial sampling step (or pixel size) associated to u;

(iii) B := (B1, B2, . . . , BNB ): the sequence of sampling nodes for the
homogeneous magnetic field amplitudes;

(iv) h: the reference spectrum sampled over the grid B;

(v) Γ = (γ1, γ2, . . . , γN ): the sequence of field gradient vectors.

This operator will be denoted by AX,Γ below and its mathematical def-
inition (including details about its derivation from (1) and (2)) is pro-
vided in the documentation of the PyEPRI package. The projection
operator AX,Γ changes the d-dimensional discrete image u into a se-
quence of discrete projections, as illustrated in Figure 1 (in the 3D
setting).

Figure 1 illustrates projection synthesis in the somehow standard
situation where the sample is made of a single paramagnetic species.
The projection operator implemented in PyEPRI is generalized to han-
dle projection synthesis in the more complex situations listed below.

(I) Multiple EPR species (see [25]): the sample of interest contains
several distinct paramagnetic species X = (X1, X2, . . . , XK) with
associated concentration mappings u := (u1, u2, . . . , uK) and ref-
erence spectra h := (h1, h2, . . . , hK).

(II) Multiple experiments: the acquisition aggregates several experi-
ments with different parameter settings that can potentially af-
fect the shape of the reference spectra (for instance the mi-
crowave power can be changed from one experiment to another).
PyEPRI supports projection synthesis in this situation given the
sequence of concentration mappings of the different EPR species
u := (u1, u2, . . . , uK), the EPR spectrum h(i)

j of the j-th EPR
species X j in the i-th experimental setting (for 1 ≤ i ≤ L and
1 ≤ j ≤ K), and the field gradient vector sequences associated to
each experiment Γ := (Γi)1≤i≤L.

3irregular sampling schemes for the projections is currently not supported by the
PyEPRI package

(a) input 3D image u (isosurface) and input reference spectrum h

(b) output projections AX,Γ(u)

Figure 1: Projection operation. The projection operator AX,Γ is able to generate a se-
quence of projections from the set of inputs (i)–(v) described above and partially repre-
sented here. We display in (a) an isosurface of a discrete 3D image u (left-hand side) and
the graph of a discrete reference spectrum h sampled over a grid B containing NB = 500
sampling nodes regularly spaced in the range [333.45, 465.69] G (right-hand side). Given
a sequence Γ = (γ1, . . . , γN ) ∈ (R3)N containing N = 961 field gradient vectors (not
represented here), we used the AX,Γ operator to generate the sequence of projections dis-
played in (b). Those projections are sampled over the grid B and stored line by line into
a 2D array containing N rows and NB columns. The i-th row of this array corresponds to
the projection of the image u with the field gradient vector γi.

The generalization of the AX,Γ operator described in (II) will be
denoted as AX,Γ in the rest of this paper. The interest of this gen-
eralization lies in the possibility to address the inversion of AX,Γ us-
ing standard inverse problems, opening door for the reconstruction of
one or more EPR image(s) from a sequence of projections acquired in
one or more experimental condition(s) using an unified mathematical
framework. Indeed, most standard methods used to solve inverse prob-
lems require, first and foremost, the ability to evaluate, as efficiently
as possible, the so-called "direct" operator, which simulates the mea-
surements (i.e., the projections) from the quantities of interest (i.e., the
concentration mappings).

The practical implementation of the projection operators provided
in the PyEPRI package strongly relies on the use of the FINUFFT
package for the fast and accurate computation of nonuniform discrete
Fourier transforms [28–30].

2.4. Backprojection operators
The relation (1) that maps an image to a projection is linear and

continuous. The mathematical adjoint of the projection operator is
called backprojection. The discretized operator AX,Γ is also a linear
operator and we will refer to the adjoint operator as the backprojection
operator, which will be denoted as A∗

X,Γ. The backprojection operator
A∗
X,Γ maps a sequence of projections to one or several image(s), as

illustrated in Figure 2, in the standard case of projections simulated
from a single EPR source image (i.e., when the generalized operator
AX,Γ reduces to the initial and more usual one AX,Γ).
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(a) reference volume (slice Z = 0) (b) backprojected volume (slice Z = 0)

Figure 2: Backprojection of a sequence of projections generated from a 3D volume.
We display in (a) the central slice (Z = 0 cm) of the 3D volume image represented in
the left-hand side of Figure 1 (a). We display in (b) the central slice (Z = 0 cm) of
the backprojected volume obtained by applying the backprojection operator A∗X,γ to the
sequence of projections displayed in Figure 1 (b). We can see that the backprojected
volume (b) looks like a blurry version of the original one (a). This illustrates in fact an
interesting property of the composed operation A∗X,Γ ◦ AX,Γ(u) which turns out to be the
convolution between the input image u and a fixed (blurring) kernel. We will explain in the
next sections how the PyEPRI package takes advantage from this property to implement
fast reconstruction algorithms.

Remark. The projection operator AX,Γ being linear, it can be repre-
sented using a matrix form. In this context, the adjoint corresponds
to the transposed matrix. Although this formulation is mathematically
correct, it is not really helpful from a practical standpoint due to the
massive size of the matrices involved, which are generally far too large
to be stored and manipulated on a computer.

2.5. Projection–backprojection operation using Toeplitz kernels

One can show that performing the projection–backprojection of a
given image u (which means, computing A∗X,Γ ◦AX,Γ(u)) is equivalent to
carrying out the (discrete) convolution between u and a fixed convolu-
tion kernel φ, i.e., for any image u,

A∗X,Γ ◦ AX,Γ(u) = φ ∗ u . (3)

Note that (3) formally arises from the fact that the composed opera-
tor A∗X,Γ ◦ AX,Γ has a Toeplitz structure (see [24]). For that reason, the
kernel φ is referred as a Toeplitz kernel. The PyEPRI package im-
plements functions dedicated to the fast and accurate evaluation of the
Toeplitz kernel φ, as well as that of A∗X,Γ ◦ AX,Γ(u) using (3).

The Toeplitz kernel φ explicitly depends on the sequence of field
gradient vectors Γ and the reference spectrum of the species X (we
refer to the online documentation for its explicit definition) but not on
the image u involved in (3). Consequently, for a given reference spec-
trum and a given sequence of field gradient vectors Γ, the Toeplitz
kernel φ can be computed once and for all and used as is whenever
the evaluation of A∗X,Γ◦AX,Γ is needed. This feature is of crucial impor-
tance in applications requiring many evaluations of the composite oper-
ator A∗X,Γ ◦ AX,Γ. Indeed, once the kernel φ is computed, the evaluation
of A∗X,Γ ◦AX,Γ(u) using (3) is usually much more faster than the succes-
sive evaluation of the AX,Γ and A∗X,Γ operators taken separately 4. The
ability to rapidly perform the projection–backprojection operation is
particularly valuable when implementing iterative algorithms for EPR

4This can be explained by the fact that evaluating the operator AX,Γ and its adjoint
A∗X,Γ requires the computation of non-uniform discrete Fourier transforms, which demand
significant computational resources. In contrast, the evaluation of A∗X,Γ ◦ AX,Γ using (3)
can be performed with standard discrete Fourier transforms, which are easier to compute.

image reconstruction, as we shall discuss in the next section. As re-
gards the generalized projection operator AX,Γ, the rapid evaluation of
A∗
X,Γ ◦ AX,Γ using Toeplitz kernels is also possible and this feature is

implemented and documented in the PyEPRI package.

2.6. Optimization algorithms

Modern EPR image reconstruction methods rely on variational
models and consist in formulating the image reconstruction task as the
minimization problem of finding

ũ ∈ argmin
u ∈E

E(u) , (4)

where E represents the space in which the reconstruction lies and
E : E → R ∪ {+∞} is the energy that we need to minimize to ob-
tain the reconstruction ũ. When imaging a sample containing a sin-
gle paramagnetic species, the space E is expressed as E = RΩ where 5

Ω = {0, 1, . . . ,N1−1}×...×{0, 1, . . . ,Nd−1} represents the discrete image
domain and N1, . . . ,Nd represent the number of pixels of the image
along each one of its d dimensions. Otherwise, in the situation where
multiple EPR species are involved, the space E is expressed as E =
RΩ1×· · ·×RΩK , where Ω j = {0, 1, . . . ,N

( j)
1 −1}×...×{0, 1, . . . ,N( j)

d −1} rep-
resents the discrete image domain of the j-th image and N( j)

1 , . . . ,N
( j)
d

its dimensions. In both situations, the energy E is usually decomposed
into the sum of two terms,

∀u ∈ E , E(u) = F(u) + λ ·G(u) , (5)

where F is referred as data-fidelity term, G is referred as regularity
term and λ > 0 is referred as regularity parameter. The data-fidelity
term F(u) reflects the plausibility of the image (or the sequence of
images) u with respect to the measured data, this term is therefore
small for choices of u being compliant with the measured data and
large otherwise. The regularity term G(u) reflects some prior knowl-
edge about the image (or the sequence of images) u that we are look-
ing for, it usually promotes a form of spatial regularity by being cor-
respondingly larger when u is considered as spatially irregular. This
term can also be designed to impose some constraints (for instance
positivity, unitary norm, ...) to the reconstruction model (in this case,
one sets G(u) = +∞ when u does not satisfies the constraint). The reg-
ularity parameter λ controls the relative importance of the data-fidelity
term with respect to the regularity term in the minimization process. In
many situations, the energy E involved in (4) is convex but nondiffer-
entiable and its minimization can be efficiently handled using modern
proximal algorithms which come with strong convergence guarantees
(a general review about this topic can be found for instance in [31]).

2.6.1. TV-regularized least-squares
At the present time, the PyEPRI package implements numerical

schemes for addressing the minimization (4) when the energy E de-
composes as (5) using a least-squares data-fidelity term and a Total
Variation (TV) regularity term, as we shall describe now.

Given a sequence s of measured projections, the least-squares data-
fidelity term corresponds to the setting

∀u ∈ E , F(u) =
1
2
∥A(u) − s∥22 (6)

where A = AX,Γ (respectively A = AX,Γ) is the direct operator that
simulates a sequence of projections from an image u (respectively a
sequence of images u = (u1, u2, . . . , uK)). Such a data-fidelity term en-
forces, in the minimization process (4), the choice of images (or se-
quences of images) u leading to simulated projections that are close to
the observed ones (i.e., leading to A(u) ≈ s).

5The notation RΩ formally refers to the mappings from Ω to R
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The TV regularity term is defined as follows. When u ∈ RΩ (i.e.,
when u is a single image with domain Ω), we take

G(u) = TV(u) :=
∑
k∈Ω

∥∇fd(u)(k)∥2 , (7)

where ∇fd denotes the classical forward finite differences scheme op-
erator (its explicit definition for 2D and 3D images can be found
in Appendix A). Otherwise, in the more general situation where
u = (u1, u2, . . . , uK) is a sequence of images, we shall consider the
sum of the TV of the individual images,

G(u) =
K∑

j=1

TV(u j) ,

as a choice of generalized regularity term, as done in [25]. The use
of the TV as a regularizer promotes the choice of piecewise constant
images which is a kind of regularity promotion that allows for produc-
ing images with sharp discontinuities (and thus, sharp edges) and also
relatively free of oscillations caused by noise [32]. Another, somehow
more modern, explanation for the popularity of TV in image process-
ing consists in interpreting (7) as the ℓ1 norm of ∇fdu, which can be
seen as a sparsity promoting term for ∇fd(u). This term indeed pro-
motes images u with sparse gradient ∇fd(u), reducing drastically the
number of unknowns of the problem and allowing for accurate re-
construction even when the number of measurements is significantly
smaller than the number pixels (or voxels) present in u. This princi-
ple underlies the research on compressed sensing. It should be noted,
however, that the concept of compressed sensing also strongly relies on
the usage of random sampling during the acquisition process, which is
generally not considered in EPR imaging. Therefore, using the term
“compressed sensing” to refer to TV regularized EPR image recon-
struction is somewhat inaccurate.

2.6.2. Condat-Vũ solver
The PyEPRI package implements a generic solver dedicated to the

minimization of TV-regularized energies. This solver boils down to a
numerical scheme that generates a sequence (u(n))n≥0 that is proved to
converge towards a minimizer of the targeted energy E. This numer-
ical scheme is described in Appendix B and was proposed simulta-
neously by Condat and Vũ in [33, 34] before being further studied in
a more general framework in [35]. Compared to other classical proxi-
mal algorithms, such as the celebrated Chambolle-Pock algorithm [36],
proximal ADMM [37, 38], FISTA [39], or many others [31, 40], the
Condat-Vũ algorithm takes advantage of the Lipschitz-differentiability
of the data-fidelity term F defined in (6). More importantly, in the
context of TV-regularized least-squares presented in Section 2.6.1, the
Condat-Vũ solver involves the computation of

∇F(u(n)) = A∗ ◦ A(u(n)) − A∗(s) . (8)

at each iteration n ≥ 0 of the scheme. The computation of (8) cor-
responds in practice to the most computationally intensive part of the
scheme. However, when A = AX,Γ or A = AX,Γ, the term A∗◦A(u(n)) can
be computed efficiently using convolutions with precomputed Toeplitz
kernels, as explained in Section 2.5. Besides, the backprojected term
A∗(s) involved in (8) never changes and can be computed once and for
all at the beginning of the iterative optimization process. This means
that we can evaluate (8) efficiently at each iteration of the scheme, as
pointed out in [21, 24]. In comparison, other standard proximal algo-
rithms would require the distinct evaluation of the projection and back-
projection operators A and A∗ at each iteration of the scheme, leading
to significantly higher computational times per iteration.

Remark. The Condat-Vũ solver implemented in the PyEPRI package
is generic and takes as input a function dedicated to the evaluation
of the gradient of the data-fidelity term F, allowing for instance to

consider data-fidelity terms different from (6). Some higher level func-
tions specifically designed for EPR image reconstruction, both in the
monosource and multisources frameworks, are also provided in the
package and utilize some appropriate instances of this generic solver.
These higher level functions enable non-expert users to more easily use
the package for image reconstruction without needing to deal them-
selves with details related to the underlying optimization scheme. They
are presented in sections 2.7.2 and 2.7.3.

2.7. EPR imaging features

In this section, we will describe the main EPR imaging features
currently available in the PyEPRI package. Sections 2.7.1 and 2.7.2
focus on standard EPR imaging of a sample containing a single EPR
species using filtered backprojection and TV-regularized least-squares.
The example sample that we shall use to illustrate those EPR imaging
features is made of tubes with various diameters filled with a solution
of TAM, it is described in Figure 3. Imaging of multiple EPR sources
will be presented in Section 2.7.3 and illustrated using a sample con-
taining two distinct EPR species (TAM and TEMPO).

(1)

(2) (3)
(4)

(5)

(6)

Figure 3: Tubes filled with a TAM solution. The sample is made of six tubes with vari-
ous diameters filled with a 1 mM TAM solution (see left-hand side image). The tubes were
wrapped together using masking tape (see right-hand side image) and a sequence contain-
ing 94 × 94 = 8836 three-dimensional projections (not displayed here) has been acquired
using a L-band Bruker imager, using a constant field gradient magnitude of 20 G/cm. It
should be noted that tubes (1) and (6) were badly sealed and leaked (partially for tube (1)
and totally for tube (6)) during the experiment. This will affect the the upcoming image
reconstructions.

2.7.1. Single source imaging using filtered backprojection
In the continuous setting and in the presence of a single EPR

species X, one can derive an exact inversion formula that allows the
reconstruction of UX from the measurements PX,γ(B) taken for any
B ∈ R and for any γ on the unit sphere of Rd . This formula is gener-
ally discretized to obtain an approximate inversion formula in the dis-
crete setting. This method involves interpolating each projection and
integrating the contributions of each interpolated projection over the
sphere to obtain an image. This image reconstruction method is re-
ferred to as the filtered backprojection (FBP) as it can be interpreted
as a modified backprojection of the input sequence of projections 6.
We refer to the documentation of the PyEPRI package for a mathe-
matically detailed presentation of the FBP method it implements.

The FBP method, like many direct inversion techniques, tends to
amplify noise present in the measured projections. In practical appli-
cations, this issue is addressed by preprocessing the projections to at-
tenuate their high-frequency components, using for instance frequency

6as we mentioned earlier, computing the backprojection of a sequence of projections
yields a blurry version of the underlying image, the filtered backprojection integrates an
appropriate inverse filter into the backprojection process in order to get rid of this blurring
operation.
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Figure 4: 3D reconstruction using filtered backprojection. We display the FBP recon-
struction (with pixel size= 200 µm) of the TAM solution depicted in Figure 3. In order
to avoid dramatic noise amplification, a frequency cutoff was used to remove 90% of
the highest frequency content of the projections, leading to a poorly resolved, but still
exploitable, image. In essence, the trade-off between noise suppression and spatial reso-
lution is a significant challenge when applying FBP in real-world scenarios.

apodization or cut-band filters. However, this filtering process in-
evitably leads to a loss of information, resulting in images that are
overly smooth and poorly resolved, as illustrated in Figure 4. The
advantage of this method lies in its simplicity and ease of implemen-
tation, which makes it widely used in practice, particularly when com-
putational resources are limited or when a quick reconstruction is re-
quired.

2.7.2. Single source imaging using TV-regularized least-squares
We display in Figure 5 the TV-regularized least-squares reconstruc-

tion of the TAM sample depicted in Figure 3. The reconstructed image
is obtained by computing a minimizer of the TV-regularized energy de-
scribed in Section 2.6.1, by taking A = AX,Γ as the direct operator. The
energy minimization is handled using the Condat-Vũ solver presented
in Section 2.6.2.

As mentioned earlier, the PyEPRI package implements a specific
function dedicated to single EPR image reconstruction from a sequence
of EPR projections. This function is built by combining basic com-
ponents (so-called low-level functions) to obtain a high-level instance
specifically designed for image reconstruction. This approach spares
non-expert users from having to deal with generic functions (such as
the generic Condat-Vũ solver, the fast implementation of the gradient
of the data-fidelity least-squares term using Toeplitz kernels, etc.) be-
ing outside from their own fields of expertise, thus simplifying the use
of the package for end-users.

2.7.3. Multiple sources imaging using TV-regularized least-squares
In the multisources framework, taking A = AX,Γ in the TV-

regularized least-squares model presented in Section 2.6.1 allows for
addressing the source separation problem, that is the reconstruction of
the images of each EPR species present in the sample, as done in [25].
This kind of problem can therefore also be numerically handled us-
ing the generic Condat-Vũ solver implemented in the PyEPRI pack-
age. Again, a high-level function specifically dedicated to the source
separation problem was implemented in the PyEPRI package to avoid
the somehow tricky configuration of the Condat-Vũ solver with fast

Figure 5: 3D reconstruction using TV-regularized least-squares. We processed the
same dataset as in Figure 4 but using the TV-regularized least-squares reconstruction
model instead of the FBP. The reconstructed image has the same pixel-size (200 µm)
as that reconstructed using FBP, but we can see that it exhibits a much higher perceptual
resolution, with in particular sharp edges allowing a clear separation of the content of
the thin tubes. In the general case, using total variation as a regularization term allows
for the generation of smooth images (without oscillations caused by noise), while still
preserving discontinuities to represent edges. For the same number of projections, this
variational framework provides a reconstruction of higher quality than FBP. Besides, in
favorable conditions, where the sample of interest is minimally textured (as is the case
here), high-quality reconstructions can be achieved with a very limited number of mea-
sured projections.

gradient data-fidelity term computation using Toeplitz kernels. In or-
der to illustrate the source separation feature, we will use a dataset
taken from [25] and described in Figure 6. The source separation re-
sult obtained using the PyEPRI package is presented in Figure 7 (using
slices) and in Figure 8 (using isosurfaces).

(a) picture of the sample

(b) zero-gradient spectrum of the sample (c) measured projections

Figure 6: TAM insert in TEMPO solution. We display in (a) the picture of a sample
made of a (small) eppendorf filled with a 12.5 mM solution of TAM immersed into a
(large) eppendorf filled with a 14 mM solution of 4OH-TEMPO. We display in (b) and (c)
the zero-gradient spectrum and the sequence of projections measured from the sample.
The spectrum (b) gathers the contribution of a three-lined spectrum of 4OH-TEMPO and
a single thin lined spectrum of TAM. The measured projections (c) were acquired with
an L-band Bruker spectrometer using a constant field gradient magnitude of 20 G/cm and
20 × 20 = 400 three-dimensional orientations. This dataset was acquired at SFR ICAT
University of Angers with the kind help of Dr. Raffaella Soleti.
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(a) TEMPO reconstruction (b) TAM reconstruction

Figure 7: TAM and TEMPO reconstructions (slices). The source separation model ap-
plied to the sequence of projections presented in Figure 6 (c) yields two distinct images,
one represents the TEMPO concentration mapping, the other represents the TAM concen-
tration mapping. The two images were reconstructed using the same pixel size (500 µm)
but using different sizes to optimize the computation time (this feature was not present
in [25]). We display in (a) the central slices along each axis of the TEMPO reconstruc-
tion, and we display in (b) the same slices of the TAM reconstruction. We can see that the
shapes of the two eppendorfs are correctly retrieved, and the separation seems effective
since no signal is detected in the TEMPO image in the area corresponding to the TAM
eppendorf. A three-dimensional display of the two images using isosurfaces is also pro-
posed in Figure 8.

TAMTEMPO

Figure 8: TAM and TEMPO reconstructions (isosurfaces). We display here two iso-
surfaces, one coming from the TEMPO reconstruction (displayed in green), and the other
one coming from the TAM reconstruction (displayed in red). The TEMPO isosurface was
restricted to a half-space in order to make visible the hole that it contains and which is
due to the TAM eppendorf (including its lid) visible in Figure 6.

3. CPU & GPU benchmarking

In this section we shall present some benchmarks about the exe-
cution time monitored for the different image reconstruction features
of the PyEPRI package, using either a CPU or a GPU backend (see
Section 2.1). The experiments presented here were led using a conven-
tional laptop (Dell Precision 7680 with Ubuntu 24.04) equipped with
an Intel Core i9-13950HX processor, 64 GB of RAM, and a NVIDIA
RTX 4000 Ada graphics card with 12 GB of memory. The installa-
tion of the package and its dependencies was done using the Python
Package Installer (PIP) following the instructions of the PyEPRI online
documentation. Note that an advanced installation of the package and
its dependencies is possible and may lead to reduced execution times,
but we did not consider this option further as we believe most users

will prefer the installation via PIP for simplicity. Furthermore, our
GPU benchmarks include the data transfer from the RAM to the GPU
memory. These transfer times are often significant, if not predominant,
in the total computation time (as pointed out in [41]). While they are
often excluded from benchmarks, we have chosen to include them in
order to provide a more accurate representation of the actual computa-
tion times for the majority of users.

3.1. Benchmarking for single source imaging using filtered backprojection

We display in Figure 9 the computation times related to the
FBP reconstruction at different resolutions of the “fusillo-20091002”
(real) dataset embedded with the package (see the online documenta-
tion, and also the 3D surface displayed in Figure 1 (a) which actu-
ally corresponds to a reconstruction obtained from this real dataset).
The computation times related to FBP reconstruction obtained from
the “tamtubes-20211201” dataset (see Figure 3) are displayed in Fig-
ure 10.

Figure 9: Execution times for FBP reconstruction of the fusillo. The dataset is made of
31×31 = 961 three-dimensional projections containing NB = 500 sample points each and
acquired using magnetic field gradients with 14 G/cm magnitude. We performed the im-
age reconstruction from this dataset using FBP at different resolutions and using the four
backends implemented in the PyEPRI Package. We display the execution time for each
experiment (the dimensions N1 × N2 × N3 of the reconstructed image as well as its pixel
size δ are displayed below each experiment). We can see that very fast reconstructions
are achieved using the PyEPRI package. Besides, the execution time obtained with GPU
backends are roughly 1.7 to 20 times faster than those obtained using CPU. The execution
time for GPU backend is dominated by data transfer which explains why we observed the
same execution time for the GPU reconstructions at δ = 1 mm and δ = 500 µm.

Figure 10: Execution times for FBP reconstruction of TAM solution in tubes. Same
as in Figure 9 for the FBP reconstruction using the tamtubes-20211201 dataset made
of 94 × 94 = 8836 three-dimensional projections containing NB = 360 sample points
each. The reconstruction obtained at resolution δ = 200 µm is displayed in Figure 4. This
dataset is roughly six times larger than that considered in Figure 9 and leads to increased
execution times with roughly the same factor. Even for high-resolution reconstructions,
the execution times remain quite small compared to the time necessary to acquire such
dataset using the fastest spectrometers. Again, using a GPU backend leads to interesting
speed-up factors compared to the CPU runtime.

3.2. Benchmarking for TV-regularized least-squares single source imag-
ing

We considered the same datasets as in Section 3.1 and performed
the image reconstructions using the TV-regularized least-squares model
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implemented in the PyEPRI package with the same targeted resolu-
tions. In our experiments, we used a tolerance parameter tol = 10−3

to automatically stop the iterations of the Condat-Vũ solver when the
relative distance between two consecutive scheme iterates is below tol
(see Appendix Appendix B). This setting enables fast reconstruction
of good quality images but it must be noted that achieving accurate
convergence towards the solution of the underlying minimization prob-
lem (4) involves in practice significantly lower settings of the tolerance
parameter (typically tol ≤ 10−5), which can increase the number of it-
erations and thus the overall execution time. The observed execution
times are presented in Figure 11 and Figure 12.

Figure 11: Execution times for TV-regularized least-squares reconstruction of the
fusillo. We display here the execution times measured when performing image recon-
struction for different resolutions from the fusillo dataset using the TV-regularized least-
squares model implemented in PyEPRI. Those execution times can be compared to those
obtained using FBP reconstruction over the same dataset presented in Figure 9. We can
observe that the TV-based reconstruction model can result in slightly higher execution
times on this dataset (up to a factor of 5 depending on the selected backend), but it re-
mains very fast nonetheless (especially with GPU backends) and provides a significant
improvement in terms of image quality in practice.

Figure 12: Execution times for TV-regularized least-squares reconstruction of TAM
solution in tubes. We display the execution times obtained when addressing the recon-
struction of the TAM solution contained in tubes (see Figure 3) using the TV-based image
reconstruction algorithm of the PyEPRI package. Those execution times can be compared
to those presented in Figure 10. The image reconstructed with resolution δ = 200 µm is
displayed in Figure 5 and can be compared to that obtained using FBP, displayed in Fig-
ure 4. We can see that, on this dataset (which is larger than the fusillo one), the TV-based
image reconstruction model yields faster execution times than FBP. However, this should
be taken with caution, as in the case of the TV-based algorithm, a stricter adjustment of
the tolerance parameter in order to achieve accurate convergence can increase the execu-
tion time.

3.3. Benchmarking for TV-regularized least-squares multiple sources
imaging

In this section, we focus on the execution time related to the TAM
and TEMPO separation from the sample presented in Figure 6 using
the TV-regularized least-squares multisources image reconstruction al-
gorithm implemented in the PyEPRI package. For this dataset, fast
and visually acceptable reconstruction results can be obtained by using
tol = 10−4. However, we observed that the quality of the image sep-
aration could benefit from the use of a fine convergence criterion. For
that reason, we performed our experiments using a tolerance parameter

tol = 10−5, leading to longer execution times than in the single image
reconstruction framework. The results are presented in Figure 13.

Figure 13: Execution times for multiple EPR sources imaging. We performed the joint
reconstruction of the TAM and TEMPO images from the sample presented in Figure 6.
The reconstruction was done for different targeted resolutions using the multiple EPR
imaging algorithm implemented in the PyEPRI package. Below each experiment, we
display the size (Ntam1 × Ntam2 × Ntam3 ) of the reconstructed TAM image (top), the size
(Ntempo1 × Ntempo2 × Ntempo3 ) of the reconstructed TEMPO image (middle), and the pixel
size δ common to both images (bottom). We used tol = 10−5 as stopping criterion as
we observed that this setting improved the separation result on this dataset. The images
displayed in Figure 7 and Figure 8 correspond to the reconstruction obtained with pixel
size δ = 500 µm and tol = 10−5. Note that the setting tol = 10−4 leads to roughly twice
faster reconstructions and still visually acceptable separation results. We can see that
even such challenging image reconstruction task can be done in a relatively low amount
of computation time using the PyEPRI package.

4. Conclusion and perspectives

This package has been carefully developed and tested, we sincerely
hope it will useful to the EPR community. We strongly encourage in-
terested users to contact us, as we will be happy to assist them if they
encounter any difficulties in using the package. In a next release, we
plan to add support for 4D spectral-spatial EPR imaging: this involves
implementing a fast and accurate 4D projection operator, its adjoint,
and use those low-level operators to build some more complex image
reconstruction pipelines. Our long-term goal is to maintain the PyEPRI
package up-to-date and enrich it with robust and efficient EPR image
reconstruction features, keeping the initial spirit of providing both user-
friendly and developer-friendly tools. As Python provides a simple and
effective framework to build, combine and share features, we think that
this package opens room for building and sharing new advanced EPR
image processing applications based on the many tools developed and
shared by the image processing and machine learning communities.

Appendix A. Forward finite differences scheme

Let u ∈ RΩ be a d-dimensional discrete image with discrete domain
Ω ⊂ Zd (in practice, d = 2 or 3). The forward finite differences of u
correspond to the signal ∇fd(u) =

(
∇

(1)
fd (u), . . . ,∇(d)

fd (u)
)
∈ (RΩ)d defined

by, for all i ∈ {1, 2, . . . , d},

∀k ∈ Ω , ∇(i)
fd (u)(k) =

{
u(k + δi) − u(k) if k + δi ∈ Ω

0 otherwise,

where δi ∈ Rd is the vector containing zero everywhere excepting the
i-th entry that takes the value 1.

Appendix B. Generic Condat-Vũ solver

Let K ≥ 1 and let E = RΩ1 × · · · × RΩK denote the set of sequence
of images u = (u1, u2, . . . , uK) with domains Ω1, Ω2, . . . , ΩK . The
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generic Condat-Vũ solver implemented in the PyEPRI package aims to
compute a minimizer of an energy E : E → R of the type

∀u = (u1, . . . , uK) ∈ E , E(u) = F(u) + λ
K∑

j=1

TV(u j) ,

where F : E → R denotes a differentiable function with Lipschitz con-
tinuous gradient ∇F. The single image framework corresponds to the
case K = 1 but we will describe the solver in the more general case,
where K ≥ 1. Notice that, in this framework, the gradient of the data-
fidelity term, ∇F(u), is made of K elements

∀u = (u1, . . . , uK) ∈ E , ∇F(u) =
(
∂F(u)
∂u1

,
∂F(u)
∂u2

, . . . ,
∂F(u)
∂uK

)
∈ E .

Given two time step parameters τ > 0, σ > 0, and some initial vari-

ables u(0) ∈ E, u(0)
∈ E and p(0) = (p(0)

1 , p
(0)
2 , . . . , p

(0)
K ) ∈

∏K
j=1

(
RΩ j

)d
, the

scheme consists in iterating for n ≥ 0,

p(n+1)
j = ΠB

(
p(n)

j + σλ∇fd
(
u(n)

j

))
for 1 ≤ j ≤ K

u(n+1)
j = un

j − τ

(
∂F(u(n))
∂u j

− λdivfd
(
p(n+1)

j

))
for 1 ≤ j ≤ K

u(n+1)
j = 2 u(n+1)

j − u(n)
j for 1 ≤ j ≤ K

(B.1a)

(B.1b)

(B.1c)

where we have set

∀p j ∈ (RΩ j )d , ∀k ∈ Ω j , ΠB(p j)(k) =
p j(k)

max(1, ∥p j(k)∥2)
,

and divfd = −∇∗fd denotes the opposite adjoint of the forward finite
differences operator ∇fd.

The primal and dual steps τ and σ involved in (B.1) are auto-
matically tuned according to [35, Theorem 1] in order to ensure the
convergence of the numerical scheme towards a minimizer of E. The
PyEPRI implementation of Scheme (B.1) provides an optional toler-
ance parameter tol which can be used to stop the iterations of the
scheme when

∥u(n+1) − u(n)∥2 ≤ tol · ∥u(n)∥2 , (B.2)

i.e., when the relative distance between two consecutive iterates is less
than tol. The implemented function also enable the evalution of the
energy of the iterates E(u(n)) which is helpful to monitor the conver-
gence of the scheme towards a minimizer of E.
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