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Abstract
Current multiplayer video games are hard to scale in the
number of players and simulated entities. Multiplayer ar-
chitectures beyond basic client-server architectures are not
provided by game engines and must be re-implemented for
each game. Peer-to-peer approaches have been proposed
to improve scalability, either to reduce the server network
load created by broadcasts, or to create a scalable server
infrastructure based on multiple machines. However, this ap-
proach increases the complexity of video game architectures.
We provide a model to adapt games for p2p multiplayer, sep-
arating game and network logic. It allows for a game to be
in a client-server or peer-to-peer setting seamlessly for any
kind of game. We show how it can be applied to improve
the performances and identify its security requirements and
associated countermeasures.

Keywords: online video games, decentralization, entity com-
ponent system, ECS, security

1 Introduction
The market for online games is experiencing significant
growth, with revenues projected to reach 27.97 billion USD
by 2024. This drives the growth of various applications, in-
cluding metaverse use cases [6] and the simulation of multi-
agent systems [5]. Multiplayer online games and massively
multiplayer online games (MMOGs) are at the forefront of
this expansion, offering complex and immersive experiences
to players worldwide. They are to be distinguished from
online social networks [14] which aim to provide communi-
cations without the ability to simulate a virtual environment.
Multiplayer games can be designed using either centralized
or decentralized networking architectures [19]. Centralized
architectures, such as the traditional client-server model, are
easier to design and offer robust protection against cheating.
In these configurations, a central server manages game state
and player interactions, ensuring consistency and security.
However, centralized architectures come with higher hosting
costs and can become bottlenecks as the number of players
increases [19].
In contrast, decentralized architectures aim to reduce host-
ing costs by distributing the computational and networking
load across multiple machines or even directly among play-
ers. While this approach can enhance scalability and reduce
server costs, sensitive tasks are often delegated to untrusted
devices, introducing significant challenges related to security
and cheating [16].

One of the primary challenges in developing multiplayer
games is scaling the number of simultaneous players and
the number of entities that need to be simulated. A common
solution to this problem is to distribute both execution and
data. For instance, games like World of Warcraft (WoW) di-
vide the game world into distinct areas or zones (Interest
Management [11] ), each managed by different servers. This
approach allows for horizontal scaling, enabling the game
to support a large number of players by distributing the
load across multiple servers. However, such games are typi-
cally built using client-server architectures that can become
complex and cumbersome. The mixing of game logic with
distribution logic often results in a complicated server in-
frastructure, with for example the use of separate inventory,
authentication, and area of interest servers.
Another significant challenge is the lack of a standard for-
malization for games, which complicates research and devel-
opment efforts focused on game distribution. Most games are
developed using object-oriented programming (OOP) with
serialization, which can be difficult to synchronize and may
introduce security vulnerabilities by introducing payloads.
The Entity-Component-System (ECS) paradigm [17] offers
a solution to these issues, separating data and code to be
executed. ECS allows for efficient management of a large
number of entities and is used in game engines like Bevy
and Unity DOTS.
In this paper, we propose a model for flexible online video
games that is adaptable to any ECS-based game and can
operate in both centralized and decentralized architectures.
Inspired by aspect oriented programming [9], our model
separates game logic from networking logic, making it easier
to scale and secure. We also study the security implications
of our model and propose various optimizations to enhance
performance.
The structure of this paper is as follows: Section 2 reviews
the related works on ECS and decentralising video games,
accounting for performances and security. Section 3 presents
our proposed architecture. Section 4 identifies the security
countermeasures available and how they can be added to
our architecture.

2 Related Works
2.1 Formalising video games
There is no standard formalization for video games, which
complicates research and development. Traditionally, most
games are developed using object-oriented programming
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Figure 1. ECS illustration

(OOP). However, this approach limits the ability to use mul-
tithreading to improve performances and makes synchro-
nization harder, as it involves both data and code.
Data-oriented game design treats the game as a database, fo-
cusing on efficient data management. A specific paradigm in
data-oriented game design is the Entity-Component-System
(ECS) architecture [17], which is used for managing a large
number of entities, as seen in games like Cities: Skylines 2.
Better performances have been observed in games developed
with a data-oriented approach [18], which is enhanced by
its ability to parallelize execution into multiple threads [13].
The ECS paradigm consists of three elements (figure 1):
Entities: Unique identifiers representing game objects. En-
tities themselves do not contain data or behavior; they are
simply references that can be associated with various com-
ponents.
Components: Data containers that store properties of en-
tities, such as position, velocity, or health. Components are
simple data structures and do not integrate any game logic.
Systems: Logic processors that execute game logic on enti-
ties based on their components. Systems iterate over entities
with specific components and update their state accordingly.

2.2 Multiplayer video games
In multiplayer online games, clients exchange information
about game objects in two approaches (figure 2):
Client-Server Model: a central server verifies actions and
access rights. It is responsible for receiving updates from
clients and broadcasting the new game status to all con-
nected clients, ensuring consistency and security. The server
infrastructure can be distributed into multiple servers com-
municating with each other.
Peer-to-Peer (P2P) Model: clients communicate directly
with one another. They share information about the game
environment without the need for a central server.
Scalability in multiplayer games encompass several critical
challenges. Scalability of execution is a significant concern
when the computational requirements of game logic exceed
available resources, resulting in performance degradation.
Additionally, the scalability in the number of simulated enti-
ties poses a challenge, as the management of an excessive
volume of data related to game objects can overwhelm sys-
tem capabilities and hinder responsiveness. Furthermore, the

Figure 2. Multiplayer architectures

scalability in the number of players complicates the archi-
tecture, as broadcasting status updates within constrained
timeframes becomes increasingly difficult with a growing
player base. A promising solution to these scalability issues
is distribution, specifically through the segmentation of the
game into multiple semi-independent worlds of interest, a
methodology referred to as Interest Management. This strat-
egy enables horizontal scaling, allowing the system to ac-
commodate increased loads by distributing the processing
across multiple servers.

2.3 Peer-to-Peer approaches
Peer-to-peer (P2P) approaches, as surveyed in [19], offer a
cost-effective alternative to traditional client-server mod-
els by distributing the computational and networking load
among multiple peers. These approaches can either involve
a full P2P model with no central server or a hybrid model
where a federation of servers handles different parts of the
game world. An example of the latter is Second Life, which
operates on a vast network of servers. While P2P architec-
tures can significantly reduce server costs and improve scala-
bility, they require the game to be designed with specific dis-
tribution strategies in mind, making them difficult to change
and adapt. Additionally, P2P models pose significant security
challenges, as any peer can potentially illegally read and
modify game variables.

2.4 Interest management
Interest management [11] improves scalability inmultiplayer
online games by dividing the game world into distinct zones,
each managed by different servers, this reduces the number
of entities each player or server needs to track. This distri-
bution of data, bandwidth, and execution load reduces the
load on individual servers.
As illustrated in figure 3, players are dispatched into different
zones, each handled by a different server. Servers communi-
catewith each other to handle the transfer of players between
zones. Distinct servers handle the players authentication and
manage the zone servers.
Strategies for interest management include static zoning,
with predefined regions, and dynamic zoning, which adapts
to the current distribution of players and entities[19].
However, adapting an already existing game to interest man-
agement is challenging as the game logic and distribution
logic are mixed in the game architecture.
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Figure 3. Interest management illustration

2.5 Security of online games
Online games are vulnerable to various types of cheating
and security threats [16]. Unauthorized writing of values
can lead to incorrect game execution and corrupted game
data, undermining the integrity of the game. Unauthorized
reading of values can compromise player privacy and provide
unfair advantages.
Some other cheating techniques such as aim bots and mod-
ified controllers exploit automation on the user side, they
use legal game actions to gain an edge over other players.
Players can also use design errors in the game logic (bugs)
to gain an unfair advantage.
Network attacks are also a significant concern. Withhold-
ing information during status dissemination can disrupt the
game’s state synchronization, and finding other players’ IP
addresses can lead to targeted attacks.

3 The D-ECS model
We extend the ECS model for multiplayer games with the
D-ECS model, making it flexible for either client-server or
full p2p online games. It can be compared to real-time data-
base synchronisation [12]. This allows to easily port existing
games (written with the ECS paradigm) into multiplayer and
to separate game and networking logic for any game engine;
To allow developers to focus on the core game development
first and on multiplayer security and optimizations later, as
it often happens in game development processes.

3.1 Proposed model
Figure 4 shows our proposed architecture:

• ECS engine: is the engine used when creating the
game.

• Executor: executes systems in a function like ap-
proach: function (current_state, action) -> new_world_state,
this makes it compatible with FaaS approaches [10].

• Network component: is in charge of the game state
synchronization and network security

• Distribution engine: defines the policy on the distri-
bution and synchronization and replication, it handles
conflicts in values. In practice, it sets the synchroniza-
tion as specific systems run in the ECS Engine, and
regularly calls them.

We keep the existing ECS engine as it may have its own
database optimizations[12].
Developers can set behavior for distribution (e.g. scope for
interest management areas, regularity of synchronization)
and security (e.g. data access rights) of entities by adding
components (meta-components) which are parsed by the de-
centralization systems. This allows to change the multiplayer
policy without changing the logic of the game handled by
normal components. This way, systems can be limited to
a specific scope to reduce execution load. Specific values
can also be anticipated by a client before the network up-
date as in dead reckoning [3] which is used to anticipate the
trajectories of objects in distributed virtual environments.

3.2 Performance optimization
The presented architecture can be extended for improved
performances
Decentralizing the architecture of multiplayer games can
help improve the performances by helping scaling and re-
silience.
For that, the network component can utilize either a cen-
tralized server or decentralized pub/sub systems like Libp2p
pubsubs [2] to propagate updates or decentralized databases
such as OrbitDB [1] hosting the entity-component data.
Scope composition allows to dynamically handle the load
change in the different scopes. It can be done hierarchically
with scopes featuring sub-scopes. The composition does not
rely on spatial assumptions (such as a world being in 2D or
3D world), this allows for greater flexibility.
The distribution manager is in charge of fusing or spliting
the scopes. It updates the entities scopes. It must make sure
no entity is lost because no peer monitored it.
Inside/outside interface – In some cases, interactions be-
tween two scopes can be very limited. For instance, the
precise positions of planets within a stellar system can be
disregarded when viewed from another stellar system, which
can be treated as a single point with all its mass concentrated.
As illustrated in Figure 5, developers can provide a specific
API to interact with a scope as a whole. This requires cre-
ating an entity symbolizing the entire scope, which has an
is_an_interface component. Only one such entity can repre-
sent a scope, it can be present in multiple scopes and must
be present in the scope it represents.
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Figure 4. Proposed architecture

Figure 5. Interface for stellar system isolation

Specific systems must be added to update the interface entity,
both from inside and outside. For example, in a stellar system
simulated using mechanics: From inside: Update its mass
and position components by processing all planets. From
outside: receive and aggregate the external forces from other
stellar systems.

4 Security countermeasures
We review here the available security countermeasures for
our architecture:

Proactive approaches aim to prevent attacks: Access rights
policies are applied to the game status, for reading and writ-
ing. They are applied by the network component that may
refuse to share certain data (entities or components) or re-
strict writing permissions [8]. Additionally, it can verify the
result of a system execution with the system executor.
Network security – Techniques such as mixnets and onion
routing [4] can help hide IP addresses to protect user privacy.
Network resilience can be bolstered by employing p2p net-
works, which distribute data across multiple nodes, reducing
the risk of failure and improving overall connectivity.
TEEs [15] provide a secure execution environment within
a processor, ensuring that code and data loaded inside are
protected with respect to confidentiality and integrity. They
can be used in the system executor to guarantee the integrity
of system execution and game data privacy.
Reactive countermeasures aim to detect and limit the impact
of on-going attacks:
Reputation systems [7] can be set in the network component
where peers verify systems executions to guarantee the game
status integrity.
Behavior monitoring based on AI systems can be set to detect
cheating that is legitimate from the execution flow point of
view (e.g. aim bots, modified controllers).
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Bug exploitation can be limited by regular monitoring by the
game developpers, patching the game to keep it equilibrate.

5 Conclusion
We proposed here a model for customizable online games.
We showed how performances can be improved by segment-
ing the game trough interest management and distributed
in a decentralised way. We identified the security properties
and countermeasures. Remains the question of trade-offs
between performances and security. For that, an implemen-
tation an benchmarking of D-ECS is needed.
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