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SHARP REGULARITY OF SUB-RIEMANNIAN
LENGTH-MINIMIZING CURVES

A. SOCIONOVO

Abstract. A longstanding open question in sub-Riemannian geometry is the smooth-

ness of (the arc-length parameterization of) length-minimizing curves. In [19], this

question is negative answered, with an example of a C2 but not C3 length-minimizer

of a real-analytic (even polynomial) sub-Riemannian structure. In this paper, we

study a class of examples of sub-Riemannian structures that generalizes that pre-

sented in [19], and we prove that length-minimizing curves must be at least of class

C2 within these examples. In particular, we prove that Theorem 1.1 in [19] is sharp.
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1. Introduction

One of the most difficult and important open problems in sub-Riemannian geometry

is the regularity of geodesics, i.e, of those curves that are locally length-minimizing

(here and hereafter, by regularity of a curve we mean the regularity of its arc-length

parameterization). The problem has been open since the work of Strichartz in [20, 21].

A sub-Riemannian manifold is a triplet (M,D, g), where M is a smooth manifold,

D ⊂ TM is a smooth bracket-generating distribution (i.e., a distribution satisfying the

Hörmander condition), and g is a smooth metric on D. A horizontal (or, admissible)

curve is an absolutely continuous trajectory in M which is tangent to D almost

everywhere. The length of horizontal curves is defined in the standard way with

respect to the metric g and the distance between two points p, q ∈M is the infimum

of the length of horizontal curves joining p and q. The Chow-Rashewskii and the

Hopf-Rinow theorems ensure the existence of geodesics between every pair of points

sufficiently close.

Candidate curves to be length-minimizing are called extremal curves and they are

individuated by some necessary conditions appearing in the Pontryagin maximum
1
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principle. Extremal curves are divided in two non-disjoint classes, which are called

normal and abnormal (or singular) curves. Normal curves, which are the only ones ap-

pearing in Riemannian geometry, are smooth and length-minimizing for short times.

Instead, abnormal curves are a priori no more regular than being absolutely continu-

ous, as well as their length-minimality properties are unknown. The difficulty of the

problem of the regularity of length-minimizing curves lies in the presence of strictly

abnormal (or strictly singular) extremals, i.e., those curves that are abnormal but not

normal. We refer the reader to [2, 3, 11, 16, 18] for an exhaustive introduction to

sub-Riemannian geometry and to the regularity problem of geodesics.

The first example of a strictly abnormal curve that is length-minimizing, was dis-

covered by Montgomery in his ground-breaking work [15]. After that, many other

examples have been found, see for instance [1, 14]. All these examples are smooth

curves (by smooth we mean C∞), indicating the profound complexity of the problem.

Over the years, some partial results have been found. On the one hand, it was first

proved in [9, 13] that abnormal length-minimizing curves cannot have corners, and

later in [10, 17] that they must have a tangent line. In some special cases they are

of class C1, see [4, 6, 12], but in general the C1 regularity remains an open question.

On the other hand, necessary conditions for the minimality of abnormal curves can

be derived by the differential analysis of the end-point map (see [2, Chapter 8] for

a detailed introduction to the end-point map). This theory is well known up to the

second order, see [3, 7], and it has been partially extended to the n-th order in [5].

Finally, an algorithm to produce abnormal curves in Carnot groups of sufficiently

high dimension (without any new regularity or minimality result) is given in [8].

A recent and significant progress for the theory is the following result. On R3 =

(x1, x2, x3), let X1 and X2 be the vector fields defined by

(1.1) X1(x) := ∂x1 , X2(x) := ∂x2 + P (x)2∂x3 ,

where

(1.2) P (x) = xa1 − xb2, a, b ∈ N \ {0},

and let (R3,D, g) be the sub-Riemannian manifold where D = span{X1, X2} and g

is the metric making X1 and X2 orthonormal. Let also consider, for ε > 0, the curve

(1.3) γε : [0, ε] → R3, γε(t) =

(t
b
a , t, 0), b ≥ a,

(t, t
a
b , 0), a ≥ b.

Theorem 1.1. If a = 2 and b ≥ 5 is odd, then there exists ε > 0 such that the curve

γε is length-minimizing in (R3,D, g). Moreover, the curve γε is non-smooth at 0.

Theorem 1.1 is proved in [19] and provides the first ever examples of non-smooth

sub-Riemannian length-minimizing curves, answering a longstanding open question in
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sub-Riemannian geometry. The geodesic with the lowest regularity is of class C2 \C3

and it is obtained for a = 2 and b = 5. The singularity is at a boundary point.

In this paper, we delve into the reasoning and methodology behind the construction

of the examples in (1.1)-(1.2) and we prove that Theorem 1.1 is sharp, in the sense

that it is not possible to find a geodesic of class C1 \ C2 within these examples. Our

main result is the following.

Theorem 1.2. If b > a ≥ 3, or a = 2 and b = 3, or a > b ≥ 3, or b = 2 and a = 3,

then for every ε > 0 the curve γε is not length-minimizing.

The proof of Theorem 1.2 is constructive, as it provides an explicit example of

a shorter curve connecting the same points. This kind of construction is, in our

opinion, a general interesting tool to understand (as a first analysis) the minimality

of abnormal curves, since in these examples they are a close approximation of normal

curves, see [19, Proposition 2.2]. On the other hand, the proof makes explicit the

analytical role of the parameters a and b, which are in fact the discriminant for both

the minimality and the regularity of the curve γε. Instead, the intrinsic and geometric

nature of these parameters persists as an enigma, and we believe it is a deep and

central question. Finding an abstract argument that unifies all these points –the

explicit construction in the proof of Theorem 1.2, approximation of normal curves,

and the interplay between analytical and geometric aspects of the parameters a and

b– would represent, in our opinion, a significant breakthrough for the theory, which

may leads either to find an example of a C1 \ C2 length-minimizing curve, or to

prove the C2 (or C1) regularity, or to find an example of a non-smooth geodesic with

internal singular point. Ultimately, Theorems 1.1 and 1.2 may open new frontiers of

research in sub-Riemannian geometry.

We conclude this introductory part with an outline of the paper. In Section 2, we

introduce a class of sub-Riemannian structures on R3 that generalizes those defined

in (1.1)-(1.2), see Definition 2.1, and we study their general properties. We also

provide some concrete examples and we explain the ideas behind the construction of

the examples in (1.1)-(1.2), which structure (in particular with the square of P ) is

inspired by the Liu-Sussmann example in [14].

In Section 3, we prove Theorem 1.2. The proof relies upon the construction of a

competing curve which is shorter than γε. Since every horizontal curve is implicitly

defined by its first two coordinates, the construction of the competitor can be reduced

to a constrained problem in R2, see Definition 3.1. The constraint we obtain is, due

to the Stokes theorem, of isoperimetric type with a weighted area, see Lemma 3.2.

The competing curve (actually, its projection onto the (x1, x2)-plane) is then built as

follows: we cut γε near the origin with a segment connecting 0 to the point γε(ρ),

for some 0 < ρ < ε; then we follow the curve γε up to its end-point; finally, we add
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the boundary of a square of length 0 < δ < ε at the end-point of γε. Thanks to

Remark 2.4, the sub-Riemannian length of both γε and the competitor is measured

by the Euclidean length of their projection on the (x1, x2)-plane. Therefore, the cut

produces a gain of length ∆L(ρ), but it modifies the third coordinate. The square

is then needed to restore the third coordinate to 0, despite it wastes an amount of

length equal to δ. The proof consists in showing that the parameters ρ, δ > 0 can

be chosen such that the length gained with the cut is greater than that lost with the

boundary of the square, i.e., such that ∆L(ρ) > δ.

Research funding. This project has received funding from the European Union’s

Horizon 2020 research and innovation programme under the Marie Sk lodowska-Curie

grant agreement No 101034255.

2. Sub-Riemannian structures on R3

In this section, we study the sub-Riemannian structures on R3 defined in Definition

2.1 and their general properties, we provide some concrete examples, and we explain

the ideas behind the construction of the structure defined in (1.1)-(1.2).

Definition 2.1. On R3 = (x1, x2, x3) we define the vector fields

X1(x) =
∂

∂x1
, X2(x) = φ(x)

∂

∂x2
+ ψ(x)

∂

∂x3
,

where φ, ψ ∈ C∞(R3,R) are such that X1 and X2 satisfy the Hörmander condition.

We also define the distribution D := span{X1, X2} and the sub-Riemannian metric g

that makes X1 and X2 orthonormal.

Definition 2.2. An absolutely continuous curve η : [0, τ ] → R3 is admissible or

horizontal in (R3,D) if there exists a function u = (u1, u2) ∈ L2([0, τ ],R2), called the

control of η, such that

(2.1) η̇(t) = u1X1(η(t)) + u2X2(η(t)), for a.e. t ∈ [0, τ ].

By (2.1) it follows that a horizontal curve η : [0, τ ] → R3 and its control u satisfy,

for almost every t ∈ [0, τ ],

η̇1(t) = u1(t), η̇2(t) = u2(t)φ(η(t)), η̇3(t) = u2(t)ψ(η(t)).

If φ ◦ η ̸= 0, then we have u2(t) =
η̇2(t)

φ(η(t))
, for a.e. t ∈ [0, τ ], and thus the third

coordinate of η is uniquely determined by the first two coordinates of η via the integral

constraint

(2.2) η3(t) = η3(0) +

∫ t

0

η̇2(s)
ψ(η(s))

φ(η(s))
ds, for all t ∈ [0, τ ].
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Definition 2.3. Let η : [0, τ ] → R3 be a horizontal curve in (R3,D, g) and let

x, y ∈ R3 be two points. We say that:

(i) the sub-Riemannian length of η is

LsR(η) :=

∫ τ

0

√
g
(
η̇(t), η̇(t)

)
dt;

(ii) the sub-Riemannian distance between x and y is

d(x, y) := inf{LsR(η̃) | η̃ : [0, τ ] → R3 is horizontal, η̃(0) = x, η̃(τ) = y};

(iii) η is length-minimizing if for every horizontal curve η̃ : [0, τ ]toR3 such that

η̃(0) = η(0) and η̃(τ) = η(τ), we have LsR(η) ≤ LsR(η̃).

The fact that the distance in (ii) is well defined (i.e. d(x, y) < +∞ for all x, y ∈ R3)

is a direct consequence of the Hörmander condition and it is well-known as Chow-

Rashewskii theorem, see for instance [2]. Consequently, also the definition of length-

minimality in (iii) is well posed.

Remark 2.4. If φ ≡ 1 every horizontal curve η has control u = (η̇1, η̇2). In this case,

since g is the metric making X1, X2 orthonormal, we have that the sub-Riemannian

length of η is the Euclidean length of the plane curve (η1, η2).

In the literature, necessary conditions (of the first order) for horizontal curves to be

length-minimizing can be obtained in two different ways. The first possible approach

is to study the first differential of the end-point map together with the Lagrange

multiplier rules. The other way is to use the Pontryagin maximum principle provided

by classical control theory. Both the methods are well illustrated in [2, 3].

Proposition 2.5. Let η : [0, τ ] → R3 be a length-minimizing curve in (R3,D, g).

Then there exists a function of covectors p : [0, τ ] → (R3)∗ such that one of the

following conditions holds

p(t)
(
Xi(η(t))

)
= g

(
η̇(t), Xi(η(t))

)
,(2.3)

p(t)
(
Xi(η(t))

)
= 0, with p(t) ̸= 0,(2.4)

for i = 1, 2 and for all t ∈ [0, τ ].

If η : [0, τ ] → R3 is horizontal and there exists a function of covectors p : [0, τ ] →
(R3)∗ such that (2.3) or (2.4) holds, then η is called an extremal curve. Extremal

curves satisfying (2.3) are called normal, while extremal curves satisfying (2.4) are

called abnormal. The conditions in (2.3)-(2.4) are mutually exclusive only if the

function of covectors p is fixed, i.e., an extremal curve can be both normal and

abnormal with different covectors. A curve that is only normal (resp., only abnormal)

is called strictly normal (resp., strictly abnormal).
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We briefly recall that normal curves are solution to the normal Hamiltonian equa-

tions. Here and hereafter, we use the short notation φxi
, ψxi

to denote the partial

derivatives of the functions φ and ψ (see Definition 2.1) with reaspect to xi, i = 1, 2, 3.

Defining the normal Hamiltonian of (R3,D, g) as

H : R3 × (R3)∗ → R, H(x, p) := p21 +
1

2
h(x, p)2,

where h(x, p) := p2φ(x) + p3ψ(x), we have that normal curves with their covectors

are solution to the system of equations

(2.5)


ẋ1 = p1

ẋ2 = h(x, p)φ(x)

ẋ3 = h(x, p)ψ(x),


ṗ1 = h(x, p)(p2φx1(x) + p3ψx1(x))

ṗ2 = h(x, p)(p2φx2(x) + p3ψx2(x))

ṗ3 = h(x, p)(p2φx3(x) + p3ψx3(x)),

We refer the reader to [2, 18] for all these facts, including a proof of (2.5).

We now focus on the study of the abnormal curves in (R3,D), aiming to provide a

geometric characterization. As a matter of fact, the abnormal condition (2.4) does not

depend on the metric. We start by recalling that necessary conditions of the second

order for abnormal curves to be length-minimizing, known as Goh conditions, can be

obtained by the study of the second-order differential of the end-point map. Moreover,

the optimality assumption is unnecessary when dim(Dx) = 2, for all x ∈ R3. Thus,

every abnormal curve η in (R3,D) with its function of covectors p satisfies

(2.6) p(t)([X1, X2](η(t))) = 0, for all t ∈ [0, τ ],

where [·, ·] denotes the Lie bracket of vector fields. For more details about Goh

conditions and for a proof of (2.6) we refer the reader to [2].

Combining (2.4) and (2.6) we deduce the desired geometric characterization for

abnormal curves in (R3,D).

Lemma 2.6. A horizontal curve η : [0, τ ] → R3 is abnormal in (R3,D) if and only if

it is supported inside the surface

(2.7) ΣD := {x ∈ R3 | φ(x)ψx1(x) − ψ(x)φx1(x) = 0}.

Proof. Let η : [0, τ ] → R3 be an abnormal curve and let p = (p1, p2, p3) : [0, τ ] → (R3)∗

be its covector. By (2.4) with i = 1 we get p1 = 0. Then by (2.4) with i = 2 and

by (2.6) we have that η satisfies, for all t ∈ [0, τ ],

(2.8)

p2(t)φ(η(t)) + p3(t)ψ(η(t)) = 0,

p2(t)φx1(η(t)) + p3(t)ψx1(η(t)) = 0.



SHARP REGULARITY OF SUB-RIEMANNIAN LENGTH-MINIMIZING CURVES 7

Since (p2(t), p3(t)) ̸= 0, we have that for all t ∈ [0, τ ] the determinant of the matrix

of the system (2.8) is forced to be 0, that is

(2.9) (φψx1 − ψφx1)(η(t)) = 0.

Conversely, if η is supported in ΣD then it holds (2.9). Thus for every t ∈ [0, τ ]

there exists (p2(t), p3(t)) ̸= 0 such that (2.8) holds. Consequently, the covector p :

[0, τ ] ∋ t 7→ (0, p2(t), p3(t)) ∈ (R3)∗ ensures that η is abnormal. □

Definition 2.7. The set ΣD defined in (2.7) is the Martinet surface of D.

We conclude this section providing some examples of distributions of the type

appearing in Definition 2.1, which vary based on the functions φ and ψ. The aim is

to study Martinet surfaces and abnormal curves within these examples. In particular,

we mainly focus on the case where φ, ψ are chosen as in (1.1)-(1.2), and we explain

through an heuristic argument why the curve γε defined in (1.3) emerges as a natural

candidate to be a non-smooth geodesic for every b > a ≥ 2 and for small ε > 0.

The Heisenberg group. This represents the simplest and most famous example

of a sub-Riemannian manifold. It is obtained by setting φ = 1 and ψ = x1. In this

example, the Martinet surface is empty, so there are no abnormal curves and it is not

of our interest. The Heisenberg group has been extensively studied in the literature,

and interested readers are directed for example to [16].

The Martinet example. This example involves a slight modification of the Heisen-

berg group by choosing φ = 1 and ψ = x21. Consequently, the Martinet surface is no

longer empty and is given by the plane x1 = 0. Thus, for ε > 0, the curve

(2.10) αε : [0, ε] → R3, α(t) = (0, t, 0),

is abnormal. Since αε is a segment in R2, by Remark 2.4 it is optimal in (R3,D, g) for

all ε > 0, providing an example of an abnormal length-minimizing curve. However,

the curve αε is not strictly abnormal since it is also normal in (R3,D, g) with the

constant covector p = (0, 1, 0).

The Liu-Sussmann example. This example, credited to Liu and Sussmann (see [14]),

consists of a slight modification of the Martinet example to make the curve α in (2.10)

strictly abnormal. The choice of φ and ψ here is φ = 1−x1 and ψ = x21. Consequently,

the defining function of ΣD in (2.7) becomes

2x1(1 − x1) + x21 = x1(2 − x1),

implying that the Martinet surface is the union of the two planes x1 = 0 and x1 = 2.

The curve αε defined in (2.10) remains abnormal and, since φ is no longer equal

to 1, the sub-Riemannian length of horizontal curves here is no longer the Euclidean

length of their projection onto R2. Therefore, the length-minimality of αε is no longer
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obvious in this example. In [14] (see also [18, Section 2.5]) it is proved both that αε

is strictly abnormal and that it is length-minimizing for small ε > 0.

Remark 2.8. The proof of Liu and Sussmann relies on the fact that the curve αε is C1-

isolated. Roughly speaking, a horizontal curve η : [0, τ ] → R3 is said to be C1-isolated

if any other horizontal curve, parameterized on the same interval [0, τ ] and having

control close to that of η in the L∞ topology, cannot have the same end-points of η.

Here the curve αε is C1-isolated, and thus length-minimizing, thanks to the squared

power appearing on ψ = x21, but, in general, the property of being C1-isolated is not

enough to be a minimizer, as explained at the end of this section.

The curve αε remains strictly abnormal by choosing ψ = xk1 for every integer k ≥ 2.

However, it remains C1-isolated only for even k and, in fact, the proof of Liu and

Sussmann showing the minimality of αε can be repeated only if k is even. Instead,

for odd k the curve αε is not of minimal length, see [5, Theorem 10.1].

The examples defined in (1.1)-(1.2). Our examples arise as a different modification

of the Martinet example than the one as in the Liu-Sussmann case. The aim is

to produce a singularity on the Martinet surface, then generating non-smooth and

possibly lenght-minimizing abnormal curves.

We choose φ = 1 and ψ = P (x)2, where P (x) = (xa1 − xb2)
2 and a, b ∈ N \ {0}.

The choice of φ = 1 ensures, according to (2.7), that possible singularities on ΣD

only depend on ψ. With respect to the Liu-Sussmann example, we also recover the

property that the sub-Riemannian length of horizontal curves is the Euclidean length

of their projections onto R2, see Remark 2.4.

The choice of ψ = P 2 is then thought of as a perturbation of the square (xa1)
2,

generating the desired singularity. The squared power on P aims to maintain a

similar analytic structure as in the Liu-Sussmann example and its importance is

better explained in Remarks 2.9 and 2.11 below.

By (2.7), the Martinet surface is given by the zero locus of the derivative of P 2

with respect to x1. We define the abnormal polynomial

(2.11) Q(x1, x2) := ∂x1

(
P (x1, x2)

2
)

= 2xa−1
1 P (x1, x2),

and so the Martinet surface is

ΣD = {x ∈ R3 | Q(x1, x2) = 0}.

If a = 1 we have {x ∈ R3 | Q = 0} = {x ∈ R3 | P = 0}, while for a ≥ 2 we have

(2.12) ΣD = {x ∈ R3 | x1 = 0} ∪ {x ∈ R3 | P (x1, x2) = 0}.

Remark 2.9. Thanks to the squared power on P , the zero locus of P is part of the

Martinet surface for every a ≥ 1. Therefore, the curve γε defined in (1.3) is abnormal
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in (R3,D), for every ε > 0 and for every a and b. Moreover, for a ̸= b the curve γε is

strictly abnormal in (R3,D, g), as showed in the next lemma. Finally, when a and b

are not multiples, γε is not smooth at 0.

Lemma 2.10. Let a, b ∈ N \ {0} with a ̸= b. Then every reparameterization of the

curve γε defined in (1.3) is not normal in (R3,D, g), for every ε > 0.

Proof. Assume by contradiction that there exists a reparameterization γ̄ : [0, 1] → R3

of γε and a function of covectors p : [0, 1] → (R3)∗ such that γ̄, p are solution of (2.5)

with γ̄ = x. Since P (γ̄(t)) = 0 for all t ∈ [0, 1], the equations in (2.5) read
˙̄γ1 = p1

˙̄γ2 = p2

˙̄γ3 = 0,


ṗ1 = 0

ṗ2 = 0

ṗ3 = 0.

Then both p1 = p1(0) and p2 = p2(0) are constants. Moreover, we have γ̄1 = p1(0)t

and γ̄2 = p2(0)t. Plugging these identities into P (γ̄) = 0 we get

p1(0)ata − p2(0)btb = 0, for all t ∈ [0, 1],

which is not possible for a ̸= b. □

The case of a = 1 is not interesting since the arc-length reparameterization of γ is

smooth at 0 for all b ≥ 1. Therefore, our focus lies on cases where a ≥ 2.

For a ≥ 2, the Martinet surface is defined by (2.12). Therefore, the curve αε defined

in (2.10) is abnormal, for every ε > 0, as in the Martinet and in the Liu-Sussmann

examples. In particular, here the curve αε behaves as in the Martinet example, being

both a normal curve with the covector p = (0, 1, 0) and optimal by Remark 2.4.

Remark 2.11. We explain the second important role played by the squared power on

P . On the one hand, for b > a ≥ 2 and for ε > 0 small, the curve γε and its control

are close to the curve αε with its control in the Euclidean sense, as the two curves

are tangent at the origin (when a > b ≥ 2 the two curves are instead orthogonal at

0). On the other hand, we have an analytic structure similar to the Liu-Sussmann

example, ensuring that γε is C1-isolated, see Remark 2.8. Since the Euclidean metric

in R2 measures the length of horizontal curves (see Remark 2.4), the curve γε is a

good candidate to be a length minimizer.

The proof of Theorem 1.2 that we give in the next section shows that the parameters

a and b partially destroy the heuristic intuition behind the construction of these

examples. Their role seems to be much deeper than the analytic one they carry out

in the computations. Also, Theorem 1.2 shows that the property of being C1-isolated

is not enough to deduce the length-minimality.
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3. Proof of Theorem 1.2

The proof relies upon the construction of a shorter competitor. We consider the sub-

Riemannian manifold (R3,D, g) with the strictly abnormal curve γε, ε > 0, defined

in (1.1), (1.2), and (1.3).

From now on, ε > 0 is fixed. We also introduce the useful notation

q :=
max{a, b}
min{a, b}

.

We prove the theorem for b > a, thus we need to prove that γε is not of minimal

length for b > a ≥ 3, or for a = 2 and b = 3, and for every ε > 0. Here we have

q = b
a
. Then, in Remark 3.6, we explain how to adapt the proof to the case a > b

(the two cases are essentially identical).

The starting point to prove Theorem 1.2 is to substitute competing curves for γε,

i.e., horizontal curves having the same end-points of γε, with plane curves satisfying

a certain constraint. The plane curve is the projection onto R2 of the competitor and

the constraint to which it is subjected is the one in (2.2) defining the third coordinate.

Thanks to Stokes theorem, this constraint is of isoperimetric type with some weighted

area.

Definition 3.1. For an absolutely continuous curve ω : [0, τ ] → R2, we define the

integral function Iω : [0, τ ] → R,

(3.1) Iω(t) :=

∫ t

0

ω̇2(s)P (ω(s))2ds.

We say that ω is a competing curve for γε, or more simply a competitor, if ω(0) =

π(γ(0)) = 0, ω(τ) = π(γ(ε)) = (εq, ε), and Iω(τ) = 0.

In the following, we denote by Cε([0, τ ],R2) the set of competitors parameterized in

the interval [0, τ ]. For a competitor ω ∈ Cε([0, τ ],R2), we call the curve (ω1, ω2, Iω) :

[0, τ ] → R3 the horizontal lift of ω. Also, with abuse of notation, we denote by γε the

projection on R2 of γε itself, according to the fact that γ3 is constantly 0.

We next observe a consequence of Stokes theorem, providing that for all ω ∈
Cε([0, τ ],R2) the condition Iω(τ) = 0 in Definition 3.1 is a constraint of isoperimetric

nature, involving some weighted area.

Let ϑi ∈ AC([0, τi],R2), τi > 0, i = 1, 2, be two plane curves. If ϑ1(τ1) = ϑ2(0), we

say that ϑ1 and ϑ2 are concatenable, and we define their concatenation as

(ϑ1 ∗ ϑ2)(t) :=

ϑ(t), t ∈ [0, τ1],

ϑ2(t− τ1), t ∈ [τ1, τ1 + τ2].



SHARP REGULARITY OF SUB-RIEMANNIAN LENGTH-MINIMIZING CURVES 11

We also define the inverse parameterization of ϑ1 as

−ϑ1(t) := ϑ1(τ1 − t).

If ω ∈ Cε([0, τ ],R2), we denote by Ω = Ω(ω, ε) ⊂ R2 the bounded open subset

of R2 enclosed by ω ∗ (−γε). For each connected component U ⊂ Ω, we denote by

ind(U) ∈ Z its winding number with respect to the curve ω ∗ (−γε). Then we define

the weighted area of U as

LQ(U) := ind(U)

∫∫
U

Q(x1, x2)dx1dx2,

where Q is the abnormal polynomial in (2.11).

Lemma 3.2. For any ω ∈ Cε([0, τ ],R2) we have

(3.2)
∑
U

LQ(U) = 0,

where the sum is over all connected components U ⊂ Ω.

Proof. Since ω ∈ Cε([0, τ ],R2) we have Iω(τ) = 0 (see Definition 3.1). By (3.1) this

condition reads

0 =

∫ τ

0

ω̇2(t)P (ω(t))2dt =

∫
ω

P (x1, x2)
2dx2.

Since P (γε) is identically 0, from the last equation we deduce

0 =

∫
ω

P (x1, x2)
2dx2 +

∫
−γε

P (x1, x2)
2dx2 =

∫
ω∗(−γε)

P (x1, x2)
2dx2.

The statement then follows by Stokes Theorem. □

We are now ready to construct the competitor and to prove that it is shorter than

γε if b > a ≥ 3, or if a = 2 and b = 3 (we recall that we are proving the theorem when

b > a and that we explain how to adapt the proof to the case a > b in Remark 3.6).

The competitor is built in the following way:

i) we cut γε with a segment near the origin. For 0 < ρ < ε, we define the cutting

segment κρ(t) := (tρq−1, t), t ∈ [0, ρ], where q = b
a

and the parameter ρ will

be chosen later;

ii) we continue from the point (ρq, ρ) by following γε until its end point, i.e., we

run across the curve γε|[ρ,ε];
iii) finally, we add a small square at the end-point and we run across its boundary,

namely, for 0 < δ < ε, we let Eδ := (εq, ε) + [0, εqδ] × [−εδ, 0] and we let
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σ = σδ : [0, 2(ε+ εq)δ] → R2 to be the parameterization of ∂Eδ given by

σδ(t) = (εq, ε) +


σδ(t) = (t, 0), t ∈ [0, εqδ],

σδ(t) = (εqδ, εqδ − t), t ∈ [εqδ, (ε+ εq)δ],

σδ(t) = ((ε+ 2εq)δ − t,−δε), t ∈ [(ε+ εq)δ, (ε+ 2εq)δ],

σδ(t) = (0, t− 2(ε+ εq)δ), t ∈ [(ε+ 2εq)δ, 2(ε+ εq)δ].

Definition 3.3. For 0 < ρ, δ < ε we define the family of absolutely continuous plane

curves ωρ,δ as the concatenation

(3.3) ωρ,δ := κρ ∗ γ|[ρ,ε] ∗ σδ.

The curves defined in (3.3) are not competitors a priori: the cut made with the

curve κρ modifies the third coordinate of the horizontal lift of ωρ,δ, then we add the

square to correct this error, restoring the end-point of the third coordinate to 0.

Remark 3.4. The region enclosed by the curve ωρ,δ∗(−γε) has, according to Lemma 3.2,

two connected components, which are the square Eδ and the region enclosed by

κρ ∗ (−γρ), which we call Uρ. The winding numbers of Uρ and Eδ have absolute value

equal to 1, and we also have Q|Uρ , Q|Eδ
≥ 0. Then the parameterization σδ of ∂Eδ has

been chosen in such a way that ind(Eδ) = −ind(Uρ), so that (3.2) can be satisfied.

We have to chose suitable ρ = ρ(ε) < ε and δ = δ(ε) < ε (if it is possible) such

that the curve ωρ,δ both satisfies Iωρ,δ
(τ) = 0 and is shorter than γε.

In the following, we omit the dependence on ε in ρ, δ, and we omit the dependence

on ρ, δ in ω, κ, σ, E, U .

Lemma 3.5. For every ε > 0 and ρ, δ ∈ (0, ε) small enough there exist C1 =

C1(a, b, ε) > 0 and 0 < C2 = C2(a, b, ε, δ) ≤ 1/2 such that the curve ωρ,δ is a competi-

tor as soon as

(3.4) ρ2b+1 = C1δ
3(1 + C2).

Proof. We have to compute and then compare the effects made by the cut and by the

square on the third coordinate, as ρ, δ → 0.

For the cut we have

∆cut
3 (ρ) :=

∫ ρ

0

P (κ(t))2κ̇2(t)dt =

∫ ρ

0

(taρb−a − tb)2dt

(t=ρs)
= ρ2b+1

∫ 1

0

(sa − sb)2ds.

(3.5)



SHARP REGULARITY OF SUB-RIEMANNIAN LENGTH-MINIMIZING CURVES 13

For the square we use the Stokes theorem, see Lemma 3.2. We compute

∆cor
3 (δ) :=

∫∫
Eδ

Q(x1, x2)dx1dx2

=

∫ ε

ε(1−δ)

∫ εq(1+δ)

εq
2axa−1

1 (xa1 − xb2)dx1dx2 (x1 = εqx, x2 = εy)

= 2aε2b+1

(∫ 1

1−δ

∫ 1+δ

1

xa−1(xa − yb)dxdy

)
= a(b+ a)ε2b+1δ3(1 + o(1)),

(3.6)

where in the last line we omitted some basic integral calculations and Taylor devel-

opments as δ → 0. Here we need δ to be small.

By Remark 3.4, the effects on the third coordinate produced by the cut and by

the square have opposite sign. Therefore the proof of (3.4) follows by (3.5) and (3.6).

Since by (3.6) δ > 0 is small, then by (3.4) also ρ > 0 is small a posteriori. □

We are now ready to prove Theorem 1.2. We denote by L(·) the Euclidean length

of plane curves: by Remark 2.4 the Euclidean lengths of ω and γε are the sub-

Riemannian lengths of their horizontal lift. The aim of the proof is to show that it is

possible to choose small ρ, δ > 0 such that both (3.4) and L(ω) < L(γε) are satisfied.

Proof of Theorem 1.2. Let ρ, δ > 0 be small enough and such that (3.4) is satisfied.

We fix these parameters later. Along this proof, C = C(a, b, ε) > 0 is a constant that

may change from line to line. We also recall the notation q = b
a
.

We start by computing the gain of length obtained with the cut, as ρ→ 0. On the

one hand, we have γ̇(t) = (qtq−1, 1) and so

L(γρ) =

∫ ρ

0

√
1 + q2t2q−2dt =

∫ ρ

0

(
1 +

1

2
q2t2q−2(1 + o(1))

)
dt

= ρ+
q2

2(2q − 1)
ρ2q−1(1 + o(1)).

(3.7)

On the other hand, we have

(3.8) L(κ) =
√
ρ2 + ρ2q = ρ

(
1 +

1

2
ρ2q−2(1 + o(1))

)
.

Then, for small ρ > 0, we get

(3.9) ∆L(ρ) := L(γρ) − L(κ) ≥ 1

4

(
q2

2q − 1
− 1

)
ρ2q−1.

Since L(∂E) = L(σ) = 2δ(ε + εq), then by (3.9) the competitor ω is shorter than

γε as soon as

(3.10) 2δ(ε+ εq) ≤ 1

4

(
q2

2q − 1
− 1

)
ρ2q−1.
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Moreover, by Lemma 3.5 we have

(3.11) δ ≥ Cρ
2b+1

3 .

By inserting (3.11) into (3.10) we obtain the following sufficient condition on ρ for

the competitor ω to be shorter than γε:

(3.12) ρ
2b+1

3 ≤ Cρ2q−1.

The latter equation is satisfied, when ρ > 0 is small enough, if and only if

2b+ 1

3
> 2q − 1,

which in fact reads

(3.13) b+ 2 > 3
b

a
.

If the latter equation is satisfied, then we can chose small ρ, δ > 0 such that γε is not

length-minimizing. Indeed, it is enough to choose ρ > 0 small enough such that (3.12)

is satisfied. This choice implicitly fixes δ > 0 by (3.4) and ensures L(ω) < L(γε).

It is very easy to see that (3.13) is satisfied if and only if a ≥ 3, or a = 2 and b = 3.

Since ε > 0 was arbitrary, the proof is complete. □

Remark 3.6. We explain how to adapt the proof of Theorem 1.2 in the case a > b,

exploiting the symmetry within the computations between a and b. If a > b then

q = a
b
, and the competing curve ω is essentially the same: we cut from 0 to (ρ, ρq)

and we add the square Eδ = (ε, εq) + [−εδ, 0] × [0, εqδ]. Again, we orient ∂Eδ such

that ind(Eδ) = −ind(Uρ) (see Remark 3.4), and ρ, δ > 0 are small parameters to be

fixed at the end.

With the same computations as in (3.5)-(3.6) we get

∆cut
3 (ρ) = ρ2a+1

∫ 1

0

(sa − sb)2ds and ∆cor
3 (δ) = a(b+ a)ε2a+qδ3(1 + o(1)),

where, as before, ∆cut
3 is the error produced by the cut and ∆cor

3 is the error produced

by the square, both in absolute value. The power of ρ in ∆3(ρ) replaces b with a (as

expected due to the symmetry in a, b), while the slight modification in the power of

ε into ∆3(δ) is irrelevant (ε > 0 is fixed). Condition (3.4) then implies that ω is a

competitor as soon as

ρ2a+1 = C1δ
3(1 + C2),

for some C1 = C1(a, b, ε) > 0 and 0 < C2 = C2(a, b, ε, δ) < 1/2.

The computations for the gain of length in (3.7)-(3.8) are identical, then (3.9)

remains the same.
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Finally, with similar estimates as in (3.10)-(3.11)-(3.12), we deduce that ω is shorter

than γε as soon as

(3.14) a+ 2 > 3
a

b
,

for a suitable choice of ρ > 0 small enough. Once a small ρ > 0 is fixed, then also the

small δ > 0 is automatically determined. The conclusion is symmetric in a, b with

respect to the one obtained in the proof of Theorem 1.2.

Remark 3.7. The statement of Theorem 1.2 is stable with respect to arbitrary in-

creases in the power of the polynomial P defining ψ. That is, the statement remains

true for every choice of ψ of the form ψ = (xa1 − xb2)
c, for every natural numbers

a, b, c ≥ 2. Indeed, by repeating the same computations as in the proof Theorem 1.2

and in Remark 3.6, we obtain, in place of (3.13)-(3.14), that ω is shorter than γε as

soon as

c

2
max{a, b} + 2 > 3q.

Since c ≥ 2 the latter equation is implied by (3.13) when b > a, and by (3.14) if a > b.
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