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Abstract—Different neuromorphic circuits have been proposed
in recent years for low-power implementation of spiking neurons.
However, there are very few clear quantitative studies on the
power consumed by these spiking neurons as well as their net-
works. In this paper, we present a study on power consumed by
some recently designed analog electronic neurons. An application
of different structures of spiking neural network (SNN) to digital
predistortion for MIMO antenna array linearization through
over-the-air (OTA) feedback is taken as an example for numerical
analysis, which demonstrates the effectiveness of SNN.

Index Terms—Artificial intelligentce (AI), digital predistortion,
energy efficiency, MIMO, neuromorphic, OTA, spiking neural
networks (SNN)

I. INTRODUCTION

Inspired by the biological behavior of the brain cortex, the
spiking neural networks (SNN) transmit and process informa-
tion in the form of spike trains. In a cortex neuron, the passing
of Sodium (Na+) and Potassium (K+) ions through the mem-
brane generates a biological current Iex [1] which increases
or decreases the membrane voltage Vm. When Vm exceeds
a given threshold VT , the neuron fires a spike which is then
sent to other connected neurons through the synapses. After
firing the spike, Vm falls down quickly back to a rest value
Vc. This electric behavior in the neuron has been described
by partial differential equations as the Hodgkin-Huxley (HH)
model [2] and Morris-Lecar (ML) model [3]. The LIF model
is a simplified version which has low computational burden
[4]. Since the membrane can be represented by capacitors,
an equivalent electronic neuron can be designed according to
these partial differential equations [5]. Recently some studies
on neuromorphic circuits provide solutions to highly energy
efficient spiking neurons [6]–[8].

Thanks to the sparsity of signals and simple computation,
the SNN is considered advantageous in power consumption
compared with classical neural networks. In [9], the SNN
is reported having over 100 times higher energy efficiency
than the ANN when implemented on the same hardware.
Different applications of SNN have been proposed. Most
of them concentrated on classical problems such as image
recognition [10] and video processing [11]. In [12], the SNN
is used for one-dimension data regression in the linearization
of a radiofrequency (RF) power amplifier (PA) as a digital
predistortion (DPD).

The PA consumes the majority of power in modern wire-
less communication systems [13]. Enhancing the PA’s energy
efficiency is crucial especially for 5G and beyond networks.
However, this demands the PA to work close to its saturation,
which brings strong distortion to the transmitted signal [14].
The DPD is one of the most commonly used technique to
address the PA linearization problem [15]. In massive multi-
input multi-output (MIMO) systems for 5G, it is fastidious
and impractical to linearize of the system with beamforming
through knowing the behavior models for each of the PAs in
the antenna array as in classical single PA scenario. Observa-
tion feedback through over-the-air (OTA) method can help to
linearize the PA array and the propagation channel together
[16]. The power consumption is a key factor to consider in
designing the DPD [17]. In the literature, some simplified
versions based on Volterra series have been proposed in past
decades, such as memory polynomial (MP) [18], generalized
memory polynomial (GMP) [19], dynamic-deviation-reduction
(DDR) model [20], and decomposed vector rotation (DVR)
model [21]. Block-oriented non linear (BONL) systems [22]
and neural networks [23] have also been studied. The power
consumption of these DPD techniques is usually estimated
through counting the running complexity in terms of number
of floating point operations per sample (Flops) [24]. With
the development of neuromorphic circuits, the computational
operation in an SNN may consumes much less than a Flops.
Estimating the electronic neuron’s power consumption in early
design can makes it comparable without Flops.

In this paper, we first linearize a 10-PA array followed by a
line-of-sight (LOS) channel with an SNN in simulation. Then
we estimate the power consumption of this SNN based on
electronic neurons (e-neurons) designed in [25] and [26]. A
polynomial fitting is used to interpolate the measured dataset
from Post-layout simulation.

This paper is organized as follows. In Section II, the LIF
neuron is presented and its power consumption is estimated.
The test models of PAs and LOS channel are presented in
Section III. In Section IV, we introduce a 2-layer SNN-DPD
and derive a mathematical expression to estimate its power
consumption. Finally, the conclusion is given in Section V.
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Fig. 1: Electronic circuit and layout of a LIF neuron in [25]:
(a) Electronic circuit of a LIF neuron; (b) Layout of a LIF
neuron (6.56 × 4.33 µm2).

II. SPIKING NEURONS

A. Spiking neuron models

The variation of membrane voltage Vm as a function of
excitation current Iex can be described by LIF model:{

dVm

dt = Iex
C + V0−Vm

RC

Vm = Vc, if Vm > Vs

(1)

where Vs is the threshold voltage to fire a spike, Vc is the rest
voltage after firing a spike, R and C are equivalent resistor
and capacitor of the membrane, V0 is a biased voltage on the
membrane.

The ML model is given in [3] as follows
Iex = C dVm

dt + gL(VL) + gCaM(Vm − VCa)

+gKN(Vm − Vk)
dM
dt = λM (V )[M∞(V −M)]
dN
dt = λN (V )[N∞(V −N)]

(2)

where C is the membrane capacitance, gCa and gK are maxi-
mum conductance of channels for Ca and K ions respectively,
GL is the leakage conductance, VCa and VK are Nernst
potentials for Ca and K ions respectively, VL is the leakage
potential, M and N are activation coefficients, the variables
(λM , λN ) are functions of Vm.

B. Power consumption of electronic spiking neurons

According to the models of spiking neuron, different circuits
for electronic neurons (e-neurons) have been designed. A LIF
circuit design from [25] is depicted in Fig. 1. The energy
consumed during the period of one spike T is equal to
integration of the drain-to-source current IDS times the supply
voltage VDD:

E =

Ninv∑
i

VDD

∫ T

0

IDS,i(t)dt. (3)

where Ninv is the number of CMOS inverters. By solving (1),
we can obtain the expression of membrane voltage in a LIF
neuron as follows:

Vm(t) = (V0 + IexR)(1− e−
t

RC ) + Vc (4)
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(a) Electronic circuit of an ML neuron.

(b) Layout of an ML neuron (8.21 × 7.52 µm2).

Fig. 2: Electronic circuit and layout of an ML neuron in [26].

Fig. 3: Power of an e-neuron as a function of excitation current
Iex estimated in Post-layout simulation.

where t is the time and we regard V0 = Vc at time t = 0.
Knowing IDS,i=(VDD − Vm(t))gi where gi is the conductance
of PMOS in the i-th inverter, and∫ T

0

Vm(t)dt = (V0 + IexR)T −RCVs

= (V0 + IexR)RCln(
V0 + IexR

V0 + IexR− Vs
)−RCVs,

(5)

we compute the power by (3)/T as follows:

P =

Ninv∑
i

giV
2

DD − giVDD
(
(V0 + IexR)− RCVs

T

)
. (6)

To be noticed, the value of Iex is usually smaller than IDS.
An ML circuit in [26] and its layout design are depicted

in Fig. 2. With these layout of e-neurons, one can estimate
the power consumption of spiking neurons in Post-layout
simulation. The power consumption of LIF and ML circuits
as a function of the input excitation current Iex is depicted
in Fig. 3 where VDD=200mV. The blue curve representing
the power consumption of an ML neuron is smooth. The red
curve representing the power consumption of a LIF neuron
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Fig. 4: Power of an e-neuron as a function of output spiking
rate fspike estimated in post-layout simulation(PLS) from Vir-
tuoso Cadence.

has a breakpoint when Iex=0.68 nA. To avoid the complex
expression of R in transistors, we can use the following
polynomial approximations to estimate the power consumption
in pW of LIF and ML neurons respectively:

P
(in)
LIF (Iex) =

{∑5
k=0 a1,kI

k
ex, if Iex ∈ [0 nA, 0.68 nA]∑3

k=0 a2,kI
k
ex, if Iex ∈ (0.68 nA, 1 nA]

(7)

where a1=[17.50, 458.9, -1484, 3580, -4309, 2016],
a2=[500.7, -1335, 1583, -586.4], with MSE of 0.22 pW, and

P
(in)
ML (Iex) =

10∑
k=0

bkI
k
ex, (8)

where b=[34.18, 800.5, -3049, 7254, -10481, 9688, -5825,
2261, -545.9, 74.45, -4.379], Iex ∈[0, 3.2nA], with MSE of
0.99 pW. We can then estimate the power consumption of the
input layer of an SNN if we know the input of every neuron:

P =

Nin∑
h=1

P (in)(Iex,h), (9)

where Nin is the number of neurons in the input layer.
In Fig. 4, the power consumption of LIF and ML circuits

as a function of the output spiking rate fspike is presented. The
power consumption in pW of a LIF neuron has a breakpoint
when fspike=133 kHz. If we know the output of every neuron,
we can then estimate the power consumption of the output
layer of an SNN as

P =

Nout∑
j=1

P (out)(fj), (10)

where Nout is the number of neurons in the output layer, and
the polynomial approximations for LIF and ML neurons are
respectively:

P
(out)
LIF (f) =

{∑4
k=0 a1,kf

k, if f ∈ [0 kHz, 133 kHz]∑3
k=0 a2,kf

k, if f ∈ (133 kHz, 271 kHz]
(11)

Fig. 5: Antenna array system linearized by DPD with OTA
feedback.

Fig. 6: Antenna Array Radiation Diagram.

where a1=[121.3, -6.946, 0.1769, -0.0017, 5.917e−6],
a2=[21.27, 2.024, -0.0114, 2.147e−5], with MSE of 5.2 pW,
and

P
(out)
ML (f) =

10∑
k=0

bkf
k, (12)

where b=[34.18, 800.5, -3049, 7254, -10481, 9688, -5825,
2261, -545.9, 74.45, -4.379], f ∈[0, 400 kHz], with MSE of
0.99 pW.

According to (9)-(10), the power consumption of the 2-layer
SNN using neuromorphic circuits can be expressed as

P =

Nin∑
h=1

P (in)(Iex,h) +

Nout∑
j=1

P (out)(fj). (13)

III. PA AND CHANNEL MODELS

The antenna array system is shown in Fig. 5. The signal
u is the signal to be transmitted generated by the baseband
unit. The signal x is the predistorted signal calculated by the
DPD and is sent to the antenna array with N phase shifters
followed by N PA and N antennas allowing beam steering
in the direction θ0. The signal y is the signal received by a
user (UE) equipped with a single antenna. It is sent back to
the base station via the OTA return channel to calculate the
DPD coefficients. The PA model used is a Wiener structure: a
filter followed by a Saleh model. A random variation is added
to the phase of the coefficients of the Saleh model of each
PA so that the characteristics of the PAs are different. The
propagation channel between each antenna in the network and
the UE follows a line-of-sight (LOS) model.
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The transfer function of each PA can be represented by a
Hammerstein structure as below:

w(n) =f
(
u(n)

)
(14)

x(n) =
L∑

l=0

blw(n− l), (15)

where w(n) is an intermediate signal between 2 stages of the
model, f(.) represents a nonlinear function which is produced
by the Saleh model [27]:

A(w(n)) =
αA|u(n)|

1 + βA|u(n)|2

ϕ(w(n)) =
αϕ|u(n)|2

1 + βϕ|u(n)|2
,

(16)

where αA, βA, αϕ and βϕ are constants, A(.) and ϕ(.)
represent the amplitude and the phase respectively.

The LOS channel model hm is applied as follows:

yRX(n) =
9∑

m=0

hmym(n), (17)

where ym is the output of the m-th antenna, yRX is the signal
received by the UE. A phase weighting vector is introduced
to generate a beam towards θ0 = 30◦, as shown in Fig. 6.

IV. APPLICATION OF SNN ON MIMO OTA
LINEARIZATION

In [12], authors have proposed to implement 2-layer SNN-
DPD technique in frequency domain. In this paper, we include
the channel information in the SNN-DPD which is identified
with feedback data through OTA. Since the LOS channel
brings only additional memory effects to the PA models, the
frequency domain model needs only adjustments on phase
rotations of subcarriers as indicated in [28]. The SNN-DPD is
trained through spike-timing-dependent plasticity (STDP) with
the remote supervised method (ReSuMe) proposed in [29]. We
use an augmented iterative learning control algorithm (AILC)
[30] to obtain a target data for the supervisor layer, which
results in a linearized signal at the receiver through OTA.

The network contains 10 antennas associated with 10 PAs.
The input signal u is a 20MHz band LTE waveform. The
linearization performance by the SNN is illustrated by the
spectrum received in a LOS channel in Fig. 7. In the direction
θ0 = 30◦, the spectrum is given with and without DPD.

The performance of SNN-DPD is given in Table I. The lin-
earization accuracy is evaluated with adjacent channel leakage
ratio (ACLR). Since the SNN in this paper uses ML model
as neurons, the power consumption is estimated using (8) and
(12). We have tested the SNN with different neurons in the
input and output layers. Since the length of dataset is 20
000 samples and the sampling rate is 200 MHz, according
to fast Fourier transform (FFT) the number of frequency
samples of 20 MHz LTE is 2000. After splitting the real and
imaginary part for the SNN input data preparation, there are
4000 samples to be fed to the SNN input layer. The frequency

TABLE I: Performance comparison of DPD models

No DPD SNN 1 SNN 2 SNN 4 AILC
ACLR.L
(dBc)

-27.7 -45.4 -42.2 -42.5 -58.6

ACLR.U
(dBc)

-28.1 -45.4 -43.8 -41.7 -58.2

[Nin,Nout] - [4e3,12e3] [2e3,6e3] [1e3,3e3] -
Power
(µW)

- 4.1 2.0 1.0 -

Fig. 7: Baseband spectrum received by UE with LOS channel.

samples of predistorted signal covers at least 3 times of the
bandwidth of the input signal. Thus there are 12 000 samples
to be generated at the output layer. This corresponds to SNN 1
in Table I. The ACLR difference between spectra with SNN
and AILC is mainly from the SNN error. A better training
algorithm would help to reduce this gap. By reducing the
number of the frequency samples with factor 2 and 4, we
obtain SNN 2 and SNN 4. We can see that SNN 1 has the best
linearization performance but it needs more power than SNN 2
and SNN 4. In scenarios with lower the linearity requirements,
it is preferable to reduce the input frequency samples for lower
power consumption.

To the authors’ knowledge, this is the first time that emerg-
ing spiking neuron techniques are applied to the linearization
of the PA network with LOS channel. The results show
that this technique is promising, but further development
is needed to refine this technique in terms of experimental
implementation.

V. CONCLUSION

In this paper, we present a study on the power estimation
of a two-layer SNN in linearizing a 10-PA array with LOS
channel. The SNN is trained with data received through OTA
observation. Different structures of SNN are evaluated on
aspects of linearization accuracy and power consumption.
Further study is to improve the training algorithm and to
make experimental test with an antenna array in an anechoic
chamber.
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