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ABSTRACT
Automatic visual inspection plays a crucial role in many industrial
sectors to assist human operators. This paper studies the general
problem of automatic detection of appearance defects with appli-
cation on wheels surface quality control. An original method is
proposed combining image processing and deep learning. This
method exploits geometrical knowledge of the manufactured prod-
uct, which allows splitting the image into homogeneous zones, over
which a dedicated lightweight deep learning network is trained to
detect and locate anomalies with the highest accuracy. Additionally,
the present paper also addresses the issue of training a supervised
AI architecture with a limited availability and imbalance dataset
containing 100, 000 images but only 1, 000 with defects. We show
on this dataset that the proposed lightweight CNN can achieve a
high detection rate for low false-positive rates, which is the main
goal for applications in an operational context.
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1 INTRODUCTION
The increasing competition in various industrial sectors has led
to a significant rise in production costs. Globalization has made
it challenging for manufacturers in more economically developed
countries (MEDCs) to remain competitive in terms of price. In
response, many industries have focused on improving the quality
of their products to differentiate themselves. While quality is often
associated with performance, it also encompasses aesthetic aspects,
which have a well-established impact on consumer purchasing
decisions [19].

The manufacturing of wheels, the subject of this study, has not
been immune to this trend. Recent research has shown that aesthetic
aspects are even more important than environmental factors in car
sales [11]. To meet this demand, quality control processes have
increasingly taken into account the visual and aesthetic aspects of
products. However, appearance quality control is complex due to the
lack of precise standards or measurable quantities, and it often relies
on human operators. This task is challenging, as a single operator
must inspect many products for an extended period under strict
time constraints, leading to non-reproducible, subjective, biased,
and sometimes superficial or flawed visual inspections.

In an effort to assist human-based control, automatic visual in-
spection systems have emerged [5, 14, 15]. Such systems have been
studied in various industrial sectors for appearance defect detec-
tion [1] in a wide range of materials and products, including fab-
rics [12, 16], nuclear fuel rods [8], printed circuit boards [17], and
food [4].

1.1 State of the Art
Automatic visual inspection methods can be broadly categorized
into three main types [5, 14–16]. The first type relies on a refer-
ence non-anomalous object and measures the divergence of each
inspected object from this reference. When this divergence exceeds
a given threshold, the inspected object is declared abnormal. This
type of method [21] is highly dependent on experimental conditions
and requires that all inspected objects be extremely similar.

The second type of method is based on prior statistical informa-
tion about the non-anomalous object. Depending on whether it is
aimed at detecting a specific type of anomaly [6, 7, 17, 22] or any
deviation from the null hypothesis [26, 27], a dedicated optimal
statistical test can be designed to decide whether observations are
more likely drawn from the null or alternative statistical hypothesis.
The main difficulty with this approach is modelling the observa-
tions with great accuracy, ensuring that all pixels from all images
of non-anomalous wheels can be accurately described with a single
model.
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The third type of method relies on image processing tools. Ini-
tially based on simple techniques, such as morphological opera-
tions [2], recent advances in image representation have been ex-
ploited, including multi-resolution models [24] and sparse dictio-
nary learning [18]. Originally, the goal of these tools was to increase
the visibility of defects, but it has evolved to provide a homogeneous
feature representation of inspected objects for use in supervised
machine learning methods [10, 20]. Recently, the development of
deep learning has been leveraged for visual inspection and non-
destructive testing (NDT) [23, 30]. While it allows merging image
processing and classification steps, its application is not straight-
forward in practical operational contexts, as we will study in this
paper.

For a more detailed review of methods for automatic defect
detection, the reader is referred to [5, 14–16].

1.2 Paper Contribution and Organization
This paper belongs to the third category, presenting an original and
practical method for automatic visual inspection of wheels based
on state-of-the-art deep learning methods. This allows benefiting
from powerful image analysis and processing methods, achieving
the highest detection accuracy. One of the originalities of this type
of approach is that, based on the geometry of the inspected objects
and knowledge of their design, it proposes to help the learning
task by providing subsets of processed images that share similar
characteristics in terms of contrast and content. Additionally, this
application-oriented paper addresses the problem of designing a
supervised detection task without much abnormal data while pre-
venting overfitting to specific defects that can be found in the train-
ing dataset. The proposed method carefully takes into account the
limited size of the dataset as well as processing time and real-time
constraints to design a lightweight architecture that meets opera-
tional constraints and makes the interpretability of the detection
easier by localizing the area of potential defects.

The main contributions of this paper are summarized below:

• The paper leverages the use of deep learning approaches for
appearance defect detection, allowing for automatic adap-
tation to a wide range of defects in terms of shape, size,
and location, and natural adjustment to varying acquisition
conditions.

• The paper takes advantage of knowledge on inspected prod-
ucts, integrating them through a preliminary step of spe-
cific image analysis and processing operations to make non-
anomalous objects as uniform as possible, easing the ensuing
detection.

• The paper addresses the problem of imbalance in the training
dataset due to the limited number of defective products.
To this end we proposed an application specific simple yet
efficient method for generating artificial defects based on the
real ones and expertise of human controllers, while carefully
preventing overfitting to specific defect generation.

• The paper relies on a lightweight architecture to meet real-
time operational constraints and makes the interpretability
of the detection easier by localizing the area of potential
defects.

• The efficiency of the method is evaluated on very large
datasets of generated as well as real appearance defects, con-
firming the relevance and sharpness of the proposed simple
deep learning architecture.

We would like to acknowledge that this paper is clearly distin-
guished from our previous contributions [28, 29], which focused
on online or sequential detection of coating intensity with maximal
detection delay, and [25], which presented the whole automatic
visual inspection system. While the present paper studies addressed
the same problem as our prior works [26, 27], it relies on a funda-
mental different methodology: the prior works used a statistical
linear parametric model to design a test based on hypothesis testing
theory for appearance defect detection with false alarm constraints.
This paper uses a deep learning methodology and aims to be more
general, as it does not require a precise model of inspected objects
while incorporating knowledge on their geometry.

The rest of the paper is organized as follows. Section 2 briefly
presents the operational context and clearly states the detection
problem along with its practical constraints. Section 3 presents the
inspected product and the preliminary steps of image processing
used to help feed the deep network with homogeneous images.
This section also presents the method for artificial generation of
defects. Section 4 details the proposed architecture for detection
of appearance defect detection and localization, focusing on the
techniques used to prevent overfitting to generated defects. Nu-
merical results are presented in Section 5, evaluating the ability
of the proposed approach over real defects of very small "inten-
sity" to show its relevance, sharpness, and generalization capacity
with respect to defects size and shape. Finally, Section 7 concludes
the paper by summarizing the main contributions and discussing
closing remarks.

2 PROBLEM STATEMENT AND POSITION OF
THE PAPER

The primary objective of this paper is to develop a high-accuracy
detection method for appearance defects on wheel surfaces, with a
focus on minimizing false alarm rates. This is crucial, as manual
inspection is required for all defective objects, which can lead to
production delays.
While wheels share a similar structure and geometry, each type
exhibits unique characteristics. Figure 1 illustrates the various com-
ponents of a wheel, and Figure 2 presents a range of wheel images
with varying acquisition conditions. Note that the marking spot
(surrounded in blue) is considered a defect on one wheel but not on
another (painted in red). The four rightmost images demonstrate
the variability in wheel models, including size, brightness, and lo-
calization of elements.
The high variability in wheel production and the small size of po-
tential defects pose significant challenges for detection. The image
resolution must be sufficiently large to capture minimal defects, and
the appearance of defects can vary greatly, ranging from small paint
drops to large marks. Given these constraints, designing an accurate
detection method with a low false-positive rate is a challenging
task.
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(a) The four differents area of the wheel: Central, galbe, ventilation
and rim zones.

(b) Specific elements that makes wheel surface more complex and
variable depending on wheels model: ventillation holes are often
present for improving cooling of the breaks, countersinks are use to
attach the wheel to the vehicle, the pilot hole is used for positioning
of the wheels and the valve hole is where the valve is place in order
to inflate the tire.

Figure 1: Representation and description of the different elements of a wheel. Left: The four main zones from a wheel ; Right:
the main geometrical elements that can be found in almost all wheels.

To address these challenges, we propose leveraging state-of-the-
art deep learning-based classifiers. However, it is essential to bal-
ance the complexity of the architecture with operational constraints,
such as limited training data and the need for fast inspection.

The large image size (several megapixels) and diversity of non-
anomalous wheels in terms of content, contrast, and elements fur-
ther complicate the detection task. To mitigate these difficulties, we
propose a novel method that combines a lightweight deep learning-
based detector with a carefully designed preprocessing step. This
step involves analysing the object geometry to split the image into
four homogeneous areas which share similar characteristics across
all wheel types. This approach enables (1) high accuracywith a light-
weight CNN, (2) adaptation to the variability of inspected products,
and (3) identification of the area most likely to contain a defect.

Given the limited dataset of defective objects, we also propose a
simple yet efficient method for training the CNN to detect a wide
range of defects while preventing overfitting. This approach will
be discussed in detail in the subsequent sections.

3 WHEEL IMAGE ANALYSIS AND
PROCESSING

3.1 Data Preparation
To facilitate the deep learning classification task, we leverage our
understanding of the wheel manufacturing process to pre-process
the images. Specifically, we divide the image into four homogeneous
regions: the central zone, the galbe zone, the ventilation holes area,
and the rim, as illustrated in Figure 1.

For details on the proposed approach, we refer the reader to Tout
et al. [25]. The pre-processing step is essential due to the constraints
of the conveyor belt imaging system. Since the conveyor belt cannot
be stopped for individual wheel imaging, and the size and geometry
of the wheels vary, products are often located at slightly different
positions within the original image.
To address this issue, we employ the Circular Hough Transform
(CHT) to locate the pilot hole, which serves as a reference point
for the wheel’s centre. The Hough transform is a well-established
technique in computer vision for detecting objects with known
shapes [3, 9, 13]. Originally proposed for detecting straight lines
and circles, it has been generalized to detect shapes of almost any
type. In this case, since the pilot hole is a circle with a bounded
radius, we can efficiently search for this specific shape within the
central part of the image.
The location of the pilot hole is critical, as it enables us to (1) split
the wheel into its main areas and (2) identify other key elements.
Once the pilot hole’s centre is located, we can use our knowledge
of wheel geometry to divide the image into the four main areas.

However, to ensure that the image subparts are properly aligned,
we also need to detect key elements, such as valve holes and coun-
tersinks. From the pilot hole location, we can start searching for
countersinks, which have a bounded distance from the wheel centre
and a bounded radius. We employ the CHT again, this time over
the corresponding subpart of the image. The detection of counter-
sinks facilitates the identification of valve holes, which are either
aligned with one of the countersinks or located exactly between
two countersinks, as shown in Figure 2. Using this information, we
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Figure 2: A few examples of wheels’ images as captured by the automatic inspection system highlighting the wide diversity of
wheels ; note especially the change in terms of size, shape, colours, and location of wheel elements. Also note the presence
of some geometrical marks circled in blue, which are not defects: these are used to show the imbalance direction of the rim
weight in order to align the centre of gravity by placement of the rim and disc parts.
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Figure 3: Examples of a wheel’s image as captured by the automatic inspection system prior to being processed (left), after
being processed and split into different areas (centre) and after the addition of “artificial” defects.

can search for a circle in a predefined zone that corresponds to the
bounds of the valve hole distance from the wheel centre.

The final processing steps involve unfolding and resizing all the
image subparts to the same size. These operations are performed
in a similar manner. For resizing, we select the smallest image of
each size based on a small dataset of image samples. Both unfolding
and resizing are carried out without interpolation, as interpolation
requires a prior low-pass filtering operation that may remove a
significant portion of the appearance defects we aim to detect. More-
over, applying two low-pass filters in succession (first unfolding
and then resizing) would smooth out the defects’ edges, making
their detection more challenging.

3.2 Appearance Detect Generation
With the pre-processing steps complete, we can now proceed to
generate a dataset of representative examples for training and eval-
uating a supervised machine learning algorithm. This dataset must
be exhaustive and representative of all possible real-life cases, in-
cluding various types of wheels and defects. It shall be noted that
constructing such a dataset is a challenging task, particularly in a
real operational context. On the one hand, the dataset must be as
comprehensive as possible, containing a large quantity of images
representing all possible types of wheels and defects. On the other
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hand, the dataset must be representative of the production process
and customer demands, which can vary significantly.

The manual labelling of images is also a time-consuming and
expensive process. Furthermore, the major difficulty in constructing
a training dataset lies in the fact that the manufacturing process is
well controlled, resulting in fewer than 1

To overcome this challenge, we propose generating artificial de-
fects based on truly observed ones. To this end, we collected slightly
more than 1,000 defective wheels and analysed them to extract in-
formation on the type of defect and its occurrence frequency. We
also consulted with operators who provided valuable insights into
their knowledge, particularly in terms of defect recognition and
location. From this dataset, we manually extracted a subset of the
most representative defects from the whole image of wheels.

Once the individual defect images were extracted, we flattened
their background by selecting the boundary of the image not af-
fected by the defect. We then fit a polynomial model to this bound-
ary, which can be represented as follows:

𝑓 (𝑥,𝑦) =
𝑑𝑥∑︁
𝑖=0

𝑑𝑦∑︁
𝑗=0

𝑐𝑖, 𝑗𝑥
𝑖𝑦 𝑗 , (1)

where 𝑥 and 𝑦 are the local pixels’ coordinates and 𝑐𝑖, 𝑗 represents
the polynomial coefficients. We limit this analysis to a degree 𝑑𝑥 =

𝑑𝑦 = 1 for the smallest defect and used up to a degree of𝑑𝑥 = 𝑑𝑦 = 2.
The coefficient has been estimated using the ordinary least square
estimation:

c =
(
M⊤M

)−1M⊤I, (2)
where I represents the defect-free pixels used for background es-
timation, put into a single column vector, and M represents the
polynomial contributions corresponding to selected pixel locations
put into a column-wise matrix.
The goal of background flattening operation is to allow the superim-
position of those extracted defects with as few artefacts as possible.

A few examples of the defects extracted from the image of wheels
with defects are presented in Figure 4. Note that the great variability
in terms of shape, size and contrast.

It is also important to avoid always superimposing the same
defect to prevent recognition of a specific pattern. Therefore the
dataset of products with artificially generated defects has been
created by modifying in a randomized manner the defect prior
to their superimposition. More precisely, for each image of each
subpart of wheels, we select first, in a random manner, the type of
superimposed defect. Let us denote 𝑑 (𝑥,𝑦) the pixel value of the
corresponding defect’s image where the relative coordinates (𝑥,𝑦)
are normalized in the range [−1, 1] for the image of the reference
defects. The image is transformed to get the defect image 𝑑′ (𝑥,𝑦)
using a rotation, a flip, a homothetic transform and a scaling:

𝑑′ ((−1) 𝑓𝑥 𝑥, (−1) 𝑓𝑦𝑦) = 𝐺 × (3)

𝑑

(
𝐸𝑥 · (𝑥 cos(𝜃 )−𝑦 sin(𝜃 )), 𝐸𝑦 · (𝑥 sin(𝜃 )+𝑦 cos(𝜃 ))

)
,

where 𝑓𝑥 and 𝑓𝑦 are horizontal and vertical flipping factors, respec-
tively, drawn from a Bernoulli distributionwith 𝑝 = 1/2. The scaling
factor𝐺 is drawn from a uniform distribution between 0.25 and 2.
The horizontal and vertical “enlargement” factors, respectively 𝐸𝑥

and 𝐸𝑦 , are also drawn from a uniform distribution between 0.25
and 2. The rotation angle 𝜃 is drawn from a uniform distribution
over the set [0, 2𝜋].
All these parameters are selected randomly and independently for
each new defect. This approach ensures that the generated defects
have varying sizes, shapes, and orientations.
In addition to the randomized transformations, we also select a set
of reference defects with different probabilities. The probability of
each defect is based on our observations, experience from opera-
tors, and the difficulty of detection. We believe that including more
defects that are hard to detect in the training dataset is essential
for improving the robustness of the detection algorithm.

Figure 3 illustrates an example of the "data preparation pipeline".
Starting from the left, the raw image of the wheel is obtained from
the imaging system. The centre column shows the results of extract-
ing the four subparts after flattening and resizing without filtering
(artefacts are slightly visible). The right column shows the same
subparts with artificial defects superimposed, surrounded by red
circles. The reader can notice that the defects are small and hardly
visible, reflecting the type of real appearance defects that can be
observed in practice.
While this process allows us to create defects with different sizes
and shapes, we acknowledge that it is hardly possible to represent
exhaustively all possible appearance defects.

4 PROPOSED LIGHTWEIGHT DEEP
LEARNING ARCHITECTURE FOR
DETECTION AND LOCALIZATION

In recent years, deep learning has revolutionized various fields,
including image processing, chess and go games, chatbots, and au-
tomatic visual inspection systems. The field of artificial intelligence
is evolving at an ever-increasing pace, making it challenging to
summarize the main breakthroughs achieved over the past decade.
In this paper, we focus on image classification, which is the orig-
inal topic that sparked the rise of deep learning. The ImageNet
Large-Scale Visual Recognition Challenge (ILSVRC) is an annual
competition where scientists compete to classify objects and scenes
from 1,000 classes. This competition remains a common benchmark
for image classification, which is closely related to the problem of
anomaly detection addressed in this paper.
The first competitions saw a rapid increase in the number of layers,
leading to the term "deep" learning. For example, the VGG net-
work used 16 and 19 layers in 2012-2013, while the ResNet network
could implement 50, 100, or 150 layers in 2015. This seems to con-
firm the intuition that depth plays a crucial role in deep learning.
The ResNet also addressed the problem of adding layers to an effi-
cient network, which can sometimes degrade performance, while
additional layers should, at worst, learn the identity function. To
preserve performance, the ResNet introduced residual connections,
which correspond to adding the identity in each new layer.

The question of the relevant size of the convolution kernel was
studied in an interesting manner by the Inception Networks, which
proposed different convolution kernel sizes in the layers followed
by an aggregation step. More recently, as the size of CNNs kept
increasing, the question of designing smaller yet efficient archi-
tectures was raised. Inspired by the lightweight MobileNet, the
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Figure 4: Examples of defects extracted from real defective wheels and used to generate artificial superimposed defects.
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Figure 5: Illustration of the proposed lightweight CNN architecture proposed for appearance defect detection.

EfficientNet introduced the compound scaling strategy, which is a
tradeoff between depth, width, and resolution scaling. This strategy
allows for the design of architectures with an order of magnitude
fewer parameters while preserving classification accuracy.

In this paper, we propose an ad hoc lightweight architecture that
is inspired by these prior works and fits our operational application
context. The proposed architecture is described in Figure 5: one
can note the two consecutive convolution operations in each layer
(represented in yellow). Also note the pooling operation, which
is used to reduce the relative width of the image, whose height is
much smaller.
Inspired by the EfficientNet method, we sought to find a tradeoff
between depth, width, and resolution scaling, resulting in a rather
shallow architecture with four layers. Each layer consists of the
same elements: (1) convolution, (2) batch normalization, (3) max-
pooling with a vertical stride of 2 and 4, respectively, and (4) ReLU
activation. However, to minimize the number of parameters, we
used the good old techniques from the VGG to include two con-
secutive convolution layers of size 3x3 instead of a kernel of size
5x5, with the same "receptive field" but fewer parameters and more
non-linearity and abstraction.
The final classification is achieved by feeding the flattened final
output to a fully connected layer followed by a softmax.

4.1 Defect Localization
We will address the practical implementation aspects, such as set-
ting hyperparameters and techniques to prevent overfitting, in

Section 5. Before moving to application and numerical results, we
would like to describe the last major requirement of our application-
oriented approach: once a wheel has been classified as defective,
it is desirable to provide the localization of potential defects to
indicate to the operator where to look.
However, it is well known that interpretability of deep learning
algorithms remains a challenging problem, particularly due to the
large number of parameters in most architectures. We have tried
several methods, including the well-celebrated Yolo, but found that
it requires training another deep learning architecture specifically
for this task. Instead, we obtained better results using the Class
Activation Map (CAM) method proposed in [31], which essentially
consists in modifying the last classification layers. Therefore, in
this paper, we have used a modified version of CAM, referred to
as Grad-CAM, which allows extracting a heatmap based on the
gradient of the prediction with respect to a given layer.

This approach has been extensively used in various applications,
such as interpreting ocular medical checkups or rolling bearing
inspections. Note that this methodworks very efficiently in our case,
in large part due to the proposed lightweight CNN architecture.
Indeed, with as many as 152 layers as one can find, finding relevant
layers in which the gradient with respect to the final decision is
interpretable is hardly possible. This was an important motivation
in the design of a lightweight CNN architecture.

In this paper, we adapted this methodology as follows: first,
the proposed lightweight CNN is trained, see the next Section 5
for details. We used the gradients of the prediction of the first
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convolution for the penultimate (third) layer. To obtain a single
signal map from 128 different channels, we used a weighted average:
the average activation is calculated over every channel, which
serves as the weights for computing a single heatmap from all
channels.
For localization, we threshold the obtained activation heatmap
using 70% of the max value, which was empirically selected to
obtain good location accuracy. Simple morphological operations
were used to remove outliers. More precisely, we used dilation and
erosion and dilation (or opening and dilation) with a rectangle of
size 3x3, and finally extracted the area with maximal non-zeros
values. Last, for display purposes, we resized the image to the
original input size using the simplest bilinear interpolation.
Though this method is quite simple, it allows obtaining very good
results while requiring minimal additional computation.

5 NUMERICAL RESULTS AND VALIDATION
For benchmarking purposes, we used the ResNet50-v2, Inceptionv4,
and EfficientNet-b0 models, which have 23M, 43M, and 5.3M train-
able parameters, respectively. All models were trained in the same
manner on an NVIDIA RTX 3090 GPU with a maximal batch size.
We used the AdamW optimizer with a starting learning rate of 10−4
and a scheduler "Reduce on Plateau" with a reduction factor of 0.5
and patience parameter of 1. The number of epochs was set to 20,
which was sufficient for convergence in all cases.
We employed a curriculum or transfer learning approach, where
each model was first trained to recognize the different types of
wheels. After a few epochs (typically 4-6), the model achieved ex-
cellent results, and the trained weights were used as input for the
task of defect detection. We observed empirically that this approach
generally provided slightly better results than starting fromweights
pre-trained on ImageNet. We believe that this may be due to the
specific nature of the images used.

We trained a specific classifier for each part of the wheel using
slightly more than 100,000 defect-free images (at least those that
passed quality control by careful visual inspection) and the same
number of images with an artificial defect added following the
procedure described in Section 3.2. The images were divided into
70% for training, 20% for validation, and 10% for testing. To prevent
overfitting, we used several methods, including data augmentation
(horizontal and vertical flipping) and a rather harsh dropout, with
a rate of 50% for Inception and ResNet and 30% for EfficientNet and
the proposed lightweight CNN. Additionally, we added noise to the
data after every layer, which helped but not significantly.
We tested the classifier on raw images, as acquired by the imaging
device, as well as images of residuals, which were obtained by
removing the estimated "denoised" content. To this end, we used
the "content rejection"method developed in our prior works [26, 27],
which was carefully designed for specific images of wheel parts
and aimed at preserving most of the defects.

The results in terms of accuracy of defect detection are presented
in Table 1 for all cases. It can be seen that while our model is
extremely light compared to its competitors, it achieves overall
similar performances. In general, EfficientNet performs slightly
better (on both original images and residuals). Additionally, one
can note that detection over the central zone seems challenging for

Table 1: Accuracy of the different architectures over arti-
ficial defects, real defects, original images and residuals ;
the “Lightweight Model” corresponds to the architecture pro-
posed in the present paper.
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ci
al
de
fe
ct
s

ResNet 0.9622 0.9835 0.9927 0.9787

Inception 0.9655 0.9891 0.9935 0.9844

EfficientNet 0.9719 0.9896 0.9951 0.9860

Lightweight Model 0.9387 0.9791 0.9892 0.9705

O
rig

in
al
im

ag
es

Re
al
de
fe
ct
s ResNet 0.7425 0.8884 0.7500 0.7690

Inception 0.8023 0.9342 0.7969 0.8845

EfficientNet 0.7659 0.8510 0.8103 0.8563

Lightweight Model 0.8083 0.9227 0.8085 0.9186

Re
si
du

al
si
m
ag
es

A
rt
ifi
ci
al
de
fe
ct
s

ResNet 0.9203 0.9877 0.9781 0.9754

Inception 0.9403 0.9883 0.9829 0.9757

EfficientNet 0.9585 0.9906 0.9879 0.9805

Lightweight Model 0.9150 0.9876 0.9875 0.9726

Re
si
du

al
si
m
ag
es

Re
al
de
fe
ct
s ResNet 0.8683 0.9055 0.9844 0.9431

Inception 0.9042 0.9427 0.9844 0.8884

EfficientNet 0.8862 0.9281 0.9401 0.9221

Lightweight Model 0.9281 0.9675 0.9883 0.9636

all architectures, while the ventilation holes zone is not despite the
many details it contains.
Interestingly, it seems that using residual images instead of the
original ones does not seem to help significantly. However, it is
striking that when we evaluate all architectures on real defects,
the use of residuals brings a significant robustness. Note that in
all cases, the evaluation on real defects was carried out without
any additional training (the architecture was trained on artificial
defects and used "as is" on real defects).
Last but not least, we observed that our proposed architecture seems
to achieve a much higher robustness, as it performs significantly
better on real defects. We believe that this may be due to its very
lightweight features that preserve better generalization capabilities.

6 DEFECTS LOCALIZATION
Before concluding the present paper, we will present the results
on defects localization. Figure 6 shows an example of localization
output using the proposed method based on Grad-CAM. It can be
seen from this example that providing ground truth for the localiza-
tion of defects is far from being straightforward; hence the limited
number of images used to assess the accuracy of defect localization.
For a more general result, we computed the Intersection over Union
(IoU) between ground truth and localization results over 2,000 im-
ages labelled manually. The IoU represents the ratio of area on
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Figure 6: Outcomes from localization results for a few central
zones.

which the localization results matches the reference over the total
area.
More formally, for two areas A𝑝𝑟𝑒𝑑 and Aref, the IoU is defined
as:

𝐼𝑜𝑈 (A𝑝𝑟𝑒𝑑 ,Aref ) =
A𝑝𝑟𝑒𝑑 ∩ Aref

A𝑝𝑟𝑒𝑑 ∪ Aref
, (4)

with ∩ and ∪ resp. the intersection and union operators (AND and
OR binary operators).

Over the 2, 000 images used for assessment, we obtained the
following IoU:

• 81, 38% on the central zone ;
• 93, 43% on the galbe zone ;
• 87.80% on the ventilation zone ;
• 96, 19% on the rim.

While these results are excellent, especially given the original
goals to indicate the operator where to look, once again, we note
that the central zone is the most challenging.

7 CONCLUSION AND CLOSING REMARKS
In the present paper, we have addressed a practical problem of
appearance defect detection and localization on wheel surfaces. To
achieve the highest possible accuracy, we proposed the use of deep
learning, a highly effective approach in image processing. However,
instead of feeding images to a complex network, we introduced an
original method that incorporates a significant portion of image
processing, specifically designed based on the knowledge of the
manufactured product.
This approach has two main benefits. On the one hand, it greatly
enhances the artificial intelligence architecture, allowing it to better
understand the visual features of the product. On the other hand,
it enables the method to meet the operational needs of the visual
inspection system, including reliability, limited dataset, real-time
operation, and defect localization.
Our proposed method represents an interesting tradeoff between
the use of efficient deep learning solutions and the incorporation
of knowledge on the visual inspection system it is designed for. By
carefully taking into account the imbalance in the dataset and pre-
venting overfitting to a very limited number of defects, our method
offers a robust and reliable solution for appearance defect detection
and localization on wheel surfaces.
In conclusion, our work demonstrates the effectiveness of com-
bining deep learning with domain-specific knowledge to tackle

complex problems in visual inspection. The proposed method has
the potential to be applied to other areas where visual inspection is
critical, and we believe that it will contribute to the development of
more efficient and reliable visual inspection systems in the future.
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