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Electrophysiological Measures for Human-Robot
Collaboration Quality Assessment

Mathias Rihet, Guillaume Sarthou, Aurélie Clodic and Raphaëlle N. Roy

Abstract Electrophysiological signals offer invaluable insights for human monitor-
ing, providing real-time, objective measures of mental states. Among the sensors
used for signal acquisition, electrocardiography (ECG) and electrodermal activity
(EDA) sensors stand out for their affordability and wearability. Electroencephalog-
raphy (EEG) is also gaining popularity, particularly with the advent of dry electrode
devices that reduce setup times, albeit at the expense of signal quality. These sig-
nals are increasingly employed to close the loop and develop adaptive systems, a
discipline known as physiological computing [1]. For example, cerebral activity can
be used as an active brain-computer interface to control a robotic arm [2]. Yet, the
field of electrophysiological computing extends beyond mere control. It facilitates
the monitoring of human mental states during tasks, which is of significant interest
in Human-Robot Collaboratgion [3]. A robot equipped to monitor human mental
states could dynamically adjust its behavior to uphold an optimal quality of interac-
tion, addressing various aspects such as performance, engagement, satisfaction, or
security. Moreover, it could learn from the impact of each action on the user’s mental
state, enabling more informed decision-making. Mental state monitoring has already
been applied to several kinds of Human-Robot Interaction (HRI), including teleop-
eration and error correction [4]. Nevertheless, integrating physiological computing
with human-robot collaboration presents unique challenges. Thus, the aim of this
article is to review advanced applications of physiological computing in the domain
of human-robot collaboration and offer guidance to researchers interested in delving
into this interdisciplinary domain. It will develop the advantages of mental state
monitoring in human-robot collaboration, examine cutting-edge studies employing
such setups, as well as offer practical guidelines based on these findings.
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1 Assessing the quality of human-robot collaboration

1.1 Methodological Principles

In the future, robots hold the promise of offering assistance in numerous aspects of
our daily lives and fulfilling key societal functions. Their potential as social agents
has already been tested in various ecological settings where they undertake roles
as diverse as waiters in restaurants [5], shopkeepers selling hats [6] or guides in
a shopping mall [7]. These examples underscore the complexity of human-robot
interaction (HRI) in real-world scenarios and the diversity of subtasks that robots
must perform to collaborate smoothly with humans and gain acceptance within
society.

As the field of HRI evolves, it necessitates a deep consideration of human factors
in robot design and evaluation. Replicable methodological approaches are expected
not only to ensure robustness but also to motivate active debates within the research
community [8, 9]. Ideally, user studies aiming to characterize the everyday use
of robots by average users would require inclusivity across a broad spectrum of
participants and multiple sessions to mitigate biases associated with user-specific
preferences and session effects. However, such ecological studies require significant
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resources. Thus, they are often preceded by more focused investigations targeting
specific aspects of the interaction in laboratory settings. Yet, even within these
narrower scopes, explicit formulation of the research questions and limitations of the
study remains necessary to guarantee transparency and robustness of the research
process.

In the context of human-robot collaboration (HRC), additional constraints come
into play. According to the joint action paradigm [10], effective collaboration rely on
various coordination mechanisms such as joint attention, intentional action under-
standing, shared task representation. Robot can take advantage of such mechanisms
to manage an interaction, not to mimic but to be understood and to understand
humans [11]. While performance metrics remain pertinent, fluency emerges as a
key factor in optimizing HRC interactions [12]. This concept defined as a well-
synchronized meshing of agents actions allow to couple precise and efficient action
timing with appropriate and dynamic adaptations of both agents without need for
verbal communication.

Thus, collaboration between humans and robots is, at least, as much about world
representation than task solving. Addressing the disparities between human expec-
tations and robot actions is essential for achieving effective collaboration. Hence,
understanding variations in human mental state during human-robot collaboration
and learning how to adapt accordingly seems crucial [13, 14].

1.2 Measurement Techniques

Among the methods commonly used by the HRC community [15], subjective met-
rics like questionnaires or interviews are frequently employed for offline analysis of
human mental states. These measures are often acquired before and after a given
task, or during breaks within the task at hand, hence generating task interruption.
Moreover, these methods lack the capability for dynamic adaptation during interac-
tion, limiting the assessment of the quality of the interaction (QoI) to session level.
Yet, QoI should also be evaluated regarding each task and each action to offer deeper
insights into the interaction dynamics [16, 17]. In addition, conducting this evalua-
tion solely from the robot’s perspective, without external assistance, would ensure
its applicability across a wider range of scenarios.

To address these limitations, the addition of objective metrics is of great interest.
Behavioral metrics such as facial recognition or idle time enable online computation
but offer limited insights into human mental states. Hence, we perceive physiological
measures as a promising complementary approach.

Advancements in neuroscience and the availability of portable physiological mon-
itoring devices have broadened the applications of physiological measures [2]. For
instance, the emerging field of neuroergonomics [18, 19] allows researchers to as-
sess the mental states of human operators engaged in continuous interaction with
complex systems through the use of neuroscientific paradigms, and more recently
with the adjunction of machine learning models, through physiological computing
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techniques [1]. By providing comprehensive insights, these monitoring methods fa-
cilitate the system’s adaptation, leading to smoother and more effective interactions
and enhancing the overall user experience (see Figure 1).

Fig. 1 Illustration of a physiological loop between human and robot.

1.3 Mental States of Interest

Ever since the steep rise of neuroscience and neuroergonomics research, several
mental states of interest, both cognitive and affective, have been singled out as being
of major importance for enhancing user experience, task performance and safety. A
few of them have been studied for HRC.

One critical mental state of interest is cognitive effort, also referred to as mental
engagement or mental workload [20]. It is related to the tendency of human perfor-
mance to decline within a task particularly challenging or, in contrast, overly simple,
following a U-shape curve [21]. Detecting fluctuations in cognitive effort is essential
for identifying instances of mind wandering, where individuals disengage from the
interaction, as well as periods of cognitive overload, characterized by a lack of flu-
ency in the interaction or the need for a cognitive break [22]. By monitoring cognitive
effort levels, robots can dynamically adjust their behavior to maintain an optimal
level of engagement and support users in completing tasks effectively [14, 23].

Moreover, stress and arousal levels offer insights into human safety when sharing
a workspace with robots. This can cover a wide range of parameters related to the
prevention of any psychological or physical discomfort in HRC [24]. For instance,
several factors such as increased movement speed, dominant movements, unpre-
dictability, or inadaptability of the robot can decrease trust perceptions or increase
anxiety [25]. A better comprehension of these factors can improve robotic design
and facilitate robot integration into industry 5.0 workspaces.

Additionally, surprise detection plays a crucial role in HRC scenarios, as in other
dynamic and unpredictable human-machine interactions [26]. Unexpected events,
which can be qualified as novel or erroneous depending on the context [27], may
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disrupt the fluency of collaboration and challenge users’ beliefs about the robot’s
capabilities or intentions. By detecting instances of surprise, systems can adapt their
behavior to address discrepancies and align with human beliefs during the ongoing
process [28]. This may involve providing explanations for unexpected events or
adjusting future actions to align with users’ revised expectations. Surprise can also
be used as a human implicit feedback to train robots to select the most suitable
behaviour through reinforcement learning techniques [29].

2 Electrophysiological activities

In order to navigate more easily between the described signals, sensors and features
the Table 1 summarize the sensors and their characteristics while Figure 2 provide a
structured glossary of the various abreviations.

Acronym Recorded Activity Localisation Event Time Scale Sensors

EEG Brain Head millisecond 4 to 128
EOG Ocular Face millisecond 2
ECG Cardiac Torso second 2 to 5
PPG Cardiac Finger, Ear, Wrist second 1
EDA Electrodermal Finger, Palm second 2

Table 1 Summary of discussed electrophysiological sensors.

2.1 Brain activity

2.1.1 Sensors

Among the available electrophysiological signals, brain activity stands as the richest,
which also makes it the more complex to process. While techniques like functional
magnetic resonance imaging (fMRI) offer superior spatial resolution and magne-
toencephalography (MEG) provide both spatial and temporal precision, their im-
mobility and price constraints limit their utility in ecological settings. In contrast,
electroencephalography (EEG) presents a promising solution due to its high tempo-
ral resolution and portability, making it well-suited for scenarios where participants
need mobility [30].

However, the selection between wet and dry electrodes requires careful consid-
erations, balancing ease of use with signal quality. Wet electrodes, though offering
higher signal fidelity, require time-consuming setup procedures, while dry electrodes,
despite their easier setup, often come with a compromise in signal quality.
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In addition, the number of electrodes plays a crucial role, with more electrodes en-
abling the use of more extensive preprocessing techniques, yet potentially increasing
setup time for wet EEG and participant discomfort for both [31].

2.1.2 Features

Brain activity can be processed within two domains : the time domain and the
frequency domain.

In the time domain, event related potentials (ERP) offer insights into neural
responses to specific events. ERPs are characteristic peaks or deflections in the EEG
signal that occur in response to specific events or stimuli. These components, such
as the P300 or N200, reflect neural processes related to perception, attention and
resource allocation [32]. Key features extracted from ERPs include peak amplitude,
latency, duration, and waveform morphology. While the overall ERP shape remains
characteristic, these features can be impacted by human current mental state. For
example, the amplitude of the P300 component, elicited by a rare stimuli, can vary
according to task difficulty [33].

In the frequency domain, brain activity is analyzed by examining oscillatory pat-
terns across different frequency bands. Common frequency bands of interest include
delta (0.5 − 4𝐻𝑧), theta (4 − 8 Hz), alpha (8 − 12 Hz), beta (12 − 30 Hz), and
gamma (> 30 Hz). These frequency bands have been associated with distinct cog-
nitive processes and mental states. For example, delta oscillations have been linked
to attention processes, theta oscillations to memory encoding and inhibition, while
alpha oscillations have been associated with states of relaxation, inhibition, or sen-
sory attenuation. Beta oscillations seem involved in motor control and sensorimotor
integration, while gamma oscillations have been associated with higher cognitive
functions such as information processing, conscious perception and memory re-
trieval [34]. The most common feature extracted from frequency domain analysis is
bandpower. Depending on the context, it can be used absolute, relative or as a ratio,
such as the engagement ratio 𝛽

𝛼+𝜃 [35].
It should be noted that such temporal and frequency features can be extracted either

directly at the electrode level, or at a later stage at a region of interest (ROI) level
(e.g. focusing on three zones including a frontal area, a central area and a parieto-
occipital area). Moreover, more complex features such as event-related spectral
perturbations (ERSPs), connectivity metrics [36] and covariance matrices [37] can
also be extracted to allow for a richer and/or more accurate mental state assessment.
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2.2 Ocular activity

2.2.1 Sensor

While eye-tracking allows for a complete analysis of participant gaze behavior,
electrooculography (EOG) is a lighter technique which can still extract pertinent
features related to mental states and does not require calibration [38]. EOG involves
a pair of electrodes placed vertically, one above and one behind the eye. Since EOG
recordings directly capture eye movements, including blinks, they often contribute
to artifact rejection when analyzing EEG signals and are thus collectable with the
same frequency.

2.2.2 Features

Blink can be extracted using thresholds, peak detection, filtering or more complex
methods [39]. Once detected, the most common feature exploited is blink rate.
However, it necessitates careful manipulation of confounding factors as blink rate can
be impacted by the degree of visual processing required [40]. Additional analyses are
usually performed using blink parameters including blink duration, blink amplitude,
opening and closing velocity, as well as the percentage of closure, in particular to
assess vigilance states [41].

2.3 Cardiac activity

2.3.1 Sensors

Cardiac activity is commonly monitored using electrocardiography (ECG) due to its
reliability, while photoplethysmography (PPG) is chosen for its wearability. Among
other wearable heart monitoring techniques like phonocardiography or seismocar-
diography, PPG is favored due to its reduced susceptibility to motion noise [42].

ECG involves placing at least two electrodes on the skin across the chest to
measure the potential difference between them, capturing the electrical activity of
the heart. A characteristic waveform of the ECG signal includes two deflections
(Q, S) and a peak (R), collectively known as the QRS complex, which represents
ventricular depolarization. The R-peak of this complex is commonly used to evaluate
the heartbeat period by calculating the RR-intervals [43].

PPG monitors blood volume changes in the microvascular tissues through an
optical device placed on areas such as the finger, ear or wrist. Although easier to
wear, this location makes the sensor more prone to motion artifacts than ECG.
In the signal, peaks related to pulse waves created by ventricular systol activity
can be observed. Pulse-to-pulse intervals (PP-intervals) represents the time between
consecutive pulse wave rises and are used to monitor heartbeat [42].
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There is a delay, known as pulse transit time (PTT), between the QRS complex
in ECG and the onset of the pulse wave in PPG, leading to theoretical differences
between PP-intervals and RR-intervals. Although this delay is typically minimal in
healthy individuals at rest, comparing these two sensors in more ecological settings
could help characterize their respective limitations [44].

2.3.2 Features

Both RR-interval and PP-interval allow to derive various metrics [45]. The most
common in the time domain is the heart rate mean value (HR) computed as 60/𝑅𝑅.

Heart rate variability (HRV), another usual metrics extracted for mental state
monitoring purposes, can be computed in several ways depending on how much
overall fluctuations (SDNN) or short-term fluctuations (RMSSD, pNN50) need to
be integrated [46].

This signal can also be investigated in the frequency domain by separating very
low frequency (VLF, 0–0.04 Hz), low frequency (LF, 0.04–0.15 Hz), and high
frequency (HF, 0.15–0.4 Hz). Depending on the context, it can be used absolute,
relative or as a LF/HF ratio.

2.4 Electrodermal activity

2.4.1 Sensors

Electrodermal activity (EDA) is typically measured using two electrodes placed on
the palm of the hand or the fingertips. It can also be referred to as Galvanic skin
conductance (GSC), skin conductance (SC), or galvanic skin resistance (GSR), with
conductance being the inverse of resistance. The EDA signal comprises two main
components: phasic and tonic [47].

The phasic component, also known as skin conductance response (SCR), reflects
rapid changes in EDA which can be related or not to a specific stimulus depending
on the experimental design. The tonic component refers to the baseline level of EDA,
excluding SCRs, and is known as skin conductance level (SCL).

2.4.2 Features

Several features can be extracted from SCL and SCR, depending on the experimental
design [48]. If the experimental setup includes specific stimuli, focusing on event-
related skin conductance responses (ER-SCRs) can provide features such as peak
amplitude, latency, and duration.

In experiments focusing on monitoring changes over time, the mean SCL over
a given time-window is a more suitable metric. Yet, the number of SCR peaks
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(typically reported in SCRs/minute) can still provide insights into the overall arousal
in this context.

Fig. 2 Comprehensive glossary of discussed electrophysiological features and sensors.

3 Mental State Monitoring

3.1 Signal preprocessing

Physiological signals are prone to contamination by various sources of noise, and
often require a preprocessing step before any data analysis, especially in dynamic
settings. Each ones of the signals described in the previous section can be impacted
by line noise and motion-related artifacts. In the specific case of human-robot col-
laboration, recent work showed that the robot itself can be a source of artifact [49].

Basic filtering with Notch, Butterwoth or Chebyshev filters can be sufficient
to remove electromagnetic noise from the sensors. More complex techniques can
also be used, however they require more data and are thus mainly used for brain
signal preprocessing. Among these techniques we can cite independent component
analysis (ICA) which decomposes the signal in independent components with the
underlying assumption that some of these components will isolate noise sources [50].
Another commonly used method in recent studies is artifact subspace reconstruction
(ASR) [51]. These filtering methods are based on blind source separation which is
akin to spatial filtering.
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Spatial filtering techniques exploit spatial information inherent in brain activ-
ity for enhanced signal quality and artifact mitigation. They can include electrode
rereferencing, laplacian filtering and common spatial pattern analysis (CSP) [36].

It should be noted that the available preprocessing techniques may also vary
depending on the type of analysis (offline or online) as discussed further below.

3.2 Offline and online analyses

Physiological signal analyses can be performed offline or online depending on the
goal of the study and/or product development [52]. Offline analyses allow the use
of more powerful techniques because they are applied in a finite space. However, if
the end-goal is an online QoI evaluation from the robot’s perspective, using pseudo-
online pipeline for testing may be more suitable than using offline techniques which
will not guarantee online performances. Hence, pseudo-online pipelines will load
data in a buffer of realistic duration before applying any preprocessing method
and use techniques adapted to this time constraint [51]. Yet, offline techniques are
still relevant if the goal is rather to study thoroughly mental state physiological
characteristics.

3.3 Relevant biomarkers

Depending on the mental states of interest, several biomarkers can be used. Ideally,
these biomarkers are derived from prior research and hold recognition within the
field.

While the mental states discussed here align with the authors’ backgrounds, the
terminology used to articulate these mental states may lack universality. Indeed,
different researchers may employ diverse terminologies or conceptual frameworks
to characterize similar mental phenomena, further complicating efforts to achieve a
standardized classification.

Consequently, studies were categorized based on their experimental designs rather
than on the mental states explicitly reported. This strategy aims to gather related stud-
ies irrespective of the specific terminology used by researchers, thereby facilitating
a more comprehensive understanding of the underlying phenomena in HRI.

3.3.1 Cognitive effort

This section gather experiments where human and robot collaborate on tasks of
varying difficulty levels. Depending on the study, the monitored mental state can be
reported as workload [53–55], cognitive load [56], stress [57], or even fatigue [58,59].
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In these designs, mental state monitoring has been achieved using a variety
of physiological measures. For instance, EEG frequency features such as alpha
and low gamma bandpower from frontal channels have been utilized [55]. Cardiac
features, including RR intervals from chest straps, wristbands, or smartwatches
[58,59], as well as the LF/HF ratio from chest straps [53], have also been employed.
Furthermore, EDA features like the SCR mean peak amplitude have been processed
[57]. In addition, some studies have taken a more data-driven approach, extracting
an extensive range of EEG features to input into machine learning models [54, 56].

However, while most of these studies focus on detecting the mental state of
interest, only a few implement [56, 59] or propose [58] explicit adaptations. These
adaptations rely on robot pace [56] and task allocation [58, 59].

3.3.2 Stress

This section compiles experiments where human and robot shared a workspace
without explicitly performing a task together. Stress is the most reported mental
state [53, 60–62] but it can also been labeled as affective responses [63]. EDA
features are the most common, using both SCR peak amplitude [53, 60–63] and
mean SCL level [53]. Yet, cardiac features such as HR have also been collected via
ECG [63].

While most of these studies propose ideal robot speed, trajectory and distance
to human based on the observed values, one of them discusses the opportunity for
online adaptation, providing user-specific robot-behaviour [63].

3.3.3 Surprise

This section gathers experiments where physiological response is used to detect hu-
man reaction to an unexpected action from the robot. Across all these experiments,
the primary aim was to detect error-related potentials (ErrPs) through EEG mea-
surements. This particular ERP is characterized by two distinctive components: an
error-related negativity observed approximately 200 milliseconds following the stim-
uli (referred to as N200 or ERN), and a subsequent positive peak occurring around
300 milliseconds post-event (known as P300). These components are involved in
different neural processing steps of error recognition and suggest together a stimuli
perceived as erroneous.

Given the necessity to utilize the overall shape of ErrPs for detection, most
experiments employed all channel values at each time point within a specified time
window as the feature of interest [4, 29, 64]. However, two studies employed data
reduction techniques: a principal component analysis (PCA) [4] and the XDawn
spatial filter [29], to decrease the number of channels. Another study opted for
covariance matrices among a specific subset of channels, namely those located at
frontal sites [65].
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These features where then given to machine learning models to detect error occur-
rences. These outputs where then used to train reinforcement learning algorithms [29]
or correct a simulated erroneous behavior of the robot [4, 65].

4 Guidelines for HRC quality assessment

4.1 Considerations for experimental equipment

Selecting appropriate experimental equipment necessitates a careful balance between
factors such as wearability and robustness to artifacts. Portable and compact devices
like dry EEG systems, bioharnesses, and wristbands offer convenience to participants
by eliminating the need for adhesive electrodes and enabling quick setup. However,
the information provided is comparatively limited when contrasted with medical-
grade recording devices such as 64-channel wet EEG or five-electrode ECG systems
[31].

The research context significantly influences sensor choice, emphasizing the im-
portance of prior understanding of the mental states to be monitored and its related
features. Strong physiological responses facilitate the use of more wearable sensors
and ecological settings. Conversely, deeply investigating mental states with current
sensor capabilities often necessitates controlled laboratory environments and offline
data processing methods. Both approaches hold relevance in the field, as studying
mental states with a high resolution can allow to better identify robust biomark-
ers. Thus, advancements in mental state monitoring require a seamless transition
between laboratory-based and real-world settings as proposed within the neuroer-
gonomic field [66].

Irrespective of experimental settings, the importance of familiarizing oneself with
new devices cannot be overstated. Sensors, in particular, may technically ”work”
while producing signals with poor signal-to-noise ratios. Therefore, it is imperative
to develop the ability to differentiate between clean and noisy signals prior to any
further analysis.

Therefore, testing new devices or a novel combination of existing ones with a
non-robotic task can be of great interest. Established paradigms such as the N-back
task [67] for cognitive effort or Go/noGo [68] tasks and antissacades [69] for ErrPs
can reliably elicit the expected biomarkers. They present valuable opportunities
for researchers to assess sensor configuration, data synchronization, and feature
extraction simultaneously before starting the HRC user study. Although such pre-
studies may lengthen the overall experimental design process, their significance lies
in preventing the wastage of both participant and researcher time by avoiding the
collection of irrelevant data. From a methodological perspective, they ensure that
both processing pipeline and sensor setup have the capacity to extract the expected
biomarkers in perfect settings. Thus, when switching to HRC, any variation in the
data will be due to the robotic task.
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In contrast, a well-established setup should not prevent from prior testing with
the robot, as the task itself can introduce new constraints such as synchronization
issues [70] or additional artifacts, generated for instance by the robot itself [49].

4.2 Considerations for experimental design

Developing experiments to evaluate the quality of HRC necessitates a careful proto-
col design. It is imperative to address, or at least discuss, the limitations imposed by
well-known biases, such as the diversity of participant expertise with robots and the
session effect [8].

Even for a proof of concept, researchers must anticipate the need for adaptation
and ensure that the studied scenario closely aligned with the intended use case.
For instance, employing a double-task design is only advisable if the use case
genuinely involves dual-tasking (or multi-tasking), as in some HRC studies for
human-robot teaming. In such scenarios, humans perform several tasks prior to
robotic intervention and some tasks are reallocated to the robot in order to reduce
human burden [3]. However, if the objective is to examine the mental states induced
by the robot or the collaborative task, it is advisable to refrain from using a double-
task design. Although double-task designs are popular for studying cognitive effort
due to their ability to seamlessly integrate validated neuroscientific or psychological
tasks into any HRC scenario, they lack generalizability. Ultimately, they tend to turn
the inductive task into the main task and make the HRC peripheral, failing to provide
insights into mental states specific to the interaction. Moreover, they do not facilitate
any adaptation of robot behavior to influence cognitive effort, since this effort is not
instigated by the robot itself.

Presently, there exists a misalignment between current techniques in robotic and
physiological computing which lead to compromise when trying to merge these two
fields. On the one hand, robots continue to face challenges in performing tasks that
humans execute effortlessly, particularly in shared workspaces where safety concerns
add to the technical limitations. Furthermore, a certain level of interdependence
between both agents is essential to underscore the necessity for collaboration in
HRC scenarios. Taking these factors into account, an HRC trial lasting less than a
few minutes proves challenging.

In contrast, physiological computing demands substantial data to address physi-
ological variability, which poses limitations on mental state monitoring at multiple
levels [71]. Intra-session variability makes repeated trials on a single individual a ne-
cessity to draw robust conclusions about the impact of studied conditions on the target
mental state. Inter-individual variability leads to user-specific analyses, avoiding to
tackle intra-session variability by group scale analysis. Additionally, it prohibits the
use of global models for accurate predictions across users. Inter-session variability
further restricts user-specific studies to a single session, hindering the long-term
viability of such models. Fortunately, transfer learning techniques are emerging to
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address these challenges robustly, offering potential solutions for both inter-session
and inter-individual variability [72].

In summary, achieving robust mental state monitoring for HRC involves conduct-
ing tens or even hundreds of few minutes trials with current techniques, resulting in
recording sessions of several hours. In this context, the comfort of participants must
be carefully considered, both for ethical reasons and to mitigate potential biases in
the results. Discomfort with sensors can introduce noise into the signal, while task
repetitiveness can impair participant performance or introduce confounding mental
states such as fatigue. Thus, striking a balance between the quality of the HRC sce-
nario, the robustness of physiological analysis, and participant comfort is essential.
This balance is contingent on the study’s objectives, and the highlighted limitations
should be duly acknowledged.

4.3 Considerations for HRC adaptation

Due to the inherent challenges arising from the interaction between physiological
computing and HRC, there are few examples of online robotic adaptation based on
mental state monitoring. Nevertheless, given that physiological computing essen-
tially involves modeling human behavior, it holds promise for adaptation at three
distinct levels: physical, cognitive, and social levels [13].

At the physical level, robots can modulate the speed and the trajectory during
navigation or manipulation tasks. Such adaptations may address safety concerns
by modulating biomarkers associated with stress and trust. Additionally, they can
serve as cognitive effort regulators, especially when the speed of the robot directly
influences the pace of the human worker [56].

At the cognitive level, robots can adapt their planning strategies based on the
current mental state of humans. For instance, they can dynamically reallocate tasks
based on workload or fatigue levels, as seen in mixed-initiative systems [3]. They can
also rectify a plan through surprise detection. In addition, leveraging reinforcement
learning techniques enables robots to evolve their decision-making processes over
time, attaining a metacognitive level of adaptation. By establishing a feedback loop
between humans and robots, physiological computing empowers robots not only to
perceive the present mental state of humans but also to gauge the impact of their
actions on this mental state, thereby enhancing decision-making capabilities in the
long term.

At the social level, robots can adjust their communication strategies based on
human mental state. This entails employing various social signals, including non-
verbal cues, explicit or redundant information transmission, and even personality
adjustments. For example, considering that human preferred interaction styles can
vary depending on the task [73], it is plausible to assume that they may also fluctuate
based on certain mental states.

Ultimately, it should not be minimized that such a framework raises significant
social and ethical concerns. While these aspects are crucial, they fall beyond the
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scope of this article. Readers seeking insights into these areas are encouraged to
explore studies addressing the issue of personal data in HRI [74] or discussing the
impact of physiological data collection in commercial devices [75].

5 Conclusion

In conclusion, this article has explored the application of electrophysiological mea-
sures in the evaluation of HRC. Through detailed feature extraction techniques and
comprehensive examples from the literature, the potential of physiological comput-
ing techniques to evaluate and improve the quality of interaction between humans
and robots in collaborative settings has been highlighted.

By processing electrophysiological signals such as EEG, EOG, ECG and EDA
researchers can gain valuable insights into human mental states. Yet, the examination
of available measurement techniques and biomarkers has underscored how under-
standing mental states beforehand is crucial for choosing appropriate sensors and
settings.

While studying cognitive effort, stress and surprise holds significant promise for
the future of HRC, their exploration demands careful consideration, as outlined in the
proposed practical guidelines. Avoiding user studies’ biases, addressing constraints
from both physiological computing and HRC, and designing a suitable adaptation
require expertise in various domains.

Moving forward, continued advancements in physiological computing and robotics
hold great promise for enhancing human-robot collaboration across various domains,
including healthcare, manufacturing, and assistive technology. By integrating physi-
ological monitoring with adaptive robotic systems, we can create more intuitive and
efficient robotic platforms that prioritize user experience and collaboration quality.
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44. A. Schäfer and J. Vagedes, “How accurate is pulse rate variability as an estimate of heart
rate variability?: A review on studies comparing photoplethysmographic technology with an
electrocardiogram,” International journal of cardiology, vol. 166, no. 1, pp. 15–29, 2013.

45. A. Temko, “Accurate heart rate monitoring during physical exercises using ppg,” IEEE Trans-
actions on Biomedical Engineering, vol. 64, no. 9, pp. 2016–2024, 2017.

46. A. J. Camm, M. Malik, J. T. Bigger, G. Breithardt, S. Cerutti, R. J. Cohen, P. Coumel, E. L.
Fallen, H. L. Kennedy, R. E. Kleiger et al., “Heart rate variability: standards of measurement,
physiological interpretation and clinical use. task force of the european society of cardiology
and the north american society of pacing and electrophysiology,” Circulation, vol. 93, no. 5,
pp. 1043–1065, 1996.

47. H. F. Posada-Quintero and K. H. Chon, “Innovations in electrodermal activity data collection
and signal processing: A systematic review,” Sensors, vol. 20, no. 2, p. 479, 2020.



19

48. K. Kyriakou, B. Resch, G. Sagl, A. Petutschnig, C. Werner, D. Niederseer, M. Liedlgruber,
F. Wilhelm, T. Osborne, and J. Pykett, “Detecting moments of stress from measurements of
wearable physiological sensors,” Sensors, vol. 19, no. 17, p. 3805, 2019.

49. M. Rihet, A. Clodic, and R. N. Roy, “Robot noise: Impact on electrophysiological measurements
and recommendations,” in Companion of the 2024 ACM/IEEE International Conference on
Human-Robot Interaction, 2024, pp. 888–891.

50. A. Delorme, T. Sejnowski, and S. Makeig, “Enhanced detection of artifacts in eeg data using
higher-order statistics and independent component analysis,” Neuroimage, vol. 34, no. 4, pp.
1443–1449, 2007.

51. S. Blum, N. S. Jacobsen, M. G. Bleichner, and S. Debener, “A riemannian modification of
artifact subspace reconstruction for eeg artifact handling,” Frontiers in human neuroscience,
vol. 13, p. 141, 2019.
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