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Enforcing Safety under Actuator Injection Attacks through Input

Filtering

Cédric Escudero1, Carlos Murguia2, Paolo Massioni3, Eric Zamaı̈4

Abstract— Actuator injection attacks pose real threats to all
industrial plants controlled through communication networks.
In this manuscript, we study the possibility of constraining the
controller output (i.e. the input to the actuators) by means of
a dynamic filter designed to prevent reachability of dangerous
plant states – preventing thus attacks from inducing dangerous
states by tampering with the control signals. The filter synthesis
is posed as the solution of a convex program (convex cost with
Linear Matrix Inequalities constraints) where we aim at shifting
the reachable set of control signals to avoid dangerous states
while changing the controller dynamics as little as possible.
We model the difference between original control signals and
filtered ones in terms of the H-infinity norm of their difference,
and add this norm as a constraint to the synthesis problem
via the bounded-real lemma. Results are illustrated through
simulation experiments.

I. INTRODUCTION

Integration of information and communication technolo-

gies is rapidly increasing in many industrial applications and

critical infrastructure. This integration leads to engineered

systems being controlled by embedded computer devices

over communication networks [1] – the so-called Network

Control Systems NCSs. However, next to the advantages

that the use of NCSs might offer, they possess increased

vulnerabilities against adversarial attacks at the cyber-layer

(software, computing hardware, and communications). NCSs

are often opened to the outside world (e.g., for remote control

and maintenance via the internet or cellular 4G/5G networks)

[2], and adversaries exploit the cyber-layer to launch cyberat-

tacks, even to industrial NCSs [3]. These security challenges

have emerged as new research objectives for the control

engineering community [4]. In particular, deception attacks

(e.g., spoofing, false-data injection, and replay attacks [5])

have attracted considerable attention. These attacks tamper

with systems’ signals (sensing and control) to degrade their

performance.

The secure control literature has come up with different

methods to prevent deception attacks. Such methods pro-

tect the plant by redesigning controllers that mitigate the
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degradation of the plant induced by attacks [6]. Among the

prevention measures, set-theoretic methods [7] have already

shown their potential to enforce that the plant states avoid

dangerous states – a subset of the state space that, if reached,

compromises the system integrity and leads to system degra-

dation. Set-theoretic methods range from the synthesis of

secure controllers [8] in terms of invariant ellipsoids to the

design of artificial controller saturation [9], [10], [11]. Such

methods aim to prevent any class of attacks injecting signals

into the communication network to damage the system. Other

work [12], [13], [14] uses set-theoretic methods to model

stealthy attacks and design fault detectors to mitigate the

degradation of the plant [12], [14].

In this manuscript, we focus on actuator injection attacks,

a class of deception attacks that inject malicious control

signals into the plant. We assume the adversary is capable

of injecting signals to true control actions by compromising

either the controller, or the communication network that

transmits the control actions to the actuators. We are in-

terested in attacks that aim to damage the integrity of the

system while they do not change the “normal” behaviour

of the plant (e.g. reference tracking or stabilization to a set).

We refer to this class of attacks as stealthy actuator injection

attacks. Previous results are reported in [15], which proposes

preventing such attacks by limiting the controller output (the

input to the actuators). The main drawback of this work is

that it leads to strong limitations on the controller output as

its modulus has to be smaller than a predefined threshold

at all times. The latter can sometimes be too restrictive and

prevent the achievement of the control objective. Here we

propose an improvement to [15] by allowing for dynamic

thresholds. We achieve this by filtering the controller output

before it reaches the actuators, and seeking for the filter

dynamics that provides safety guarantees in the sense of

avoiding dangerous states. Using this filter let us fine tune

the limitations we want to enforce on the controller output,

which leads to less conservative results compared to the static

threshold considered in [15] – as now we have the freedom

to impose constraints in the frequency domain.

The rest of this manuscript is organized as follows. Sec-

tion II formulates the problem we seek to address. Section III

provides necessary mathematical tools (reachability and el-

lipsoidal approximations of reachable sets) to perform the

filter synthesis, which is given in Section IV. The synthesis

procedure is written in terms of a series of convex programs

subject to Linear Matrix Inequalities (LMIs) constraints. Sec-

tion V illustrates the performance of our tools by simulations

experiments.
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Notation: The symbol R stands for the real numbers, Rn×m

is the set of real n×m matrices, and R>0 (R≥0) denotes

the set of positive (non-negative) real numbers. Matrix A⊤

indicates the transpose of matrix A and diag(a1, ..., an)

corresponds to a diagonal matrix with diagonal elements

a1, ..., an. The identity matrix of dimension n is denoted by

In, and 0 is a matrix of only zeros of appropriate dimensions.

The notation A � 0 (resp. A � 0) indicates that the

matrix A is positive (resp. negative) semidefinite, i.e., all

the eigenvalues of the symmetric matrix A are positive (resp.

negative) or equal to zero, whereas the notation A ≻ 0 (resp.

A ≺ 0) indicates the positive (resp. negative) definiteness,

i.e., all the eigenvalues are strictly positive (resp. negative).

The notation Ex(Q) stands for an ellipsoid of dimension n

with shape matrix Q ∈ Rn×n, Q = Q⊤ ≻ 0 and centered at

zero, i.e., Ex(Q) := {x ∈ Rn |x⊤Qx 6 1}.

II. PROBLEM FORMULATION

In this section, we introduce the class of systems and at-

tacks under study, the problem formulation, and the proposed

solution based on input filtering.

A. System Dynamics

We consider linear time-invariant systems of the form:

ẋp(t) = Apxp(t) +Bpup(t), (1)

with time t ∈ R>0, state xp(t) ∈ Rnp , control input up(t) ∈
Rm, system matrices Ap ∈ Rnp×np and Bp ∈ Rnp×m,

and controllable pair (Ap, Bp). Matrix Ap is Hurwitz, i.e.,

the origin of (1), with up(t) = 0, t ∈ R, is globally

asymptotically stable.

The system description in (1) comprises the actuators and

process dynamics (that is the plant), i.e., some states are due

to actuators and some other are due to physical variables in

the system. The system is assumed to be part of a control-

loop as illustrated in Figure 1, where the control block

receives some of the states xp(t) (the measured states) to

compute control actions uc(t), which are sent back to the

plant through public/unsecured communication networks.

Remark 1 In the standard configuration, we have uc(t) =
up(t), i.e, signals sent by the controller uc(t) equal applied

control input up(t). We make a distinction here because when

we place the proposed safety-preserving filter in the loop,

uc(t) and up(t) will be in general different (as up(t) will

depend on the filter dynamics), see Figure 1.

Control actions coming from the control block, uc(t), are

peak-bounded inside a known ellipsoid Eu(R, ū) represent-

ing amplitude limitations of actuation signals (physical or

imposed by design), i.e., control inputs uc(t) belong to the

ellipsoidal set

Eu(R, ū) :=
{

u ∈ Rm|(u(t)− ū)⊤R(u(t)− ū) 6 1
}

, (2)

for some known positive definite matrix R ∈ Rm×m and

vector ū ∈ Rm.

B. Adversarial Capabilities

In this manuscript, we focus on False Data Injection

attacks to actuators, referred as actuator injection attacks.

That is, we assume the adversary is capable of injecting

signals to true control actions, uc(t), by compromising either

the controller block itself (for instance by hacking into

the processor) or the communication network that transmits

uc(t) to actuators (see Figure 1). We consider two types of

actuator injection attacks, stealthy and non-stealthy. Stealthy

actuator injection attacks aim to damage the integrity of the

system while letting the process states to operate normally.

That is, they are attacks that do not change the “normal”

behaviour of the process (for instance, reference tracking or

stabilization to a set) but drive the system dynamics to a

part of the state space where physical degradation occurs –

e.g., car collisions, pipes breaking, accelerated wear and tear,

explosions in power generators, etc. Non-stealthy attacks aim

to induce fast and/or large damage regardless of their chances

of being detected (thus they are not constrained by the normal

operation set). Before we give a formal definition of these

attacks, we introduce the notions of normal operation sets

and safe sets.

Definition 1 (Normal Operation Set) The normal opera-

tion set Xn ⊆ Rnp for system (1) is the set of states xp ∈ Xn

where trajectories of the attack-free system dynamics are

expected to be contained in.

So, if the states trajectories xp(t) remain inside the set

Xn, the system is expected to be operating as usual, and thus

no suspicion of attacks can arise. Hence, if adversaries aim

to be stealthy, the trajectories of the attacked system must

remain inside Xn. Stealthiness heavily constrains what the

adversary can induce in the system as she/he is restricted

to trajectories that are somehow standard in the process

(and thus nondestructive). It follows that fast and/or large

degradation might be hard to accomplish via stealthy attacks.

On the other hand, non-stealthy attacks are easily spotted,

which would make it easier for operators to run counter

measures. There is a trade-off here, stealthy attacks lead

to smaller but persistent degradation, and non-stealthy to

larger/faster damage but short-lived attacks. Here we cover

both stealthy and non-stealthy attacks. Results vary slightly

from one case to the other. The difference mainly lies in

the use of the normal operation set Xn when we consider

stealthy attacks.

We now need a degradation metric to make sense of the

system safety level in the presence of actuator injection

attacks. To this end, we introduce the following notion of

safe sets.

Definition 2 (Safe Set) The safe set Xs ⊆ Rnp for system

(1) is the set of states xp ∈ Xs where the safe and proper

operation of the system is guaranteed. The safe set Xs is the

part of the state space that excludes dangerous states – states

that, if reached, compromise the system physical integrity.

Dangerous states might represent states in which, for
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Fig. 1: Control system with the input filtering to prevent actuator injection attacks.

instance, the pressure of a holding vessel exceeds its pressure

rating, negative inter-vehicle distances lead to collisions in

cooperative driving, or the level of a liquid in a tank exceeds

its capacity. Safe sets exclude, by definition, all dangerous

states from the state space of (1).

Definition 3 ((Stealthy) Actuator Injection Attacks)

Attacks that tamper with control input up(t) by injecting

signals to true control actions, uc(t), and aim to degrade

the operation of the system dynamics by pushing trajectories

outside the safe set Xs (while keeping them inside the

normal operation set Xn for stealthiness).

C. Safety-Preserving Filters

We propose to protect the plant against actuator injection

attacks by filtering control actions, uc(t), before they reach

the actuators. That is, we pass uc(t) through a filter to

enforce, by design, that it is impossible for actuator injection

attacks to drive the system outside the safe set. The filter

output, uf (t), is the filtered control signal that is sent to

the actuators, see Figure 1. We consider linear time-invariant

filters of the form:

ẋf (t) = Afxf (t) +Bfuc(t),

uf (t) = Cfxf (t) +Dfuc(t),
(3)

with filter state xf (t) ∈ Rnf , filter input uc(t) ∈ Rm (the

original control signal sent by the control block), filter output

uf (t) ∈ Rm to be transmitted to the plant, and matrices Af ∈
Rnf×nf , Bf ∈ Rnf×m, Cf ∈ Rm×nf , and Df ∈ Rm×m to

be designed. We allow for partial filtering in the sense that

not all filtered inputs uf (t) reach the plant. We allow for

some uc(t) to get through the filter and reach it directly. It

follows that the control signal driving the plant, up(t), can

be written as follows:

up(t) = Γcuc(t) + Γfuf (t), (4)

where Γc ∈ Rm×m and Γf ∈ Rm×m are diagonal matrices

used for selecting which control signals are unfiltered and

filtered, respectively. Matrices Γc and Γf satisfy

Γc + Γf = Im. (5)

Let us now define the extended state ζ := [x⊤p , x
⊤
f ]

⊤ ∈
Rn, n = np + nf . Then, the filter and plant can be stacked

together as:

ζ̇(t) = Aζ(t) +Buc(t), (6)

with

A :=

[

Ap BpΓfCf

0 Af

]

, B :=

[

BpΓfDf +BpΓc

Bf

]

, (7)

A ∈ Rn×n, and B ∈ Rn×m.

Now we can state the problem we seek to address.

Problem 1 Given the system dynamics (1), the filter dynam-

ics (3), the safe-set Xs in Definition 2, and the normal

operation set Xn in Definition 1, find (if possible) filter

matrices (Af , Bf , Cf , Df ) such that the system asymptotic

trajectories are contained in Xs for all actuator injection

attacks satisfying Definition 3

The solution to Problem 1 aims to enforce that the steady

state trajectories of (1), in series interconnection with the

filter (3), are constrained inside the safe set Xs.

III. PRELIMINARY TOOL

We first introduce the reachable set of the extended system

(6) as we will work on this set to enforce safety.

Definition 4 (Reachable Set [16]) The reachable set Rζ(t)
at time t ∈ R>0 from initial condition ζ(t0) ∈ Rn is

the set of extended states ζ(t) that satisfy the extended

differential equations (6), over all control actions uc(t)
satisfying uc(t) ∈ Eu(R, ū), i.e.,

Rζ(t) :=











ζ(t)

∣

∣

∣

∣

∣

∣

∣

ζ(t0) ∈ Rn,

ζ(t) satisfies (6),

and uc(t) ∈ Eu(R, ū).











. (8)

We denote the asymptotic reachable set (the ultimate bound

on Rζ(t)) as Rζ(∞) := limt→∞ Rζ(t). Note that, because

the input uc is bounded, the asymptotic set Rζ(∞) always

exists if A in (6) is Hurwitz (which is true when the filter

matrix Af and the plant matrix Ap are both Hurwitz because

of the block triangular structure of A).

A. Ellipsoidal Bound on Rζ(∞)

The set-theoretic method proposed in this manuscript for

synthesizing the filter is based on outer approximations of

the asymptotic reachable set Rζ(∞) of (6). Because the

exact computation of Rζ(∞) is not tractable, the proposed

method relies on an outer ellipsoidal approximation Eζ(Q)
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of Rζ(∞), i.e., Rζ(∞) ⊆ Eζ(Q) (referred hereafter as an

ellipsoidal bound on Rζ(∞)).

Definition 5 The ellipsoidal set Eζ(Q) is invariant for the

dynamical system (6), if for all initial states ζ(t0) ∈ Eζ(Q),
and all uc(t) ∈ Eu(R, ū), the trajectories ζ(t) of (6) satisfy

ζ(t) ∈ Eζ(Q), ∀ t ≥ t0.

Remark 2 Note that, by definition, any invariant ellipsoidal

set Eζ(Q), in the sense of Definition 5, contains the reachable

set Rζ(∞) in (8). Hence, any invariant set Eζ(Q) is an

ellipsoidal bound on Rζ(∞).

In a previous work [15], we have provided sufficient

conditions for ellipsoidal sets to be invariant for a class

of LTI systems. This method is based on the search of a

Lyapunov-like function, V (ζ) = ζ⊤Qζ, using Linear Matrix

Inequalities (LMIs) [17]. Before recalling this result, we

model the normal operation set, Xn, defined in Definition 1

as an ellipsoid En(Ξ, ξ̄) satisfying

(ζ(t)− ξ̄)⊤Ξ(ζ(t)− ξ̄) 6 1, (9)

with

Ξ =

[

Ξp 0

0 0

]

, ξ̄ =

[

ξ̄p
0

]

, (10)

for some known positive semi-definite matrix Ξp ∈ Rnp×np

and vector ξ̄p ∈ Rnp . Note that Ξp is in general rank-

deficient, as it only constrains some of the plant states xp(t)
– En(Ξ, ξ) can even coincide with Rn×n by picking Ξp = 0.

Next, we state the preliminary tool used to find invariant

ellipsoidal sets for the extended dynamics (6). Once we have

found such a set, we use it as an ellipsoidal bound to the

reachable set Rζ(∞) in (8) (Remark 2).

Lemma 1 (Invariant Ellipsoidal Set [15]) Consider a dy-

namical system as in (6) with system matrices as defined

in (7). If there exist matrix Q ∈ Rn×n and constants

α, β, λ ∈ R≥0 satisfying the following inequalities:

−E − αF − βS − λT � 0, (11)

Q ≻ 0, (12)

with

E =





A⊤Q+QA 0 QB

∗ 0 0

∗ ∗ 0



 , (13)

F =





Q 0 0

∗ −1 0

∗ ∗ 0



 , (14)

S =





0 0 0

∗ 1− ū⊤Rū ū⊤R

∗ ∗ −R



 , (15)

T =





−Ξ Ξξ̄ 0

∗ 1− ξ̄⊤Ξξ̄ 0

∗ ∗ 0



 ; (16)

then, ζ(t0)
⊤Qζ(t0) 6 1 ⇒ ζ(t)⊤Qζ(t) 6 1, for all t ≥ t0,

uc(t) ∈ Eu(R, ū), and ζ(t) ∈ En(Ξ, ξ̄).

IV. SOLUTION TO PROBLEM 1

In this section, we propose a synthesis framework, built

around Lemma 1, to find filter matrices solving Problem 1

in terms of the solution of a series of semidefinite programs.

To prevent damage from actuator injection attacks, the plant

states xp(t) need to remain inside the safe set Xs. We model

Xs as an ellipsoid Es(Ψ, ψ̄) with positive semi-definite Ψ ∈
Rnp×np and vector ψ̄ ∈ Rnp . Matrix Ψ is in general rank-

deficient, as only one part of the plant states xp(t) might be

subject to the safe zone. Hence, to enforce safety, we want

to guarantee the following

xp(t) ∈ Exp
(Qxp

) ⇒ xp(t) ∈ Es(Ψ, ψ̄), (17)

where Exp
(Qxp

) is the projection of Eζ(Q) onto the xp-

hyperplane – because we are only interested in safety of

the plant states, not the filter states. Matrix Qxp
∈ Rnp×np

can be written in terms of matrix Q of Eζ(Q) as Qxp
=

Q1 −Q2Q
−1

3
Q⊤

2
, where

[

Q1 Q2

∗ Q3

]

:= Q, (18)

with Q1 ∈ Rnp×np , Q2 ∈ Rnp×nf , Q3 ∈ Rnf×nf , see [8]

for details.

Note that, by filtering uc(t), we are changing the dynamics

of control signals. We do not want to make uc(t) and the

filtered uf (t) overly different. To this end, we introduce a

distortion constraint in terms of the H∞-norm between the

original, uc(t), and filtered uf (t). Define the error z(t) :=
uf (t) − uc(t). It is easy to verify that z(t) can be written

in terms of the extended state ζ(t) and uc(t), as z(t) =
Czζ(t) +Dzuc(t) with matrices:

Cz :=
[

0 Cf

]

, Dz :=
[

Df − Im
]

. (19)

We treat this z(t) as a performance output for the extended

dynamics (6). For system (6), with input uc(t) and output

z(t), let Tuc→z(s) denote the transfer matrix from uc(t) to

z(t), i.e., Tuc→z(s) := Cz(sIn −A)−1B +Dz . We use the

H∞-norm of Tuc→z(s) as a metric to quantify how different

uc and uf are. If no filter is in place, this norm is trivially

zero, and as we let them be more different, the norm will

grow unbounded. When designing the filter to enforce safety,

we also want to keep the H∞-norm of Tuc→z(s) below a

predefined level γ ∈ R≥0, i.e. ||Tuc→z(s)||H∞
≤ γ. We use

this gamma to modulate how much we are willing to sacrifice

in terms of control performance to enforce safety.

We have all the ingredients now to re-cast Problem 1 above

in terms of our new notation.

Problem 2 (Filter Synthesis Problem) Find the filter ma-

trices κ :=(Af , Bf , Cf , Df ) such that (i) the ellipsoid

Eζ(Q) is invariant for the dynamical system in (6) with

uc(t) ∈ Eu(R, ū) and ζ(t) ∈ En(Ξ, ξ̄), (ii) the projection

of the invariant ellipsoid Eζ(Q) onto the xp-hyperplane, i.e.

Exp
(Qxp

) is a subset of the safe set Es(Ψ, ψ̄), and (iii) the

H∞-norm of Tuc→z(s) is upper bounded by γ.
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Finally, just before formulating our main result, we briefly

describe the procedure for obtaining the main result. Because

κ := (Af , Bf , Cf , Df ) are variables in the synthesis

problem, the blocks QA and QB in (13) are nonlinear

in (κ, Q). Following the results in [18], we propose an

invertible linearizing change of variables such that, in the

new variables, the objective of the optimization problem OP

is convex and the constraints are affine.

Let Q be positive definite and of the form:

Q =

[

Y N

N⊤ Ỹ

]

, Q−1 =

[

X M

M⊤ X̃

]

(20)

where Y , N , Ỹ , X , M , X̃ ∈ Rn×n; and Y , Ỹ , X , X̃ are

positive definite matrices. Define the following matrices

Π1 :=

[

X In
M⊤

0

]

, Π2 :=

[

In Y

0 N⊤

]

. (21)

It is easy to verify that QΠ1 = Π2. Define the change of

filter variables as follows:



















Âf := Y ApX + Y BpΓfCfM
⊤ +NAfM

⊤

B̂f := Y BpΓfDf +NBf

Ĉf := CfM
⊤

D̂f := Df

(22)

with Âf ∈ Rnp×np , B̂f ∈ Rnp×m, Ĉf ∈ Rm×np , D̂f ∈
Rm×m. Note that if M and N have full row rank, and Âf ,

B̂f , Ĉf , D̂f , X , and Y are given, we can extract the true

filter matrices Af , Bf , Cf , Df satisfying (22).

We can now formulate our main result.

Theorem 1 Consider system (6) with system matrices as

defined in (7). If Ξp and Ψ are invertible, and there exist

X ∈ Rn×n, Y ∈ Rn×n with nf = np, Âf ∈ Rnp×np ,

B̂f ∈ Rnp×m, Ĉf ∈ Rm×np , D̂f ∈ Rm×m, and α, β, λ, δ,

γ, ǫ ∈ R≥0 for which the following inequalities are satisfied:

−E′ − αF ′ − βS′ − λT ′ � 0, (23)

−J − δW � 0, (24)

−L � 0, (25)

Q(κ) ≻ 0. (26)

with

E′ =





A(κ)⊤ +A(κ) 0 B(κ)
∗ 0 0

∗ ∗ 0



 ,

F ′ =





Q(κ) 0 0

∗ −1 0

∗ ∗ 0



 ,

S′ =





0 0 0

∗ 1− ū⊤Rū ū⊤R

∗ ∗ −R



 ,

T ′ =





−G H 0

∗ 1− ξ̄⊤Ξξ̄ 0

∗ ∗ 0



 ,

J =





0 −XΨψ̄ −X
∗ −1 + ψ̄⊤Ψψ̄ 0

∗ ∗ −Ψ−1



 ,

W =





−X 0 0

∗ 1 0

∗ ∗ 0



 ,

L =





A(κ)⊤ +A(κ) B(κ) Cz(κ)
⊤

∗ −(γ − ǫ)Im D⊤
z

∗ ∗ −γIm



 ,

where

Π⊤
1
QAΠ1 =

[

ApX +BpΓf Ĉf Ap

Âf Y Ap

]

=: A(κ) ,

Π⊤
1
QB =

[

BpΓf D̂f +BpΓc

B̂f + Y BpΓc

]

=: B(κ) ,

CzΠ1 =
[

Ĉf 0

]

=: Cz(κ) ,

Π⊤
1
QΠ1 =

[

X In
In Y

]

=: Q(κ) ,

Π⊤
1
Ξξ̄ =

[

XΞpξ̄p
Ξpξ̄p

]

=: H ,

[

2X − Ξ−1

p XΞp

ΞpX Ξp

]

=: G;

then, ζ(t0)
⊤Qζ(t0) 6 1 ⇒ ζ(t)⊤Qζ(t) 6 1, Exp

(X−1) ⊆
Es(Ψ, ψ̄), and ||Tuc→z(s)||H∞

≤ γ, for all t ≥ t0, uc(t) ∈
Eu(R, ū), and ζ(t) ∈ En(Ξ, ξ̄).

Proof: Firstly, consider (25) then the Schur complement
of the lower-right corner block matrix −γI of the matrix L
is the matrix defined by

L =
[

A(κ)⊤ +A(κ) B(κ)
∗ −(γ − ǫ)Im

]

+
1

γ

[

Cz(κ)
⊤

D⊤

z

] [

Cz(κ)
⊤

D⊤

z

]⊤

(27)

Then, left and right multiply by [ζ(t)⊤, uc(t)
⊤]⊤; this im-

plies that V̇ (ζ) − (γ − ǫ)||uc(t)||
2 + 1

γ
||z(t)||2 ≤ 0, which

implies that ||Tuc→z(s)||H∞
≤ γ, under the change of

variables.

Secondly, consider (24); left and right multiply by

[ζ(t)⊤, 1, uc(t)
⊤]⊤, and consider δW as an S-procedure term
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by a positive multiplier δ; this implies with the S-procedure

under the change of variables:

− [ζ⊤, 1, u⊤c ] J [ζ⊤, 1, u⊤c ]
⊤ ≥ 0 ⇔ xp(t) ∈ Es(Ψ, ψ̄)

when

[ζ⊤, 1, u⊤c ]W [ζ⊤, 1, u⊤c ]
⊤ ≥ 0 ⇔ xp(t) ∈ Exp

(X−1)

as the projection of Eζ onto the xp-hyperplane is defined as

Exp
(Y −NỸ −1N⊤) from (18) with Y −NỸ −1N⊤ = X−1

using block matrix inversion formulas.

This means that the plant state trajectories never leave the

safe set for any plant state trajectories inside the invariant

ellipsoidal set.

Lastly, consider (23); left and right multiply by

[ζ(t)⊤, 1, uc(t)
⊤]⊤, and consider αF ′, βS′, λT ′ as S-

procedure terms by positive multipliers α, β, and λ; this

implies with the S-procedure under the change of variables:

[ζ⊤, 1, u⊤c ]E
′ [ζ⊤, 1, u⊤c ]

⊤ = V̇ (ζ) 6 0

when

[ζ⊤, 1, u⊤c ]F
′ [ζ⊤, 1, u⊤c ]

⊤ = V (ζ)− 1 > 0 ⇔ V (ζ) > 1

[ζ⊤, 1, u⊤c ]S
′ [ζ⊤, 1, u⊤c ]

⊤
> 0 ⇔ uc(t) ∈ Eu(R, ū),

[ζ⊤, 1, u⊤c ]T
′ [ζ⊤, 1, u⊤c ]

⊤
> 0 ⇔ ζ(t) ∈ En(Ξ, ξ̄)

where G is a lower bound of XΞpX coming from the change

of variables:

Π⊤
1
ΞΠ1 =

[

XΞpX XΞp

ΞpX Ξp

]

(28)

This means that the value of V (ζ) can only increase under

the stated constraints, i.e. V (ζ(t0)) 6 1 ⇒ V (ζ(t)) 6 1
∀t ≥ t0.

Remark 3 (Non-stealthy case) In order to consider the

case of non-stealthy attacks, just remove the term λT ′ from

(23) in Theorem 1. This term provides the extra constraint

needed only if the attacker tries to keep the system within

the normal operation set Xn; so if no normal operation set

is defined then the term is not present.

Remark 4 Theorem 1 is conservative, i.e. it provides suf-

ficient but not necessary conditions, for two main reasons:

1) the Lyapunov function is constrained to be of a specific

form, 2) the use of the generalized S-procedure for obtaining

(23) and (24), and 3) the lower bound of XΞpX .

Due to the product of α with Q(κ), λ with G, H, and δ

with X , the matrix inequalities (23) and (24) in Theorem 1

are not LMIs. To relax it, the invariant ellipsoidal set Eζ
together with κ will be computed for a fixed α, λ, δ ≥ 0.

After having provided the sufficient conditions for

synthesizing a filter (Af , Bf , Cf , Df ) that guarantees that

the projection of the invariant ellipsoidal set Eζ(Q) onto

the xp-hyperplane is a subset of the safe set Es(Ψ, ψ̄), i.e.

the plant state trajectories remain inside the safe set, and

the H∞-norm of the transfer channel Tuc→z(s) is below

a γ gain, i.e. ||Tuc→z(s)||H∞
≤ γ, we want to compute

the smallest invariant ellipsoidal set on Rζ(∞). This is

obtained by maximizing the trace of Q which is similar

to minimize the trace of X under the change of variables.

Thus, we want to solve the following optimization problem

under LMI constraints, OP.

OP: Filter synthesis

minimize
X,Y,Âf ,B̂f ,Ĉf ,D̂f ,β

trace(X)

subject to (23), (24), (25), (26)

V. EXAMPLE

In this section, we propose to apply the proposed method

on a dynamical system having two actuators. Consider

stealthy actuator injection attacks that aim to damage the

actuators by injecting malicious control signals from either

the controller or the communication network. First, we

analyze the effect of stealthy actuator injection attacks using

the Lemma 1. Then, we synthesize a filter to prevent such

attacks by following the proposed method. We use the solver

Mosek with the Yalmip toolbox on Matlab to solve the

optimization problems.

A. Description of the system

Consider the dynamical system in (29) with xp =
[xp1, xp2, xp3]

⊤ (np = 3) and up = [up1, up2]
⊤ (m = 2)

where xp1 is the process state and xp2, xp3 are the states of

two actuators.

Ap =





−10 10 10
0 −150 0
0 0 −150



 , Bp =





0 0
100 0
0 100



 (29)

Consider the input set Eu(R, ū) defined for R =
diag(0.25, 0.25), ū = [0, 0]⊤, the safe set Es(Ψ, ψ̄) defined

for Ψ = diag(0.001, 0.0156, 0.0156), ψ̄ = [0, 0, 0]⊤,

and the normal operation set En(Ξ, ξ̄), defined for Ξp =
diag(0.01, 0.001, 0.001), ξ̄p = [0, 0, 0]⊤. This means that

the process state xp1 is constrained by the normal operation

set En, whereas the actuator states are not. The safe set

defines a safe zone where the actuator states must remain

in order to not damage the actuators, that is the actuator

states xp2, xp3 are constrained by the safe set Es, whereas

the process state is not.

B. Attack analysis

Consider first the problem of analyzing the effect of

stealthy actuator injection attacks to the plant. This problem

consists in computing the smallest invariant ellipsoidal set

by solving an optimization problem maximizing the trace of

Q under constraints (11), (12) for a fixed α ≥ 0. Consider

that no filter is placed, i.e. up(t) = uc(t) (see Figure 1). This

can be set by letting nf = 0, that is the filter state xf can be

removed from the extended system in (6), so Af , Bf , and

Cf do not exist, and Df = Im. For α = 0.5, the result is

drawn in Figure 2 (left-hand side) where the projection of the

smallest invariant ellipsoidal set Eζ onto the xp-hyperplane

is the ellipsoid filled in green, the safe set Es is the ellipsoid
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filled in blue, and the normal operation set En is the ellipsoid

filled in magenta.

We can easily observe that the projection of the invariant

ellipsoidal set onto the xp-hyperplane is not a subset of the

safe set, that is stealthy actuator injection attacks are feasible.

C. Attack prevention: synthesis of the filter

Consider now the synthesis problem of the filter. This

problem consists in finding the filter matrices (Af , Bf , Cf ,

Df ) such that the projection of the invariant ellipsoidal set

Eζ(Q) onto the xp-hyperplane, i.e. Exp
, is a subset of the

safe set Es(Ψ, ψ̄) and the H∞-norm of the transfer matrix

Tuc→z(s) is below a given level γ, i.e. ||Tuc→z(s)||H∞
≤ γ.

The synthesis problem is answered by solving the optimiza-

tion problem OP for fixed α, λ, δ, γ, ǫ ≥ 0
Consider that the filter we want to synthesize actuates on

the entire control signals uc(t) transmitted to the plant, i.e.

Γf = Im, Γc = 0. For α = 1, β = 0.4999, λ = 0.5, δ = 0.9,

γ = 0.61, and ǫ = 10−8, the optimization problem is solved.

The result is drawn in Figure 2 (right-hand side) where the

projection of the smallest invariant ellipsoidal set Eζ onto the

xp-hyperplane is the ellipsoid filled in green, the safe set Es
is the ellipsoid filled in blue, and the normal operation set

En is the ellipsoid filled in magenta.

The obtained filter matrices are given as follows.

Af =





−12.75 22.55 22.55
8.35 −151.39 1.31
8.35 1.31 −151.39



 ,

Bf =





−549.65 −549.65
−647.31 −35.94
−35.94 −647.31



 ,

Cf =

[

−1× 10−4 1.7× 10−3 0
−1× 10−4 0 1.7× 10−3

]

,

Df =

[

0.46 2× 10−4

2× 10−4 0.46

]

(30)

We can observe that the projection of the invariant ellip-

soidal set onto the xp-hyperplane is now a subset of the safe

set by filtering the control signals uc(t) with the obtained

filter in (30), meaning that stealthy actuator injection attacks

are not feasible.

In Figure 3 (left-hand side), the Bode diagrams of the

system without the filter, i.e. the plant only, (blue) and with

the filter (red), i.e. the plant in series with the filter, are

drawn. Firstly, we can observe that the filter only changes

the system dynamics slightly, which is due to the imposed

constraint ||Tuc→z(s)||H∞
≤ γ. Secondly, we can see that

by placing the filter there are now a relationship between

the actuator state xp3(t) and the control input uc1(t) and the

actuator state xp2 and the control input uc2(t).
Figure 3 (right-hand side) shows the Bode plot of the filter

alone. It can be noticed that the action is not the same at

all frequencies, which confirms the idea mentioned in the

Introduction, i.e. that this approach by dynamical constraints

(filter) is less restrictive than the hard static bound proposed

in [15]. It is interesting to point out that the filter works

mainly on the coupling between the actuators (i.e. u1 vs

u2), and with a very small gain it manages to reduce the

reachable set within the safe set in its entirety (right-hand

side of Figure 2).

VI. CONCLUSION

In this manuscript, we have proposed a set-theoretical

method to synthesize filters working on the controller output

received from a communication network to prevent actuator

injection attacks. The focus of this work has been on the

introduction of this novel idea, with some preliminary results

and an academic example; on the other hand we can envisage

several extensions as topics of future research. First, future

works will address the controllability of the plant where

the filter is placed. The second issue to be addressed as

a perspective is the co-design of a controller together with

the filter to satisfy a trade-off between safety and control

objectives. At last, so far we have considered filters without

state feedback from sensors, but we could extend them by

considering that some states are securely monitored and sent

back to the filter, allowing for less restrictive filtering.
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