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Abstract

Davydov-Yetter cohomology H•
DY(F ) is associated to a monoidal functor F : C → D

between k-linear monoidal categories where k is a field, and its second degree classifies the
infinitesimal deformations of the monoidal structure of F . Our main result states that if
F admits a right adjoint R, then there is an object Γ in the Drinfeld center Z(C) defined
in terms of R such that the Davydov-Yetter cohomology of F can be expressed as the
Davydov-Yetter cohomology of the identity functor on C with the coefficient Γ.

We apply this result in the case when the product functor ⊗ : C⊠C → C has a monoidal
structure given by a braiding c on C and determine explicitly the coefficient Γ as a coend
object in Z(C)⊠Z(C). The motivation is that H•

DY(⊗) contains a “space of infinitesimal
braidings tangent to c” in a way that we describe precisely. For C = H-mod, where H is
a finite-dimensional Hopf algebra over a field k, this is the Zariski tangent space to the
affine variety of R-matrices for H. In the case of perfect k, we give a dimension formula
for this space as an explicit end involving only (low-degree) relative Ext’s of the standard
adjunction between Z(C) and C. As a further application of the adjunction theorem,
we describe deformations of the restriction functor associated to a Hopf subalgebra and a
Drinfeld twist. Both applications are illustrated in the example of bosonization of exterior
algebras.
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1 Introduction

We continue to explore properties of Davydov–Yetter (DY) cohomology of monoidal functors
coming from its relation with relative homological algebra discovered in [GHS23, FGS24]. This
is part of a research program whose goal is to derive efficient tools for the computation of DY
cohomology from the properties of relative Ext groups. In the present work we investigate how
adjoint functors interact with DY cohomology groups and deduce an adjunction theorem for
DY cohomology.

Let k be a field. Recall that given a k-linear monoidal functor F : C → D between
k-linear monoidal categories C,D one can define the DY cohomology spaces Hn

DY(F ) for all
n ≥ 0 [Dav97, CY98]. The space H2

DY(F ) classifies infinitesimal deformations of the monoidal

structure F
(2)
X,Y : F (X) ⊗ F (Y )

∼→ F (X ⊗ Y ) while H3
DY(F ) is responsible for obstructions of

lifting deformations to higher order. We briefly review the deformation of monoidal structures
and DY cohomology in §3.1. Many interesting categorical structures can be repackaged into
monoidal structures of well-chosen functors and their deformation theory is thus controlled by
Davydov–Yetter cohomology. For instance a result of Joyal–Street [JS93] gives a correspondence
between braidings on a monoidal category C and equivalence classes of monoidal structures for
the product functor ⊗ : C × C → C. Hence, as noted by Yetter [Yet98], the DY cohomology
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of ⊗ is related to infinitesimal deformations of braidings. Another example is the one-to-
one correspondence between mixed associators for a C-module category (M,▷) and monoidal
structures for the action functor ρ : C → Fun(M), X 7→ X ▷−. Hence the DY cohomology of
ρ is related to deformations of mixed associators.

In this paper, we focus on the application to deformations of braidings. Using our adjunction
theorem we give a precise description of the vector space of infinitesimal deformations of a given
braiding on a (finite) tensor category C in terms of certain 2nd relative Ext groups involving
non-trivial coefficients, as we explain now.

In [GHS23] a version of DY cohomology with coefficients was introduced – they are pairs
of objects in the centralizer of the functor F , which is a monoidal category denoted by Z(F ),
see §3.2. For F = IdC then Z(F ) is the Drinfeld center Z(C). In this case, the coefficients are
very much similar to those in the standard Hochschild theory, and can be realised as internal
bimodules over an algebra in C ⊠ C. Indeed, it is known that H•

DY(IdC) is isomorphic to the

Hochschild cohomology of the algebra object A =
∫ X∈C

X⊠X∨ ∈ C⊠C, [EGNO, Prop. 7.22.7],
and furthermore the category of internal A -bimodules is equivalent to Z(C) by [EO04, §3.4],
[Shi17, §4.4].

We denote the DY cohomology of F with coefficients V,W ∈ Z(F ) by H•
DY(F ;V,W). For

the trivial coefficients V,W = 1 we have H•
DY(F ) = H•

DY(F ;1,1). Although the infinitesimal
deformations of F (2) are classified by the cohomology with trivial coefficients, non-trivial co-
efficients play an extremely important role in this work. As we explain below, our adjunction
theorem allows to reduce the study of any right exact functor F to the study of the identity
functor on its source category, at the price of a non-trivial coefficient.

We recall from [FGS24, Cor. 4.7] that under certain assumptions on the linear monoidal
categories C,D and the monoidal functor F : C → D, we have an isomorphism between the DY
cohomology of F and the relative Ext groups associated to the forgetful functor Z(F )→ D:

H•
DY(F ;V,W) ∼= Ext•Z(F ),D(V,W), and in particular H•

DY(F )
∼= Ext•Z(F ),D(1,1). (1)

While (1) was proven for exact functors F between finite tensor categories in [FGS24], the
more general existence results of coends contained in the Appendix A allow us to relax these
assumptions to right-exact functors (see §3.2).

The computation of Ext•Z(F ),D(1,1) in (1) remains a non-trivial task which requires in
particular to have a good understanding of the category Z(F ). The case F = IdC is somewhat
special because the category Z(C) is well-known and in [FGS24] we have obtained more results
for this choice of F , like a method to construct DY cocycles explicitly. The application of our
adjunction theorem is precisely to replace computations in Z(F ) by computations in the more
familiar category Z(C), by trading F for a certain coefficient object thanks to an adjunction
that we now discuss.

Note first that the monoidal functor F can be “lifted” at the level of centralizers:

Z(C)

UC

��

F̃ // Z(F )

UF

��
⊣ ⊣

C

FC

HH

F
// D

FF

HH
(2)

where UC, UF are the forgetful functors and FC, FF are their left adjoints (see §3.2). Given a
half-braiding λ : V ⊗ − ⇒ − ⊗ V one obtains from F (λ) and the monoidal structure of F a
natural isomorphism F (V ) ⊗ F (−) ⇒ F (−) ⊗ F (V ) which is is a half-braiding relative to F ,

whence defining F̃ . An important point is that the pair of functors (F, F̃ ) is compatible with

the adjunctions, meaning that apart the equality UF F̃ = F UC we have a natural isomorphism

F̃ FC ∼= FF F
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which is compatible with the adjunction data. The pair (F, F̃ ) is an example of what we call
a strong morphism of adjunctions (Definition 2.1).

Strong morphisms of adjunctions are relevant to us for two reasons. First, they preserve
relatively projective resolutions (Proposition 2.6): in the particular case (2), the functor F̃

transforms a resolution of V ∈ Z(C) into a resolution of F̃ (V) ∈ Z(F ). Second, if F admits a
right adjoint R : D → C then a classical theorem on adjoint lifting [Joh75] gives a right adjoint

R̃ of F̃ (see §2.3 and §3.3). It follows from these two facts that

ExtZ(F ),D(1,1) ∼= ExtZ(C),C
(
1, R̃(1)

)
and by (1) we get the adjunction theorem for DY cohomology:

Theorem 1. Let C,D be k-linear monoidal abelian categories. Assume moreover that C is
finite and rigid and ⊗D is right-exact in each variable. Then for any k-linear monoidal functor
F : C → D which has a right adjoint R : D → C we have

H•
DY(F )

∼= H•
DY

(
IdC;1, R̃(1)

)
(3)

where R̃ : Z(F )→ Z(C) is the lift of R.

In the case the category D is also finite, then the right adjoint of F : C → D exists if and
only if F is right exact [DSPS19, Cor. 1.9]. Hence, the DY cohomology of the identity functor
with coefficients determines the DY cohomology of any right-exact functor out of C. Theorem 1
is efficient in practice because only the second coefficient in the right-hand side of (3) is non-

trivial. Hence to compute H•
DY

(
IdC;1, R̃(1)

) ∼= ExtZ(C),C
(
1, R̃(1)

)
it is enough to find once

and for all a relatively projective resolution of 1 ∈ Z(C). Then one must determine the object

R̃(1) ∈ Z(C) and compute the resulting cohomology. This last cohomological computation is
expected to be less hard than finding a resolution of 1 ∈ Z(F ) for any functor F if we were
to use formula (1). Moreover the cohomological computation can be replaced by the following
dimension formula (Cor. 3.6):

dimHn
DY(F ) = dimHomZ(C)(K,M)− dimHomZ(C)(P,M) + dimHomZ(C)(1,M)

where P is is the relatively projective cover of 1 ∈ Z(C) [FGS24, §2.3] (or any relative projective

object covering 1), K = ker(P ↠ 1) and M = R̃(1)⊗ (K∨)n−1, for n ≥ 2. Note that everything
in the right-hand side is computed in Z(C).

Theorem 1 is inspired by [GHS23, §4.3] where it was observed that the DY cohomology of
the fiber functor H-mod→ vectk of the category of modules over a finite-dimensional k-algebra
H can be equivalently described through the DY cohomology of the identity functor at the price
of a coefficient H∗ with the D(H)-module structure given by coregular H-action and adjoint
H∗-action. This is generalized in §5.3 where we consider the DY cohomology of the restriction
to a Hopf subalgebra functor endowed with a monoidal structure involving a Drinfeld twist.

Our next results concern a functor whose deformations are related to deformations of braid-
ings. To explain this, let c =

(
cX,Y : X ⊗ Y

∼→ Y ⊗ X
)
X,Y ∈C be a braiding on the k-linear

monoidal category C and consider the product functor P = ⊗ : C ⊠ C → C endowed with the
following monoidal structure coming from c:

P (X1 ⊠ Y1)⊗ P (X2 ⊠ Y2) = X1 ⊗ Y1 ⊗X2 ⊗ Y2
idX1

⊗cY1,X2
⊗idY2−−−−−−−−−−−→ P

(
(X1 ⊠ Y1)⊗ (X2 ⊠ Y2)

)
= X1 ⊗X2 ⊗ Y1 ⊗ Y2.

(4)

Denote by Pc this monoidal functor. Actually, any monoidal structure on P which satisfies
certain unitality conditions is isomorphic to (4) for some braiding c on C. This correspondence
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between (equivalence classes of) unital monoidal structures for P and braidings on C was found
by Joyal and Street when they studied multiplications in a monoidal category [JS93, §5]. In
§4.2 we establish an infinitesimal version of this correspondence. Let TcBr(C) be the vector
space of infinitesimal braidings tangent to c. As the name and notation indicate, these are
natural transformations t =

(
tX,Y : X ⊗Y → Y ⊗X

)
X,Y ∈C such that c+ ϵt is a braiding on the

category C ⊗k k[ϵ]/(ϵ2) with scalars for Hom spaces extended to the dual numbers k[ϵ]/(ϵ2).

Theorem 2. Let C be a k-linear monoidal category and for any braiding c ∈ Br(C) let Pc =
⊗ : C ⊠ C → C be the monoidal product functor endowed with the monoidal structure (4). We
have

H2
DY(Pc)

∼= TcBr(C)⊕H2
DY(IdC)⊕H2

DY(IdC).

Note that we do not require finiteness assumption on C in this theorem. This generalizes a
result of Yetter [Yet98], who noted that the Joyal–Street correspondence gives at the infinites-
imal level a relation between infinitesimal braidings on C and the 2nd DY cohomology of ⊗C.
However he did not describe a complement of TcBr(C) in H2

DY(Pc).
In the context of Vassiliev invariants and deformations of symmetric categories, a slightly

different notion of “infinitesimal braidings” has appeared [Car93, §4], [Kas95, §XX.4]. More
precisely, when the braiding c on C is symmetric, infinitesimal braidings in this other sense
can be seen as a subspace (strict in general) of the vector space TcBr(C) defined above, see
Remark 4.2.

It follows from Theorem 2 and Ocneanu rigidity [ENO05, §7], [GHS23, §3.5] that infinites-
imal deformations of a braiding on a finite tensor category C might exist only in the case of
non-semisimple C. A deep and active trend in quantum topology is the construction of topo-
logical invariants from non-semisimple ribbon categories, like Lyubashenko’s representations of
mapping class groups [Lyu95] or renormalized link invariants based on modified traces [GKP11].
Since the braiding is one of the main ingredients in these constructions, it could be interest-
ing to see how the non-semisimple invariants deform along the infinitesimal deformations of
braidings (or higher order deformations).

Theorem 2 motivates the computation of the DY cohomology of the monoidal functor Pc
whose monoidal structure is defined by the braiding c. Our third main result is the application
of Theorem 1 to Pc, which amounts to describe the object R̃(1) ∈ Z(C⊠C) in this case. Namely,
in §4.3, we prove:

Theorem 3. 1. For the choice F = Pc, the object R̃(1) appearing in Theorem 1 is equal to(
A , λ(+),(−)

)
where A =

∫ X∈C
X∨ ⊠X ∈ C ⊠ C and λ(+),(−) is a half-braiding defined in (96)

by using the braiding c and its inverse in C.
2. If the ground field k is perfect,

(
A , λ(+),(−)

)
can be expressed as the coend

Γ =

∫ X∈C(
X∨, cX∨,−

)
⊠
(
X, c−1

−,X
)

through the equivalence Z(C ⊠ C) ∼= Z(C)⊠ Z(C).

The assumption on k in item 2 is used in our proof of the equivalence Z(C⊠C) ∼= Z(C)⊠Z(C)
in Lemma 4.20. It ensures that the Deligne product of two resolvent pairs is again a resolvent
pair (App.C).

When k is perfect, the combination of Theorems 3 and 2 gives a dimension formula:

dimTcBr(C) = dimExt2Z(C)⊠Z(C),C⊠C
(
1,Γ

)
− 2 dimExt2Z(C),C(1,1) (5)

A nice feature of this formula, which makes it efficient in practice, is that it is enough to know
a relatively projective resolution of 1 ∈ Z(C) to compute these relative Ext’s (it is even enough
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knowing the first four terms of the resolution). Indeed a resolution of 1 ⊠ 1 ∈ Z(C) ⊠ Z(C)
can be obtained by taking the product of the resolution of 1 ∈ Z(C) with itself, thanks to the
general results in Appendix C about Deligne product of resolvent pairs.

Furthermore, in §4.4 and under the assumption that k is perfect, we apply a Künneth
formula and rewrite the dimension formula (5) via an explicit end involving only ExtnZ(C),C at
n = 1, 2. For example, if C is unimodular with a symmetric braiding c, we obtain the following
end-formula

dimTcBr(C) = dim

∫
P∈Proj(C)

Ext1Z(C),C
(
1, (P∨, cP∨,−)

)
⊗ Ext1Z(C),C

(
1, (P, cP,−)

)
+ 2dimExt2Z(C),C

(
1, (P1, cP1,−)

)
− 2 dimExt2Z(C),C(1,1) , (6)

where P1 is the projective cover of 1 in C, and (P, cP,−) denotes the corresponding object in
Z(C), while for the general case expression see Corollary 4.25.

In §5 we specialize our results to the case C = H-mod where H is a finite-dimensional Hopf
algebra over a field k. In this case it is well-known that a braiding on H-mod is equivalent
to an R-matrix in H⊗2. When they are expressed in a basis of H, the defining conditions
of an R-matrix are polynomial equations, so we have an affine variety of R-matrices for H.
Similarly, an infinitesimal braiding tangent to c on H-mod is equivalent to a vector in the
Zariski tangent space of the R-matrix associated to c. Note that Z(C) ∼= D(H)-mod and
Z(C⊠C) ∼= D(H⊗H)-mod. Through these isomorphisms, the object

(
A , λ(+),(−)

)
in Theorem 3

is equal to the dual vector space H∗ endowed with a D(H ⊗H)-module structure based on the
coregular actions of H on H∗, cf. Proposition 5.3 to see how the R-matrix enters in this action.
Hence for C = H-mod, the dimension formula (5) takes the following form:

Corollary 4. Let H be a (quasi-triangular) Hopf algebra over a field k with an R-matrix R.
We then have

dimTRRMat(H) = dimExt2D(H⊗H),H⊗H
(
k, H∗)− 2 dimExt2D(H),H(k,k) (7)

where RMat(H) is the affine variety of R-matrices on H, TRRMat(H) is its Zariski tangent
space at the point R, H∗ has the D(H ⊗ H)-module structure (134) and k is the ground field
with the trivial module structure.

In §5.2 we consider the example of C = Bk-mod, where Bk = ΛCk⋊C[Z/2Z] is the bosoniza-
tion of the exterior algebra seen as a Hopf superalgebra. It admits a triangular R-matrix
R0 ∈ B⊗2

k and thus a symmetric braiding in Bk-mod. The end formulas in Corollary 4.25 reveal
that the Zariski tangent space to R0 has dimension k2 and also allow for a quick computation
of the dimensions of the DY cohomology spaces of ⊗ endowed with the monoidal structure
coming from the symmetric braiding. For completeness we also obtain these results by using
the formula (7), which requires the analysis of the action of D(Bk ⊗ Bk) on the coefficient

R̃(C) = B∗
k. Moreover we provide an explicit basis of TR0RMat(Bk) and promote this space to

a k2-parameter family of genuine R-matrices for Bk, which is in agreement with [PV99].
Finally, in §5.3 we apply Theorem 1 to restriction functors. Let J ∈ H⊗2 be a Drinfeld twist.

Suppose that K is a Hopf subalgebra of HJ , which has the product of H but its coproduct
is altered by J . Then J induces a monoidal structure on the restriction functor F = ResHK :
H-mod → K-mod. We describe the centralizer category Z(ResHK) as a category of finite-
dimensional modules over a “twisted Drinfeld double” D(HJ , K), while Z(C) = Z(H-mod)

is of course isomorphic to D(H)-mod. The object R̃(1) ∈ D(H)-mod is HomK(H,k) as a

vector space. We show that the subalgebra H ⊂ D(H) acts by coregular action on R̃(1)
while H∗ ⊂ D(H) acts by an adjoint action twisted by J ; see Corollary 5.14. In the case of
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quasi-triangular H, restriction functor ResH⊗H
H induced by the coproduct ∆ : H → H ⊗ H

and Drinfeld twist defined from the R-matrix, then the corresponding coefficient R̃(1) recovers
the coefficient of Theorem 3, see Example 5.16. An example is provided in §5.4 for restriction
functors Bn-mod→ Bk-mod with k ≤ n.
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2 Adjunction theorem for relative Ext groups

This section contains general facts on resolvent pairs which will later be applied to the specific
resolvent pair (2) whose relative Ext groups give the DY cohomology of tensor functors. We
first show in §2.2 that appropriate pairs of functors (F,Φ) connecting two resolvent pairs as
displayed in (13) are compatible with relatively projective resolutions. If the functor Φ has a
right adjoint, we deduce an adjunction formula for the relative Ext groups associated to these
resolvent pairs. Then in §2.3 we note from Beck’s theorem [Bec67, Th. 1] that any resolvent
pair is monadic. We recall the theorem of adjoint lifting along monads [Joh75] which allows
one to construct a right adjoint of the top functor Φ from a right adjoint of the bottom functor
F . This is relevant in practice because F is easier to manipulate than Φ.

2.1 Resolvent pairs and relative Ext groups

Let A,B be abelian categories and
A

U
��
⊣

B

F

FF (8)

be a pair of adjoint functors where F is left adjoint to U . The adjunction (8) is called a resolvent
pair if the functor U is additive, exact and faithful. Then F is automatically an additive functor
[ML98, §IV.1, Th. 3]. Recall from [ML75, Chap. IX] (also see [FGS24, §2.1] for a quick but
complete review) that under these assumptions we have the relative Ext groups

ExtnA,B(V,W )

for all n ≥ 0 and V,W ∈ A. Despite the notation they depend on the adjunction F ⊣ U and
not just on the categories A,B. They are computed by applying the functor HomA(−,W ) to
a relatively projective resolution 0 ← V ← P0 ← P1 ← . . . and taking the cohomology of the
resulting cochain complex. The bar resolution of V ∈ A is the relatively projective resolution
given by

Bar•A,B(V ) =

(
0←− V

εV←−− G(V )
dV1←−− G2(V )

dV2←−− . . .

)
(9)

where G = FU : A → A is the comonad associated to the adjunction F ⊣ U , ε : G ⇒ IdA is
its counit and

dVn =
n∑
i=0

(−1)i ∂Vn,i with ∂Vn,i = Gn−i(εGi(V )

)
. (10)
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Note that if the categories A, B are k-linear, where k is a field, then the relative Ext groups
ExtnA,B(V,W ) are actually k-vector spaces.

2.2 Relating resolvent pairs and their relative Ext groups

Let A,A′ be abelian categories with enough projectives and Φ : A → A′ be an exact functor
which has a right adjoint Ψ : A′ → A. Recall that for usual Ext groups it is in general not true
that

Ext•A′(Φ(V ), V ′) ∼= Ext•A(V,Ψ(V ′)) (11)

where V ∈ A and V ′ ∈ A′. This isomorphism of abelian groups holds true if and only if Φ pre-

serves projective objects. Indeed, if Φ preserves projectives and 0←− V
d0←− P1

d1←− P2
d2←− . . .

is a projective resolution of V in A then 0 ←− Φ(V )
Φ(d0)←−−− Φ(P1)

Φ(d1)←−−− Φ(P2)
Φ(d2)←−−− . . . is a

projective resolution of Φ(V ) in A′ by exactness of Φ. Thus by adjunction we have a commu-
tative diagram

0 // HomA′(Φ(P1), V
′)

∼=
��

Φ(d1)∗ // HomA′(Φ(P2), V
′)

∼=
��

Φ(d2)∗ // . . .

0 // HomA(P1,Ψ(V ′))
d∗1

// HomA(P2,Ψ(V ′))
d∗2

// . . .

(12)

which gives the isomorphism (11). Conversely if (11) holds and P ∈ A is a projective object
then for all V ′ ∈ A′ we have Ext1A′(Φ(P ), V ′) ∼= Ext1A(P,Ψ(V ′)) = 0, proving that Φ(P ) is
projective.

In this section we prove an isomorphism of the form (11) for relative Ext groups of two
resolvent pairs. The point is that if these resolvent pairs are related by a well-behaved pair of
functors then we can show that their relative cohomologies are related as well. More precisely:

Definition 2.1. Consider the following diagram of categories and functors:

A

U
��

Φ // A′

U ′

��
⊣ ⊣

B

F

FF

F
// B′

F ′

FF (13)

where the columns are adjunctions.
1. If there is a natural isomorphism α : FU ∼

=⇒ U ′Φ then we say that (F,Φ, α) : (F ⊣ U)→
(F ′ ⊣ U ′) is a morphism of adjunctions.
2. For such (F,Φ, α) let βα : F ′F ⇒ ΦF be the natural transformation defined by

∀X ∈ B, βαX : F ′F (X)
F ′F (ηX)−−−−−→ F ′FUF(X)

F ′(αF(X))−−−−−−→ F ′U ′ΦF(X)
ε′
ΦF(X)−−−−→ ΦF(X) (14)

where ε is the counit of F ⊣ U and η′ is the unit of F ′ ⊣ U ′. If βα is an isomorphism then we
say that the morphism of adjunctions (F,Φ, α) is strong.
3. If the columns in the diagram (13) are resolvent pairs and the functors F , Φ are additive
then we say that a triple (F,Φ, α) as in item 1 is a morphism of resolvent pairs.

The next lemma characterizes the formula defining βα in (14). It follows from naturality
and the defining properties of units and counits (given e.g. in [ML98, §IV.1]).
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Lemma 2.2. Let (F,Φ, α) be a morphism of adjunctions as in Definition 2.1 and let β : F ′F ⇒
ΦF be any natural transformation. Consider the following diagrams (D1) and (D2)

F (X)
η′
F (X) //

F (ηX)
��

U ′F ′F (X)

U ′(βX)
��

(D1)

FUF(X) αF(X)

// U ′ΦF(X)

F ′FU(V )
βU(V ) //

F ′(αV )
��

ΦFU(V )

Φ(εV )
��

(D2)

F ′U ′Φ(V )
ε′
Φ(V )

// Φ(V )

where η and ε (resp. η′ and ε′) are the unit and counit of the adjunction F ⊣ U (resp. F ′ ⊣ U ′).
The following statements are equivalent:

1. The diagram (D1) commutes for all X ∈ B.
2. The diagram (D2) commutes for all V ∈ A.
3. The natural transformation β is equal to βα defined in (14).

Remark 2.3. 1. Lemma 2.2 is actually true even if α is not an isomorphism, but just any natural
transformation FU ⇒ U ′Φ. Yet another property equivalent to the statements in Lemma 2.2
is αV = U ′Φ(εV ) ◦ U ′(βU(V )) ◦ η′FU(V ) for all V ∈ A.
2. In [ML98, §IV.7] a “map of adjunctions” is defined to be a pair of functors (F,Φ) as in (13)
such that F (ηX) = η′F (X) for all X ∈ B or equivalently such that Φ(εV ) = ε′Φ(V ) for all V ∈ A.
By Lemma 2.2 a “map of adjunctions” is a morphism of adjunctions (F,Φ, α) such that α = id
and βα = id.
3. Morphisms of adjunctions of the form (F,Φ, id) are discussed e.g. in [SS86] and [Zag17].
4. Item 1 in Definition 2.1 yields a category whose objects are adjunctions (i.e. pairs of functors
together with a unit and counit). The composition of morphisms is (F2,Φ2, α

2) ◦ (F1,Φ1, α
1) =

(F2F1, Φ2Φ1, α
12) with α12 = α2

Φ1
◦ F2(α

1). One shows easily that βα
12

= Φ2(β
α1
) ◦ βα2

F1
(it

suffices to check that any one of the diagrams in Lemma 2.2 commute with this choice of β).
In particular, if βα

1
and βα

2
are isomorphisms then so is βα

12
. Hence the composition of two

strong morphisms of adjunctions is again a strong morphism of adjunctions.

A morphism of resolvent pair (F,Φ, α) as in item 3 of Definition 2.1 allows us to relate the
comonads G = FU and G′ = F ′U ′ on A and A′, from which the bar resolutions (9) are defined.
Indeed consider the natural transformation γ : G′Φ⇒ ΦG with components

γV : G′Φ(V ) = F ′U ′Φ(V )
F ′(α−1

V )
−−−−→ F ′FU(V )

βα
U(V )−−−→ ΦFU(V ) = ΦG(V ) (15)

for all V ∈ A, where βα is defined in (14). By diagram (D2) in Lemma 2.2 it satisfies

∀V ∈ A, ε′Φ(V ) = Φ(εV ) ◦ γV . (16)

For n ∈ N define γ(n) : G′nΦ⇒ ΦGn by γ
(0)
V = idΦ(V ) and then by induction

γ
(n+1)
V : G′n+1Φ(V )

G′(γ
(n)
V )

−−−−→ G′ΦGn(V )
γGn(V )−−−−→ ΦGn+1(V ). (17)

In particular γ
(1)
V = γV .

Lemma 2.4. Let (F,Φ, α) be a morphism of resolvent pairs as in Def. 2.1(3). For all V ∈ A,
the morphisms γ

(n)
V provide a morphism of chain complexes

γ
(•)
V : Bar•A′,B′

(
Φ(V )

)
→ Φ

(
Bar•A,B(V )

)
.
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Proof. Let ∂Vn,i and ∂
Φ(V )
n,i be the coface morphisms of the two bar complexes, see (10). We

prove by induction on n that

∀ i ∈ {0, . . . , n}, γ
(n)
V ◦ ∂

Φ(V )
n,i = Φ(∂Vn,i) ◦ γ

(n+1)
V .

The case n = 0 is (16). Assume that this is true for some n ≥ 0. Note by definition of the

coface maps that ∂
Φ(V )
n+1,i = G′(∂

Φ(V )
n,i ) and ∂Vn+1,i = G(∂Vn,i). Then for any i ∈ {0, . . . , n} we have

by (17), naturality of γ and the induction hypothesis

γ
(n+1)
V ◦ ∂Φ(V )

n+1,i = γGn(V ) ◦G′(γ
(n)
V ) ◦G′(∂

Φ(V )
n,i ) = γGn(V ) ◦G′Φ(∂Vn,i) ◦G′(γ(n+1)

V

)
= ΦG(∂Vn,i) ◦ γGn+1(V ) ◦G′(γ(n+1)

V

)
= Φ(∂Vn+1,i) ◦ γ

(n+2)
V .

The case i = n + 1 is treated separately without using the induction hypothesis. Indeed, by
naturality of ε′, (16) and (17) we have

γ
(n+1)
V ◦ ∂Φ(V )

n+1,n+1 = γ
(n+1)
V ◦ ε′G′n+1Φ(V ) = ε′ΦGn+1(V ) ◦G′(γ

(n+1)
V )

= Φ
(
εGn+1(V )

)
◦ γGn+1(V ) ◦G′(γ

(n+1)
V ) = Φ(∂Vn+1,n+1) ◦ γ

(n+2)
V .

Since Φ is additive it follows that γ
(n)
V ◦ Φ(dVn ) = d

Φ(V )
n ◦ γ(n+1)

V for all n, where dV and dΦ(V )

are the differentials (10) of Bar•A,B(V ) and Bar•A′,B′

(
Φ(V )

)
.

Recall the notion of a strong morphism of adjunctions (item 2 in Definition 2.1).

Theorem 2.5. Let (F,Φ, α) be a morphism of resolvent pairs as in Def. 2.1(3) and assume
that Φ : A → A′ has a right adjoint Ψ. Then there are morphisms of abelian groups

∀n ≥ 0, ExtnA,B(V,Ψ(V ′))→ ExtnA′,B′(Φ(V ), V ′)

for all V ∈ A, V ′ ∈ A′. If (F,Φ, α) is strong then they are isomorphisms of abelian groups.

Proof. By Lemma 2.4 and adjunction Φ ⊣ Ψ we have a commutative diagram

. . .
(dVn−1)

∗
// HomA(G

n(V ),Ψ(V ′))
(dVn )∗ //

∼=
��

HomA(G
n+1(V ),Ψ(V ′))

(dVn+1)∗ //

∼=
��

. . .

. . .
Φ(dVn−1)

∗
// HomA′(ΦGn(V ), V ′)

(γ(n))∗

��

Φ(dVn )∗ // HomA′(ΦGn+1(V ), V ′)

(γ(n+1))∗

��

Φ(dVn+1)
∗
// . . .

. . .
(d

Φ(V )
n−1 )∗

// HomA′(G′nΦ(V ), V ′)
(d

Φ(V )
n )∗ // HomA′(G′n+1Φ(V ), V ′)

(d
Φ(V )
n+1 )∗

// . . .

(18)

The cohomology of the first row is Ext•A,B(V,Ψ(V ′)) while the cohomology of the third row is
ExtnA′,B′(Φ(V ), V ′), so we get the desired morphisms of abelian groups. For the second claim
note that if (F,Φ, α) is strong then the natural transformation γ : G′Φ⇒ ΦG is an isomorphism
whose inverse is given by γ−1

V = F ′(αV ) ◦ (βαU(V ))
−1. It follows by induction (17) that γ(n) is an

isomorphism for all n. Hence the columns in the diagram above are isomorphisms.

The next proposition means that strong morphisms of resolvent pairs are compatible with
all the definitions for relative cohomology. Compare with the introductory discussion at the
beginning of this section and note that exactness assumptions are not required in the relative
case.
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Proposition 2.6. Let (F,Φ, α) be a strong morphism of resolvent pairs as in Def. 2.1(3).
1. If a morphism f in A is allowable for F ⊣ U then Φ(f) is allowable for F ′ ⊣ U ′.
2. If P ∈ A is relatively projective for F ⊣ U then Φ(P ) is relatively projective for F ′ ⊣ U ′.

3. If 0 ←− V
δ0←− P1

δ1←− P2
δ2←− . . . is a relatively projective resolution of V ∈ A then

0←− Φ(V )
Φ(δ0)←−−− Φ(P1)

Φ(δ1)←−−− Φ(P2)
Φ(δ2)←−−− . . . is a relatively projective resolution of Φ(V ) ∈ A′.

Proof. 1. We recall that f ∈ HomA(V,W ) is called allowable if there exists s ∈ HomB
(
U(W ),U(V )

)
such that U(f) ◦ s ◦ U(f) = U(f). Define

s′ : U ′(Φ(W ))
α−1
W−−→ F (U(W ))

F (s)−−→ F (U(V ))
αV−→ U ′(Φ(V )).

By naturality of α we have U ′(Φ(f)) ◦ s′ ◦ U ′(Φ(f)) = U ′(Φ(f)) and thus Φ(f) is allowable.
2. The object P is relatively projective if and only if it is a direct summand of G(V ) for some
V ∈ A [FGS24, Prop. 2.17(1)]. Note that by the strongness assumption γV : ΦG(V )→ G′Φ(V )
from (15) is an iso. Hence, since Φ is additive, Φ(P ) is a direct summand of ΦG(V ) ∼= G′Φ(V )
and is thus relatively projective.
3. By items 1 and 2 we know that Φ(Pn) is a relatively projective object and that Φ(δn) is
allowable for each n. It remains to prove that the image under Φ of the resolution is an exact
sequence. This is based on Lemma 2.4 which here gives an isomorphism of cochain complexes
due to the strongness assumption. The comparison theorem of relatively projective resolutions
[ML75, Th. IX.4.3] ensures that idV can be lifted to morphisms of chain complexes in two ways:

0 Voo P1
δ0oo

f1
��

P2
δ1oo

f2
��

. . .
δ2oo

0 Voo G(V )εV
oo G2(V )

dV1

oo . . .
d2V

oo

0 Voo G(V )
εVoo

g1

��

G2(V )
dV1oo

g2

��

. . .
dV2oo

0 Voo P1δ0
oo P2δ1

oo . . .
δ2

oo

Note that g• ◦ f• and idP• are two lifts of idV along the resolution V ← P•. Hence, still by
the comparison theorem [ML75, Th. IX.4.3], these two lifts are chain homotopic. Applying Φ
to the homotopy it follows that Φ(g•) ◦ Φ(f•) and idΦ(P•) are homotopic. The same argument
gives that Φ(f•) ◦ Φ(g•) and idΦG•(V ) are homotopic. Hence Φ(f•) : Φ(P•) → ΦG•(V ) and
Φ(g•) : ΦG•(V ) → Φ(P•) are inverse to each other up to homotopy. We thus have quasi-
isomorphisms

Φ(P•) ∼= Φ
(
Bar•A,B(V )

) ∼= Bar•A′,B′

(
Φ(V )

)
where P0 = V . Since the bar resolution is exact, the complex Φ(V ) ← Φ(P•) is exact as
well.

2.3 Lifting adjunctions along resolvent pairs

Recall diagram (13). In order to apply Theorem 2.5, one would like to deduce the existence of
a right adjoint of Φ from the existence of a right adjoint to F . We will see that this is indeed
possible, by first showing that every resolvent pair is monadic and then by using the technology
of lifting right adjoints along categories of modules over monads which is reviewed below from
[Joh75] (and also [BLV11, §3.5]). We start with a few preliminaries.

Let C be a category and T = (T, µ, η) be a monad on C, with underlying functor T : C → C,
multiplication µ : TT ⇒ T and unit η : IdC ⇒ T [ML98, Chap.VI]. Let T-mod be the category
of T-modules (a.k.a.T-algebras, a.k.a. Eilenberg–Moore category), whose objects are pairs (V, r)
where V ∈ C and r ∈ HomC(T (V ), V ) satisfies r ◦ T (r) = r ◦µV and r ◦ ηV = idV . A morphism
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f : (V, r) → (W,u) in T-mod is f ∈ HomC(V,W ) such that f ◦ r = u ◦ T (f). This yields the
adjunction

T-mod

UT

��

FT(X) = (T (X), µX), FT(f) = T (f)

⊣

C

FT

GG

UT(V, r) = V, UT(f) = f

(19)

such that T = UT ◦ FT. The unit of this adjunction is just the unit η of the monad while its
counit ε is given by

∀ (V, r) ∈ T-mod, ε(V,r) = r ∈ HomT-mod

(
FT(V ), (V, r)

)
. (20)

Let F : B → A and U : A → B be a pair of adjoint functors: F ⊣ U . Then we have the
monad T =

(
UF , U(εF(−)), η

)
on B, where η : IdB ⇒ UF and ε : FU ⇒ IdA are the unit

and counit of the adjunction F ⊣ U . There exists a unique functor K : A → T-mod, called
comparison functor [ML98, §VI.3], such that UTK = U and KF = FT. It is given by

K(V ) =
(
U(V ),U(εV )

)
, K(f) = U(f) (21)

on an object V and a morphism f in A [ML98, §VI.3]. The adjunction F ⊣ U is called monadic
if K is an equivalence of categories.

Proposition 2.7. 1. Any resolvent pair is a monadic adjunction.
2. Conversely, if T = (T, µ, η) is a monad on an abelian category C such that T : C → C is
additive then the adjunction (19) is a resolvent pair.

3. Let A
U

⊣

// B
F
oo be a resolvent pair and T the associated monad on B. Then

Ext•A,B(V,W ) ∼= Ext•T-mod,B
(
K(V ), K(W )

)
for all V,W ∈ A, where K : A → T-mod is the comparison functor.

Proof. 1. Take a resolvent pair F ⊣ U as in (8). Note that the functor U is faithful by
definition and recall that any faithful functor reflects epimorphisms and monomorphisms.1 Let
f be a morphism in A such that U(f) is an isomorphism. Then in particular U(f) is both a
monomorphism and an epimorphism. By the preliminary remark, f is both a monomorphism
and an epimorphism. Since A is an abelian category, it follows that f is an isomorphism [ML98,
§VIII.3]. Hence:

• U reflects isomorphisms.

• A has all coequalizers (by existence of cokernels in an abelian category).

• U preserves coequalizers (because it is exact and in particular it preserves cokernels).

We can thus apply Beck’s monadicity theorem [Bec67, Th. 1] by which K is an equivalence.
2. T-mod is an abelian category under these assumptions [EM65, Prop. 5.3]. The functor UT is
exact due to the definition of kernels and cokernels in T-mod, and it is obviously faithful and
additive.
3. By item 2 the relative Ext groups on the right-hand side make sense. From the defining
properties of the comparison functor K we see that

(
IdB, K, id

)
is a morphism of resolvent pairs

in the sense of Def. 2.1. The diagram (D1) in Lemma 2.2 commutes with the choice β = id since
F = Id in the present situation. Hence βid = id by Lemma 2.2 and in particular the morphism

1Indeed if f is a morphism in A such that U(f) is an epimorphism then for any morphisms g, g′ such that
g ◦ f = g′ ◦ f we have U(g) ◦ U(f) = U(g′) ◦ U(f), whence U(g) = U(g′) and faithfulness of U gives g = g′ and
thus f is epi. A similar argument applies to monomorphisms.
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of adjunctions
(
IdB, K, id

)
is strong. One can choose the quasi-inverse K̄ : T-mod → A so

that it is a right-adjoint of K [ML98, §IV.4]. Then by Theorem 2.5 we have Ext•A,B(V,W ) ∼=
Ext•A,B

(
V, K̄K(W )

) ∼= Ext•T-mod,B
(
K(V ), K(W )

)
.

It follows from Proposition 2.7 that we can restrict ourselves to resolvent pairs arising from
linear monads.

Let C, D be categories (not necessarily abelian), T = (T, µ, η) be a monad on C and T′ =
(T ′, µ′, η′) be a monad on D.

Definition 2.8. [Str72, §1] A morphism of monads T → T′ is a pair (F, ζ) where F : C → D
is a functor and ζ : T ′F ⇒ FT is a natural transformation such that

∀X ∈ C,
ζX ◦ µ′

F (X) = F (µX) ◦ ζT (X) ◦ T ′(ζX),

ζX ◦ η′F (X) = F (ηX).
(22)

We say that a morphism of monads (F, ζ) is strong if ζ is an isomorphism.

This yields a category Mnd whose objects are monads. The composition of (G,ω) : T′ → T′′

with (F, ζ) : T→ T′ is (GF,G(ζ) ◦ ωF (−)) : T→ T′′.

The next lemma relates morphisms of adjunctions (Def. 2.1) with morphisms of monads; it
is a slight adaptation of [Joh75, Lem. 1], [BLV11, §3.5] or [Zag17, Prop. 2.2.4].

Lemma 2.9. 1. Let (F, ζ) be a morphism of monads T → T′. Then there is a lifted functor

F̃ζ : T-mod→ T′-mod defined by

F̃ζ(V, r) =
(
F (V ), F (r) ◦ ζV

)
, F̃ζ(f) = F (f) (23)

and (F, F̃ζ , id) is a morphism between the adjunctions defined by T and T′ (see (19)). Moreover

if (F, ζ) is strong then (F, F̃ζ , id) is strong (item 2 in Def. 2.1).
2. Conversely, consider the diagram

T-mod

UT

��

Φ // T′-mod

UT′

��
⊣ ⊣

C

FT

FF

F
// D

FT′

FF

and assume that (F,Φ, α) is a morphism of adjunctions. Then there exists a morphism of

monads (F, ζ) : T→ T′ such that Φ ∼= F̃ζ. Moreover if (F,Φ, α) is strong then (F, ζ) is strong.

Proof. 1. The conditions (22) ensure precisely that F (r) ◦ ζV is a T′-module structure on

F (V ) and hence F̃ζ is well-defined. It is readily seen that F UT = UT′F̃ζ , so (F, F̃ζ , id) is a

morphism of adjunctions. For the last claim note that F̃ζFT(X) =
(
FT (X), F (µX) ◦ ζT (X)

)
so

that βid : FT′F ⇒ F̃ζFT from (14) is given by

βid
X = ε′

F̃ζFT(X)
◦ FT′F (ηX) = F (µX) ◦ ζT (X) ◦ T ′F (ηX) = F (µX) ◦ FT (ηX) ◦ ζX = ζX (24)

where for the second equality we used (20) and the definition of FT′ on morphisms, the third
equality is by naturality of ζ and the last equality uses the unit axiom for monads.
2. We are given a natural isomorphism α : FUT

∼
=⇒ UT′Φ from which we can define a natural

transformation βα : FT′F ⇒ ΦFT as in (14). For all X ∈ C let

ζX : T ′F (X) = UT′FT′F (X)
UT′ (β

α
X)

−−−−→ UT′ΦFT(X)
α−1
FT(X)−−−−→ FUTFT(X) = FT (X).
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We want to show that ζ satisfies (22). Note first by (20) and by naturality of α that

F (µX) ◦ α−1
FTT (X) = FUT(εFT(X)) ◦ α−1

FTUTFT(X) = α−1
FT(X) ◦ UT′Φ(εFT(X)) (25)

for all X ∈ C. Moreover by items 2 and 3 in Lemma 2.2 we have

Φ(εFT(X)) ◦ βαT (X) = Φ(εFT(X)) ◦ βαUTFT(X) = ε′ΦFT(X) ◦ FT′(αFT(X)). (26)

Hence

F (µX) ◦ ζT (X) ◦ T ′(ζX) = F (µX) ◦ α−1
FTT (X) ◦ UT′(βαT (X)) ◦ T ′(α−1

FT(X)) ◦ T
′UT′(βαX)

(25)
= α−1

FT(X) ◦ UT′Φ(εFT(X)) ◦ UT′(βαT (X)) ◦ T ′(α−1
FT(X)) ◦ T

′UT′(βαX)

(26)
= α−1

FT(X) ◦ UT′(ε′ΦFT(X)) ◦ UT′FT′(αFT(X)) ◦ T ′(α−1
FT(X)) ◦ T

′UT′(βαX)

= α−1
FT(X) ◦ UT′(ε′ΦFT(X)) ◦ UT′FT′UT′(βαX) = α−1

FT(X) ◦ UT′(βαX) ◦ UT′(ε′FT′F (X)) = ζX ◦ µ′
F (X)

where the second-to-last equality is by naturality of ε′ while the last equality is by (19) and
(20). Multiplying the equality (D1) in Lemma 2.2 by α−1 we also have ζX ◦ η′F (X) = F (ηX)

for all X ∈ C. Hence ζ satisfies the condition (22) and we have the functor F̃ζ defined

as in (23) above. We claim that α provides a natural isomorphism F̃ζ
∼⇒ Φ, i.e. α(V,r) ∈

HomT′-mod

(
F̃ζ(V, r),Φ(V, r)

)
for all (V, r) ∈ T-mod. Indeed, denote Φ(V, r) = (W, s) for some

W ∈ D. Then

s ◦ T ′(α(V,r)) = UT′(ε′Φ(V,r)) ◦ UT′FT′(α(V,r)) = UT′Φ(ε(V,r)) ◦ UT′(βαV )

= α(V,r) ◦ FUT(ε(V,r)) ◦ α−1
FT(V ) ◦ UT′(βαV ) = α(V,r) ◦ F (r) ◦ ζV .

where the first equality is by (20) and (19), the second is by item 2 in Lemma 2.2, the third is
by naturality of α and the last is by (20) and definition of ζ. Finally if (F,Φ, α) is strong then
βα is an isomorphism and we see from its definition that ζ is also an isomorphism.

Example 2.10. Let C,D be monoidal categories, assumed to be strict for simplicity. Let
(A,mA, 1A) be an associative algebra in C, where the multiplication mA : A ⊗ A → A and
the unit 1A : 1C → A satisfy the obvious axioms. It defines a monad TA = (TA, µ

A, ηA) with
TA = A ⊗ −, µAX = mA ⊗ idX and ηAX = 1A ⊗ idX . Similarly let (B,mB, 1B) be an algebra in
D and TB = (B ⊗−, µB, ηB) be the associated monad. Let F : C → D be a monoidal functor.

Then F (A) is an algebra in D with product mF (A) = F (mA) ◦ F (2)
A,A and unit 1F (A) = F (1A).

For f : B → F (A) define

ζfX : TBF (X) = B ⊗ F (X)
f⊗idF (X)−−−−−→ F (A)⊗ F (X)

F
(2)
A,X−−−→ F (A⊗X) = FTA(X).

Denote by Hom
(F,−)
Mnd (TA,TB) the set of monad morphisms (Def. 2.8) whose underlying functor

is exactly the monoidal functor F . Then we have two maps

Hom
(F,−)
Mnd (TA,TB)

Ω
// ∈ Homalg(B,F (A))

Θoo , Ω(ζ) = ζ1, Θ(f) = ζf

where Homalg means morphisms of algebras in D. Clearly Ω ◦ Θ = id. But the converse, i.e.
that Θ ◦ Ω = id is not in general true: one checks easily that ζ is in the image of Θ ◦ Ω if and
only it satisfies ζX⊗Y ◦ (idB ⊗ F (2)

X,Y ) = F
(2)
A⊗X,Y ◦ (ζX ⊗ idF (Y )) for all X, Y ∈ C. If we look at

C (resp. D) as a right C-module category by X ◁ Y = X ⊗ Y (resp. V ◁ Y = V ⊗ F (Y ))
then this extra condition on ζ is equivalent to the fact that ζ : TBF ⇒ FTA is a morphism
of C-module functors [EGNO, Def. 7.2.2] from (TBF, s) to (FTA, t), where sX,Y = idB ⊗ F (2)

X,Y

and tX,Y = F
(2)
A⊗X,Y for all X, Y ∈ C. If we call such monad morphisms C-equivariant, then

the conclusion is that we have a bijection between algebra morphisms B → F (A) in D and
C-equivariant monad morphisms TA → TB with underlying functor F .
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Now we recall the lifting theorem for right adjoints [Joh75, Th. 4] (a short summary is also
given in [BLV11, §3.5]). We keep the notations introduced before Lemma 2.9. Assume that F
has a right adjoint R : D → C. Denote by e : IdC ⇒ RF and h : FR⇒ IdD the unit and counit
of the adjunction F ⊣ R. If ζ : T ′F

∼
=⇒ FT is an isomorphism we can define ξ : TR ⇒ RT ′

by

ξY : TR(Y )
eTR(Y )−−−−→ RFTR(Y )

R(ζ−1
R(Y )

)

−−−−−→ RT ′FR(Y )
RT ′(hY )−−−−−→ RT ′(Y ). (27)

A tedious computation using the naturality of e, h, ζ and the unit-counit equations for e, h
shows that

∀Y ∈ D, ξY ◦ µR(Y ) = R(µ′
Y ) ◦ ξT ′(Y ) ◦ T (ξY ) and ξY ◦ ηR(Y ) = R(η′Y ).

Hence (R, ξ) is a morphism of monads T′ → T and by item 1 in Lemma 2.9 there is a lifted

functor R̃ = R̃ξ : T′-mod→ T-mod defined by

R̃(W,u) =
(
R(W ), R(u) ◦ ξW

)
, R̃(g) = R(g). (28)

Lemma 2.11. [Joh75, Th. 4] Let (F, ζ) : T→ T′ be a strong morphism of adjunctions (Def. 2.8)

and F̃ζ : T-mod → T′-mod be the associated lifted functor (23). If R is a right adjoint of F

then R̃ defined in (28) is a right adjoint of F̃ζ.

Proof. For convenience here are some details, taken from [BLV11, §3.5]. Let (V, r) ∈ T-mod.
Define ẽ(V,r) = eV ∈ HomC(V,RF (V )). Using the definition of ξ (27), the naturality of e, h, ζ
and the unit-counit equations for e, h, we get

RF (r) ◦R(ζV ) ◦ ξF (V ) ◦ T (eV ) = eV ◦ r

which means that ẽ(V,r) ∈ HomT-mod

(
(V, r), R̃F̃ζ(V, r)

)
and thus ẽ is a natural transformation

IdT-mod ⇒ R̃F̃ζ . Similarly, for (W,u) ∈ T′-mod let h̃(W,u) = hW ∈ HomD(FR(W ),W ). Then

actually h̃(W,u) ∈ HomT′-mod

(
F̃ζR̃(W,u), (W,u)

)
and thus h̃ is a natural transformation F̃ζR̃⇒

IdT′-mod. The pair (ẽ, h̃) satisfies the unit-counit equations because so does the pair (e, h), which

implies that R̃ is right adjoint to F̃ζ [ML98, §IV.1, Th. 2].

Thanks to the right adjoint construction in (28) we are in the following situation when (F, ζ)
is a strong morphism of monads:

T-mod

UT

��

F̃ζ⊣ ,,
T′-mod

R̃

ll

UT′

��
⊣ ⊣

C

FT

FF

F⊣ ** D
R

jj

FT′

FF (29)

Proposition 2.12. Let C, D be abelian categories, T = (T, µ, η) be a monad on C and T′ =
(T ′, µ′, η′) be a monad on D such that T , T ′ are additive functors. Let (F, ζ) : T → T′ be a
morphism of monads such that

• F : C → D is an additive functor which has a right adjoint R,

• ζ : T ′F ⇒ FT is an isomorphism.

Then
∀n ≥ 0, ExtnT′-mod,D

(
F̃ζ(V),W

) ∼= ExtnT-mod,C
(
V, R̃(W)

)
for all V ∈ T-mod and W ∈ T′-mod, where R̃ is the right adjoint of F̃ζ defined in (28).
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Proof. It is clear that F̃ζ is additive because it is equal to F on morphisms. Hence (F, F̃ζ , id) is
a strong morphism of resolvent pairs by item 1 in Lemma 2.9 and we apply Theorem 2.5.

To finish we describe explicitly the isomorphism in Proposition 2.12. Let GT = FTUT (resp.
GT′ = FT′UT′) be the comonad on T-mod (resp. on T′-mod). The conditions (22) on ζ imply

ζX ∈ HomT′-mod

(
FT′F (X), F̃ζFT(X)

)
for all X ∈ C. Hence for all V = (V, r) ∈ T-mod we have

ζV = ζUT(V) ∈ HomT′-mod

(
FT′FUT(V), F̃ζFTUT(V)

)
= HomT′-mod

(
GT′F̃ζ(V), F̃ζGT(V)

)
where we used that FUT = UT′F̃ζ . Since (F, F̃ζ , α) is a morphism of resolvent pairs with α = id

(Def. 2.1), the natural transformation γ : GT′F̃ζ ⇒ F̃ζGT from (15) is given by

∀V = (V, r) ∈ T-mod, γV = βαUT(V)
◦ FT′(α−1

V ) = βid
V

(24)
= ζV

The morphism γ
(n)
V defined inductively in (17) is thus equal to ζ

(n)
V : Gn

T′F̃ζ(V) → F̃ζG
n
T(V)

defined inductively by

ζ
(n+1)
V : Gn+1

T′ F̃ζ(V)
GT′ (ζ

(n)
V )=T ′(ζ

(n)
V )

−−−−−−−−−−−→ GT′F̃ζG
n
T(V)

ζUTGn
T (V)=ζTn(V )

−−−−−−−−−−→ F̃ζG
n+1
T (V) (30)

and ζ
(0)
V = idF̃ζ(V)

for all V = (V, r) ∈ T-mod. Hence by (18), for all V = (V, r) ∈ T-mod and

W ∈ T′-mod, we have an isomorphism

HomT-mod

(
Gn+1

T (V), R̃(W)
)

∼−→ HomT′-mod

(
F̃ζG

n+1
T (V),W

)
(ζ

(n+1)
V )∗

−−−−−→ HomT′-mod

(
Gn+1

T′ F̃ζ(V),W
) (31)

which descends to the isomorphism of Proposition 2.12.

3 Application to deformation of monoidal structures

In this paper we only consider infinitesimal deformations. This section begins with a brief review
of the deformation theory of monoidal structures (§3.1). We adopt a geometric language: given
a functor F and a monoidal structure θ for F , we look at deformations of θ as tangent vectors at
the point θ, although there is in general no underlying algebraic variety (or manifold) structure
on the set of all monoidal structures for F . This point of view will be convenient in §4.2.
Then we recall the isomorphism between DY cohomology and relative Ext groups (§3.2), and
actually re-prove it under weaker assumptions than in [FGS24]. This allows us to apply the
general results of §2 and to obtain an adjunction theorem for DY cohomology (Theorem 3.5
in §3.3).

3.1 Tangent spaces and DY cohomology

Let C, D be monoidal categories, which we take strict for simplicity. The tensor unit object will
be denoted by 1. Let F : C → D be a functor which satisfies F (1) = 1. A monoidal structure
for F is a natural isomorphism θ : F ⊗ F ∼

=⇒ F (−⊗−) such that

θX⊗Y,Z ◦ (θX,Y ⊗ idF (Z)) = θX,Y⊗Z ◦ (idF (X) ⊗ θY,Z)
and θX,1 = θ1,X = idF (X).

(∀X, Y, Z ∈ C) (32)
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The pair (F, θ) is called a monoidal functor.2 When the monoidal structure θ of F is fixed it
is customary to denote it by F (2). Using θ repeatedly one obtains for each n > 0 a natural
isomorphism

θ
(n)
X1,...,Xn

: F (X1)⊗ . . .⊗ F (Xn)
∼→ F (X1 ⊗ . . .⊗Xn) (33)

with the convention that θ(1) = idF and θ(2) = θ; when the notation F (2) is used we write F (n)

instead of θ(n). There are many different explicit formulas for θ(n) in terms of θ, but they all
give the same isomorphism in D due to the coherence theorem for monoidal structures [Eps66].

Given two monoidal functors (F, θ), (F ′, θ′) : C → D, a monoidal natural transformation
ω : (F, θ)⇒ (F ′, θ′) is a natural transformation ω : F ⇒ F ′ such that

θ′X,Y ◦
(
ωX ⊗ ωY

)
= ωX⊗Y ◦ θX,Y

for all X, Y ∈ C. Denote by Mon(F ) the set of all monoidal structures for a given functor F . We
say that θ1, θ2 ∈ Mon(F ) are equivalent, denoted by θ1 ∼ θ2, if there exists a monoidal natural
isomorphism (F, θ1)

∼
=⇒ (F, θ2). Consider the group Aut(F ) of all natural automorphisms

F ⇒ F . For u ∈ Aut(F ) and θ ∈ Mon(F ) let u · θ : F ⊗ F ⇒ F (− ⊗ −) be the natural
isomorphism with components

(u · θ)X,Y = uX⊗Y ◦ θX,Y ◦ (u−1
X ⊗ u

−1
Y ) (34)

It is straightforward to check that u · θ ∈ Mon(F ). Hence Aut(F ) acts on Mon(F ) and (by
definition) the equivalence class [θ] for the relation ∼ is the orbit of θ under the action of
Aut(F ):

Mon(F )/∼= Mon(F )/Aut(F ). (35)

In the situation when D (the target category of F ) is linear, we introduce a vector space
which is “tangent” to a given point θ ∈ Mon(F ). More precisely let k be a field and assume
that D is a k-linear category whose monoidal product is k-bilinear on morphisms. Consider the
category Dϵ defined by

Ob(Dϵ) = Ob(D), HomDϵ(X, Y ) = HomD(X, Y )⊗k k[ϵ]/(ϵ2). (36)

In short, the objects are unchanged and the Hom spaces have their scalars extended to the ring
of dual numbers. Thus, a morphism in Dϵ is an expression a+ ϵb where a, b are morphisms in
D. The composition and monoidal product are bilinearly extended in the obvious way:

(a+ ϵb) ◦ (a′ + ϵb′) = a ◦ a′ + ϵ(a ◦ b′ + b ◦ a′),
(a+ ϵb)⊗ϵ (a′ + ϵb′) = a⊗ a′ + ϵ(a⊗ b′ + b⊗ a′)

(37)

and (Dϵ,⊗ϵ,1) becomes a k[ϵ]/(ϵ2)-linear monoidal category. For any natural transformation
f : F (−)⊗ F (−)⇒ F (−⊗−), not necessarily monoidal, we have the collection of morphisms
θ + ϵf =

(
θX,Y + ϵfX,Y

)
X,Y ∈C in Dϵ. We define the tangent space at θ as

TθMon(F ) =
{
f : F (−)⊗ F (−)⇒ F (−⊗−)

∣∣ θ + ϵf satisfies (32)
}
. (38)

Explicitly a natural transformation f is in TθMon(F ) if and only if

θX1,X2⊗X3 ◦ (idF (X1) ⊗ fX2,X3)− fX1⊗X2,X3 ◦ (θX1,X2 ⊗ idF (X3))

+ fX1,X2⊗X3 ◦ (idF (X1) ⊗ θX2,X3)− θX1⊗X2,X3 ◦ (fX1,X2 ⊗ idF (X3)) = 0
(39)

2In full generality one requires the existence of an isomorphism F (0) : 1
∼→ F (1) and the second line in (32)

becomes θX,1 ◦ (idF (X) ⊗ F (0)) = θ1,X ◦ (F (0) ⊗ idF (X)) = idF (X). In what follows we always assume that

F (0) = idF (1) for simplicity. This is sufficient for our main application in §4.1 where we take F = ⊗C with a
monoidal structure coming from a braiding in C.
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for all X1, X2, X3 ∈ C and
fX,1 = f1,X = 0 (40)

for all X ∈ C. Since the conditions (39) and (40) are linear, TθMon(F ) is a k-vector subspace
in Nat

(
F ⊗ F, F (−⊗−)

)
.

We now want to give a definition for T[θ]

(
Mon(F )/∼

)
. As a motivation, recall that when a

Lie group G acts on a manifold M then under suitable assumptions the quotient set M/G is a
manifold (see e.g. [Lee13, Chap. 21]) and one has

TG·m(M/G) = (TmM)/(Tm(G ·m))

where T denote tangent spaces at the prescribed points. Combining this with (35) we would
like to define T[θ]

(
Mon(F )/∼

)
as TθMon(F )/Tθ

(
Aut(F ) · θ

)
but we must give a sense to the

denominator. Note that for all v ∈ Nat(F, F ), u = idF + ϵv can be thought as the first term of
the Taylor expansion of a curve passing through the point id ∈ Aut(F ) and we have(

(idF + ϵv) · θ
)
X,Y

(34)
= θX,Y + ϵ

[
vX⊗Y ◦ θX,Y − θX,Y ◦ (idF (X) ⊗ vY )− θX,Y ◦ (vX ⊗ idF (Y ))

]
.

The elements arising as the coefficients of ϵ in these “Taylor expansions” form a reasonable
ansatz for Tθ

(
Aut(F ) · θ

)
. These heuristic remarks lead to the precise desired definition:

T[θ]

(
Mon(F )/∼

)
=
(
TθMon(F )

)
/≡θ (41)

where we declare that f ≡θ g if there exists v ∈ Nat(F, F ) such that

fX,Y − gX,Y = θX,Y ◦ (idF (X) ⊗ vY )− vX⊗Y ◦ θX,Y + θX,Y ◦ (vX ⊗ idF (Y )) (42)

for all X, Y ∈ C. Let us show that, up to isomorphism, this definition does not depend on
the representative θ. For u ∈ Aut(F ) and f ∈ TθMon(F ) define u · f as in (34). There is an
isomorphism of vector spaces

ℓu : TθMon(F )→ Tu·θMon(F ), f 7→ u · f. (43)

For v ∈ Nat(F, F ) set (u · v)X = uX ◦ vX ◦ u−1
X , which defines u · v ∈ Nat(F, F ). If f and g are

as in (42) a simple computation reveals that

(u · f)X,Y − (u · g)X,Y
= (u · θ)X,Y ◦

(
idF (X) ⊗ (u · v)Y

)
− (u · v)X⊗Y ◦ (u · θ)X,Y + (u · θ)X,Y ◦

(
(u · v)X ⊗ idF (Y )

)
.

Hence f ≡θ g implies u · f ≡u·θ u · g, so that ℓu descends into a linear map

ℓu : TθMon(F )/≡θ → Tu·θMon(F )/≡u·θ

whose inverse is ℓu−1 .
Here is a rephrasing of the above definitions for multilinear functors:3

Lemma 3.1. Let C1, . . . , Cn,D be k-linear monoidal categories and F : C1× . . .×Cn → D be a
functor which is k-linear in each variable. Define a k[ϵ]/(ϵ2)-linear functor Fϵ : C1ϵ × . . .×Cnϵ →
Dϵ by linear extension of F in each variable. Then for any θ ∈ Mon(F ):
1. We have f ∈ TθMon(F ) if and only if θ + ϵf ∈ Mon(Fϵ).
2. For all f, g ∈ TθMon(F ), we have f ≡θ g if and only if there exists v ∈ Nat(F, F ) such that
idF + ϵv : (Fϵ, θ + ϵf)⇒ (Fϵ, θ + ϵg) is a monoidal natural isomorphism.

3We consider multilinear instead of just linear functors because in §4.2 we will apply Lemma 3.1 to F = ⊗.
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Proof. 1. Indeed by definition θ+ ϵf ∈ Mon(Fϵ) if and only if θ+ ϵf satisfies (32), which means
that f ∈ TθMon(F ) by (38). The only point of this lemma is that when F and its source
category are linear (or more generally F is multilinear), then one can define the extension Fϵ
and talk about monoidal structures for Fϵ.
2. Straightforward computation.

We now recall the cohomological interpretation of the above discussion, following [Dav97,
CY98, Yet98]. Let (F, θ) : C → D be a monoidal functor and assume that D is k-linear. For
each n ≥ 0 define a k-vector space

Cn
DY(F, θ) =

{
natural transformations of the form(

fX1,...,Xn : F (X1)⊗ . . .⊗ F (Xn)→ F (X1 ⊗ . . .⊗Xn)
)
X1,...,Xn∈C

}
.

For all n ≥ 0 and 0 ≤ i ≤ n+ 1 let

∂ni : Cn
DY(F, θ)→ Cn+1

DY (F, θ) (44)

such that ∂ni (f)X1,...,Xn+1 is equal to
θX1,X2⊗...⊗Xn+1 ◦

(
idF (X1) ⊗ fX2,...,Xn+1

)
if i = 0

fX1,...,Xi⊗Xi+1,...,Xn+1 ◦
(
idF (X1)⊗...⊗F (Xi−1) ⊗ θXi,Xi+1

⊗ idF (Xi+2)⊗...⊗F (Xn+1)

)
if 1 ≤ i ≤ n

θX1⊗...⊗Xn,Xn+1 ◦
(
fX1,...,Xn ⊗ idF (Xn+1)

)
if i = n+ 1

Also for 0 ≤ i ≤ n− 1 let sni : Cn
DY(F, θ)→ Cn−1

DY (F, θ) be given by

sni (f)X1,...,Xn−1 = fX1,...,Xi,1,Xi+1,...,Xn . (45)

These linear maps satisfy the cosimplicial identities recalled in Appendix B. In particular
we have the differential δn =

∑n+1
i=0 (−1)i∂ni and

(
C•

DY(F, θ), δ
)
is called the Davydov–Yetter

(DY) complex of (F, θ). We write the subspaces of cocycles and coboundaries in degree n as
Zn

DY(F, θ) and B
n
DY(F, θ), respectively. The DY cohomology for F in degree n is Hn

DY(F, θ) =
Zn

DY(F, θ)/B
n
DY(F, θ).

An element f ∈ C2
DY(F, θ) is in Z

2
DY(F, θ) if and only if it satisfies (39). The condition (40)

in the definition of TθMon(F ) corresponds precisely to the normalization defined in Appendix
B. Indeed, due to (45), the normalized complex for DY is

NCn
DY(F, θ) =

{
f ∈ Cn

DY(F, θ)
∣∣ fX1,...,Xn = 0 if Xi = 1 for some i

}
. (46)

As a result
TθMon(F ) = NZ2

DY(F, θ)

where NZ•
DY(F, θ) = Z•

DY(F, θ) ∩NC•
DY(F, θ) is the subspace of cocycles in the normalized DY

complex. Moreover (42) is equivalent to f − g = δ1(v), which means that f ≡θ g if and only if
f and g are cohomologous. One can assume that v ∈ NC1

DY(F, θ) by item 3 in Proposition B.2.
Thus if we denote by NH•

DY(F, θ) the cohomology of the normalized DY complex (46), we have

T[θ]

(
Mon(F )/∼

)
= NH2

DY(F, θ)
∼= H2

DY(F, θ) (47)

where the second isomorphism is due to Corollary B.3, which asserts that the inclusionNC•
DY(F, θ)→

C•
DY(F, θ) is an isomorphism in cohomology.

Notation. When a monoidal structure on F is fixed we denote it by F (2). Then we write
H•

DY(F ) instead of H•
DY(F, F

(2)).
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We finish with some explicit formulas for the normalization projector N : C•
DY(F ) →

NC•
DY(F ) defined in general in Appendix B, which is a quasi-isomorphism. In degree 2 it is

given by
N 2(f)X,Y = fX,Y − idF (X) ⊗ f1,Y − fX⊗Y,1 + idF (X) ⊗ fY,1

thanks to (163). Moreover if f is a cocycle then N 2(f) = f−δ1(f1,−) by (164). For f ∈ C3
DY(C)

we have

N 3(f)X,Y,Z = fX,Y,Z − idX ⊗ f1,Y,Z − fX⊗Y,1,Z − fX,Y⊗Z,1 + idX ⊗ fY,1,Z
+ fX⊗Y,Z,1 + idX ⊗ f1,Y⊗Z,1 − idX ⊗ fY,Z,1

thanks to (163). Moreover if f is a cocycle then N 3(f) = f + δ2(−f1,−,− + f−,1,− − id⊗ f1,1,−)
by (164).

Remark 3.2. All this subsection remains valid if we consider lax monoidal structures (i.e. not
assumed to be isomorphisms). However all our results in the sequel need monoidal structures
which are isomorphisms, and “monoidal structure” is always understood in this sense.

3.2 Relative Ext groups and DY cohomology with coefficients

Let C,D be monoidal categories and F : C → D a monoidal functor with a given monoidal
structure F

(2)
X1,X2

: F (X1) ⊗ F (X2) → F (X1 ⊗ X2). We denote by Z(F ) the centralizer of the

functor F [Shi23, §3.1], [GHS23, Def. 3.1]; its objects are pairs V = (V, ρ) where ρ : V ⊗F (−) ∼⇒
F (−)⊗ V satisfies

∀X, Y ∈ C, ρX⊗Y ◦ (idV ⊗ F (2)
X,Y ) = (F

(2)
X,Y ⊗ idV ) ◦ (idF (X) ⊗ ρY ) ◦ (ρX ⊗ idF (Y )).

It is a monoidal category with (V, ρV ) ⊗ (W, ρW ) =
(
V ⊗W, (ρV ⊗ idW ) ◦ (idV ⊗ ρW )

)
. For

F = IdC we recover the Drinfeld center Z(C).
Assume that D is k-linear, for a field k, with k-bilinear monoidal product. There is a gen-

eralization of DY cohomology with coefficients, which are objects from Z(F ) [GHS23, Def. 3.3].
For coefficients V,W ∈ Z(F ), the cochain space of degree n, denoted by Cn

DY(F ;V,W), consists
of natural transformations of the form

fX1,...,Xn : V ⊗ F (X1)⊗ . . .⊗ F (Xn)→ F (X1 ⊗ . . .⊗Xn)⊗W. (48)

Then C•
DY(F ;V,W) is a simplicial vector space. The coface maps with coefficients are given in

[GHS23, Def. 3.3] when F is strict. For non-strict F the coface maps without coefficients (or
with V = W = 1) are given below (44). It is straightforward to combine these two definitions
for the general case; we will however not need the explicit formulas in the sequel and thus omit
them. We denote by H•

DY(F ;V,W) the associated cohomology. Note that trivial coefficients
recover the cohomology from §3.1: H•

DY(F ;1,1) = H•
DY(F ).

Recall that a k-linear category is called finite if it is equivalent to the category of finite-
dimensional modules over a finite-dimensional k-algebra [EGNO, §1.8]; such a category is in
particular abelian. A monoidal category C is called rigid if every object has left and right dual
objects X∨ and ∨X, meaning that there exist morphisms

evX : X∨ ⊗X → 1, coevX : 1→ X ⊗X∨, ẽvX : X ⊗ ∨X → 1, c̃oevX : 1→ ∨X ⊗X

satisfying the usual “zig-zag” axioms [EGNO, §2.10]. If C is rigid and F : C → D is a monoidal
functor, define for all X ∈ C

evF (X) : F (X
∨)⊗ F (X)

F
(2)

X,X∨
−−−−→ F (X∨ ⊗X)

F (evX)−−−−→ 1,

coevF (X) : 1
F (coevX)−−−−−→ F (X ⊗X∨)

(F
(2)

X,X∨ )−1

−−−−−−→ F (X)⊗ F (X∨).

(49)
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This turns F (X∨) into the left dual of F (X). One can similarly define ẽvF (X) and c̃oevF (X)

which turns F (∨X) into the right dual of F (X). Note that there are compatibilities like

evF (Y ) ◦ (idF (Y ∨) ⊗ evF (X) ⊗ idF (Y )) = evF (X⊗Y ) ◦ (F (2)
Y ∨,X∨ ⊗ F (2)

X,Y ).

From now on we make the following assumptions on C, D and F :
C,D are k-linear abelian categories,
C,D have k-bilinear monoidal products (strict for simplicity),
C is finite and rigid,
⊗D : D ×D → D is right exact in each variable,
F : C → D is a k-linear monoidal right-exact functor.

(50)

We will show that these are sufficient conditions to construct a left adjoint FF of the forgetful
functor UF : Z(F ) → D, thus yielding a resolvent pair FF ⊣ UF between Z(F ) and D. In the
special case where F is a strict exact functor between finite tensor categories C,D we related in
[FGS24, §4.2] the DY cohomology of F with the corresponding relative Ext groups Ext•Z(F ),D,
building upon the main result of [GHS23] on DY cohomology and comonad cohomology. This
still holds under the more general assumptions (50):

Theorem 3.3. Under the assumptions (50) we have for all V,W ∈ Z(F ) an isomorphism of
cochain complexes

C•
DY(F ;V,W) ∼= HomZ(F )

(
Bar•Z(F ),D(V),W

)
(51)

where Bar• is defined in (9)–(10). Therefore there is an isomorphism of k-vector spaces

H•
DY(F ;V,W) ∼= Ext•Z(F ),D(V,W). (52)

The proof of this theorem in [FGS24, §4.2] uses the explicit construction of the left adjoint
FF , based on the description of Z(F ) as a category of modules over some monad ZF (see §2.3
for a short reminder on monads). This last fact is well-known: [BV12, Th. 5.12] can be used
for F = IdC, [Shi23, §3.3] considers a related situation and [GHS23, §3.3] gives a sketch of
proof for general strict F . However here we work with weaker assumptions on C, D and F . In
particular, F is not assumed to be strict as a monoidal functor, because of the application in
§4 for the tensor product functor with the monoidal structure given by a braiding on C. Hence
some (rather straightforward) adaptations are required in order to prove Theorem 3.3 and we
discuss some details for convenience.

Note first that the only reason for the stronger assumptions regarding rigidity, finiteness
and exactness in [GHS23, FGS24] was to ensure for all W ∈ D the existence of the following
coend by invoking [KL01, Cor. 5.1.8]:

ZF (W ) =

∫ X∈C
F (X∨)⊗W ⊗ F (X). (53)

But we can use the more general Corollary A.2, which proves the existence of ZF (W ) under
the assumptions (50). Denote by

iFX(W ) : F (X∨)⊗W ⊗ F (X)→ ZF (W )

its universal dinatural transformation. Being a coend with parameters, the assignment W 7→
ZF (W ) is a functor ZF : D → D [ML98, §IX.7]. Explicitly, if f ∈ HomD(W,W

′) then ZF (f) is
defined by the commutative diagram

F (X∨)⊗W ⊗ F (X)
idF (X∨)⊗f⊗idF (X) //

iFX(W )
��

F (X∨)⊗W ′ ⊗ F (X)

iFX(W ′)
��

ZF (W )
∃!ZF (f)

// ZF (W
′)

(54)
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for all X ∈ C. The functor ZF has the structure of a monad whose multiplication µF : Z2
F ⇒ ZF

is described as follows. By the theorem for iterated coends [ML98, §IX.8] we have Z2
F (W ) =∫ X,Y ∈C

F (Y ∨)⊗ F (X∨)⊗W ⊗ F (X)⊗ F (Y ) and let

i
F, (2)
X,Y (W ) = iFY

(
ZF (W )

)
◦
(
idF (Y ∨) ⊗ iFX(W )⊗ idF (Y )

)
(55)

be the associated universal dinatural transformation. Then by universality there is a commu-
tative diagram

F (Y ∨)⊗ F (X∨)⊗W ⊗ F (X)⊗ F (Y )
F

(2)

Y ∨,X∨ ⊗ idW ⊗F
(2)
X,Y //

i
F,(2)
X,Y (W )

��

F
(
(X ⊗ Y )∨

)
⊗W ⊗ F (X ⊗ Y )

iFX⊗Y (W )

��
Z2
F (W )

∃!µFW
// ZF (W )

(56)
for all X, Y ∈ C and W ∈ D. This defines a natural transformation µF : Z2

F ⇒ ZF . Also define
ηF : IdD ⇒ ZF by ηFW = iF1 (W ) for all W ∈ D. It follows from the axioms of F (2) in (32) that
µF is associative and has the unit ηF . As a result we have the monad

(
ZF , µ

F , ηF
)
, its category

of modules ZF -mod and the adjunction (see (19))(
ZF (W ), µFW

)
ZF -mod

UZF

��

(V, r)
_

��
⊣

W
_

OO

D

FZF

HH

V

(57)

For F = IdC we get the standard central monad and write ZC, i
C
X(V ), µC and ηC.

Furthermore, there is an isomorphism of categories ZF -mod ∼= Z(F ) constructed as follows.
If (W, r) is a ZF -module, we can define for all X ∈ C

ρ(r)X : W ⊗ F (X)
coevF (X) ⊗ id
−−−−−−−→ F (X)⊗ F (X∨)⊗W ⊗ F (X)

id⊗ iFX(W )
−−−−−−→ F (X)⊗ ZF (W )

id⊗ r−−−→ F (X)⊗W
(58)

with coevF (X) from (49). Long but straightforward computations prove that ρ(r) : W⊗F (−)⇒
F (−)⊗W is a half-braiding relative to F and thus

(
W, ρ(r)

)
∈ Z(F ). Conversely if (W, ρ) ∈

Z(F ) define r(ρ) : ZF (W )→ W by the commutative diagram

F (X∨)⊗W ⊗ F (X)
idF (X∨)⊗ρX //

iFX(W )
��

F (X∨)⊗ F (X)⊗W
evF (X)⊗idW

��
ZF (W )

∃! r(ρ)
//W

(59)

for all X ∈ C and with evF (X) from (49); then
(
W, r(ρ)

)
∈ ZF -mod. Through this isomorphism,

the adjunction (57) becomes(
ZF (W ), ρZF (W )

)
Z(F )

UF

��

(V, ρV )
_

��
⊣

W
_

OO

D

FF

HH

V

(60)
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with the half braiding ρZF (W ) = ρ(µFW ) : ZF (W )⊗ F (−) ∼
=⇒ F (−)⊗ ZF (W ) defined by (58).

We note that the construction in (59) can be interpreted a posteriori as the comparison functor
K : Z(F )→ ZF -mod (defined in general in (21)) associated to the adjunction (60).

Since the functor ZF is additive the adjunction (57) is a resolvent pair thanks to item 2 in
Proposition 2.7. Due to the isomorphism ZF -mod ∼= Z(F ) explained above, the same is true
for the adjunction (60) . Hence, under the assumptions (50), we have the relative Ext groups
Ext•Z(F ),D. Of course

∀V,W ∈ Z(F ), Ext•Z(F ),D(V,W) ∼= Ext•ZF -mod,D
(
K(V), K(W)

)
(61)

where K is the isomorphism Z(F ) ∼→ ZF -mod.

Proof of Theorem 3.3. Let GF = FFUF be the comonad on Z(F ) and recall from (9) that
BarnZ(F ),D(V) = Gn+1

F (V). We construct an isomorphism

Γn : Cn
DY(F ;V,W) ∼= HomZ(F )

(
Gn+1
F (V),W

)
by inserting the monoidal structure of F in [FGS24, eq. (48)], where F was assumed to be strict.
Write V = (V, ρV ) and W = (W, ρW ). Using the Fubini theorem for coends [ML98, §IX.8], note
that Gn

F (V) is

Zn
F (V ) =

∫ X1,...,Xn∈C
F (X∨

n )⊗ . . .⊗ F (X∨
1 )⊗ V ⊗ F (X1)⊗ . . .⊗ F (Xn) (62)

as an object in D. Let iF,(n)X1,...,Xn
(V ) : F (X∨

n )⊗ . . .⊗F (X∨
1 )⊗V ⊗F (X1)⊗ . . .⊗F (Xn)→ Zn

F (V )

be the universal dinatural transformation defined inductively by i
F,(1)
X (V ) = iFX(V ) and

i
F,(n+1)
X1,...,Xn+1

(V ) = iFXn+1

(
Zn
F (V )

)
◦
(
idF (X∨

n+1)
⊗ iF,(n)X1,...,Xn

(V )⊗ idF (Xn+1)

)
= i

F,(n)
X2,...,Xn+1

(
ZF (V )

)
◦
(
idF (X∨

n+1)⊗...⊗F (X∨
2 ) ⊗ iFX1

(V )⊗ idF (X2)⊗...⊗F (Xn+1)

)
.
(63)

Take f ∈ Cn
DY(F ;V,W), which has components (48). Using the universality of Zn

F (V ), we
define Γn(f) by declaring that (meaning is explained after the picture)

Γn(f)

Zn+1
F (V )

i
(n+1)
X1,...,Xn+1

(V )

W

F (X∨
n+1) F (X∨

1 ) V F (X1) F (Xn+1)

. . .. . .

fX1,...,Xn

V F (X1) F (Xn)

. . .

ρVXn+1

VF (X1⊗...⊗Xn)

F (Xn+1)

W

F (X∨
1 )F (X∨

n )F (X∨
n+1)

=

. . .

. . .

(F
(n)
X1,...,Xn

)−1

(64)

for all X1, . . . , Xn+1 ∈ C. We use the same graphical conventions as in [FGS24, §3]: we
read diagrams from bottom to top, the caps correspond to the evaluation morphisms evF (X)

defined in (49) and F (n) was defined in (33). The inverse Γ−1 is constructed similarly, by
inserting the iterated monoidal structure F (n) in [FGS24, eq. (49)]. One can check by tedious
but straightforward computations that Γ commutes with the coface maps.
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3.3 Adjunction theorem for DY cohomology

Let C, D and F : C → D be as in (50). Recall from §3.2 the monads ZC : C → C and
ZF : D → D. Here we establish a strong morphism (Def. 2.8) between these monads and
deduce from Prop. 2.12 and Thm. 3.3 our main result Thm. 3.5 called Adjunction Theorem for
DY cohomology.

For V ∈ C, W ∈ D and all X ∈ C we continue to denote by iCX(V ) : X∨ ⊗ V ⊗X → ZC(V )
and iFX(W ) : F (X∨) ⊗W ⊗ F (X) → ZF (W ) the universal dinatural transformations of the
coends ZC(V ) and ZF (W ). From the monoidal structure F (2) : F ⊗ F ∼

=⇒ F (−⊗−) we can
define F (3) : F ⊗ F ⊗ F ∼

=⇒ F (− ⊗ − ⊗ −); the exact formula of F (3) is irrelevant due to
the coherence theorem for monoidal structures [Eps66]. By universality of iF

(
F (V )

)
we have

a commutative diagram

F (X∨)⊗ F (V )⊗ F (X)

iFX(F (V ))
��

F
(3)

X∨,V,X // F
(
X∨ ⊗ V ⊗X

)
F (iCX(V ))
��

ZFF (V ) =
∫ X∈C

F (X∨)⊗ F (V )⊗ F (X)
∃! ζV

// FZC(V ) = F
(∫ X∈C

X∨ ⊗ V ⊗X
)

(65)

It is easily seen from (54) that the collection of isomorphisms (ζV )V ∈C assembles into a natural
isomorphism ζ : ZF F ⇒ F ZC.

Lemma 3.4. (F, ζ) defined in (65) is a strong morphism of monads ZC → ZF (Def. 2.8).
Hence by Lemma 2.9 we have the functor

F̃ = F̃ζ : ZC-mod→ ZF -mod, (V, r) 7→
(
F (V ), F (r) ◦ ζV

)
, f 7→ F (f). (66)

Proof. Since F : C → D is a right exact functor, Corollary A.2 ensures ζV is an isomorphism
for any V ∈ C. To show the first equality in (22) we compute

ζV ◦ µFF (V ) ◦ i
F,(2)
X,Y (F (V ))

(56)
= ζV ◦ iFX⊗Y (F (V )) ◦

(
F

(2)
Y ∨,X∨ ⊗ idF (V ) ⊗ F (2)

X,Y

)
(65)
= F

(
iCX⊗Y (V )

)
◦ F (3)

Y ∨⊗X∨,V,X⊗Y ◦
(
F

(2)
Y ∨,X∨ ⊗ idF (V ) ⊗ F (2)

X,Y

)
(56)
= F (µC

V ) ◦ F
(
iCY
(
ZC(V )

))
◦ F
(
idY ∨ ⊗ iCX(V )⊗ idY

)
◦ F (3)

Y ∨⊗X∨,V,X⊗Y ◦
(
F

(2)
Y ∨,X∨ ⊗ idF (V ) ⊗ F (2)

X,Y

)
= F (µC

V ) ◦ F
(
iCY
(
ZC(V )

))
◦ F
(
idY ∨ ⊗ iCX(V )⊗ idY

)
◦ F (3)

Y ∨,X∨⊗V⊗X,Y ◦
(
idF (Y ∨) ⊗ F (3)

X∨,V,X ⊗ idF (Y )

)
= F (µC

V ) ◦ F
(
iCY
(
ZC(V )

))
◦ F (3)

Y ∨,ZC(V ),Y ◦
(
idF (Y ∨) ⊗ F

(
iCX(V )

)
⊗ idF (Y )

)
◦
(
idF (Y ∨) ⊗ F (3)

X∨,V,X ⊗ idF (Y )

)
(56)
= F (µC

V ) ◦ ζZC(V ) ◦ iFY
(
FZC(V )

)
◦
(
idF (Y ∨) ⊗

(
ζV ◦ iFX(F (V ))

)
⊗ idF (Y )

)
(54)
= F (µC

V ) ◦ ζZC(V ) ◦ ZF (ζV ) ◦ iFY
(
ZFF (V )

)
◦
(
idF (Y ∨) ⊗ iFX(F (V ))⊗ idF (Y )

)
(55)
= F (µC

V ) ◦ ζZC(V ) ◦ ZF (ζV ) ◦ iF,(2)X,Y (F (V ))

where the unlabelled equalities are respectively derived from the coherence condition for monoidal
structures and from naturality of F (3). The second equality in (22) is readily true.

Now assume that F has a right adjoint R : D → C. The existence of R is automatic if D
is finite as a k-linear category by [DSPS19, Cor. 1.9], which asserts that a right-exact k-linear
functor between finite k-linear categories admits a right adjoint. Since ζ is an isomorphism,
Lemma 2.11 applies and the adjunction F ⊣ R can be lifted to an adjunction F̃ζ ⊣ R̃ between
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the categories of modules over ZC and ZF . Using the isomorphisms ZC-mod ∼= Z(C) and
ZF -mod ∼= Z(F ) explained in §3.2 this can be rephrased as follows

Z(C)

UC

��

F̃⊣ ++
Z(F )

R̃

kk

UF

��
⊣ ⊣

C

FC

HH

F⊣ ** D
R

jj

FF

HH
(67)

Using (59), (66) and (58) one can compute that the functor F̃ in (67) is given on objects by

F̃ (V, ρ) =
(
F (V ), ρF

)
with

ρFX : F (V )⊗ F (X)
F

(2)
V,X−−−→ F (V ⊗X)

F (ρX)−−−→ F (X ⊗ V )
(F

(2)
X,V )−1

−−−−−→ F (X)⊗ F (V )

for all X ∈ C and on morphisms by F̃ (f) = F (f). Although we do not need it in the sequel,

we note that F̃ is monoidal. Indeed if V1 = (V1, ρ1),V2 = (V2, ρ2) ∈ Z(C) then using (32)

it is straightforward to check that F
(2)
V1,V2

∈ HomC
(
F (V1) ⊗ F (V2), F (V1 ⊗ V2)

)
is actually in

HomZ(C)
(
F̃ (V1)⊗ F̃ (V2), F̃ (V1 ⊗ V2)

)
, i.e. it commutes with the half-braidings. Hence we can

define F̃
(2)
V1,V2

= F
(2)
V1,V2

.

Theorem 3.5. Recall the assumptions on C, D and F made in (50) and assume moreover
that F admits a right adjoint R (which is for instance the case when D is finite as k-linear
category). Then with the notations from (67) we have

H•
DY

(
F ; F̃ (V),W

) ∼= H•
DY

(
C;V, R̃(W)

)
.

for all V ∈ Z(C) and W ∈ Z(F ). In particular,

H•
DY(F )

∼= H•
DY

(
C;1, R̃(1)

)
.

Proof. We have

H•
DY

(
F ; F̃ (V),W

) ∼= Ext•Z(F ),D
(
F̃ (V),W

) ∼= Ext•Z(C),C
(
V, R̃(W)

) ∼= H•
DY

(
C;V, R̃(W)

)
. (68)

The first isomorphism uses Theorem 3.3, the second uses (61) and Proposition 2.12 and the
third uses again Theorem 3.3 but now for the identity functor IdC. For the last claim in the
theorem, take V = W = 1 and note that F̃ (1) = 1.

Recall from (41) the space T[θ]

(
Mon(F )/∼

)
which is “tangent” to the equivalence class [θ]

of a monoidal structure θ for F .

Corollary 3.6. 1. Let θ = F (2) be the given monoidal structure of F . Then under the assump-
tions and notations of Theorem 3.5 we have

T[θ]

(
Mon(F )/∼

) ∼= Ext2Z(C),C
(
1, R̃(1)

)
.

2. If 0 → K → P → 1 → 0 is an allowable exact sequence in Z(C) with P relatively projective
then for all n ≥ 2 we have

dimHn
DY(F ) = dimHomZ(C)(K,M)− dimHomZ(C)(P,M) + dimHomZ(C)(1,M)

where M = R̃(1)⊗ (K∨)⊗(n−1).
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Proof. 1. Follows from (47) and Theorem 3.5.
2. Follows from Theorem 3.5 and the dimension formula in [FGS24, Cor. 4.10].

We can describe rather explicitly the functor R̃ : Z(F )→ Z(C).

Proposition 3.7. If (W,λ) ∈ Z(F ) then R̃(W,λ) =
(
R(W ), λR

)
where λRX : R(W ) ⊗ X →

X ⊗ R(W ) is the image of λX : W ⊗ F (X) → F (X) ⊗W through the following sequence of
linear maps for all X ∈ C:

HomD
(
W ⊗ F (X), F (X)⊗W

) ∼−→ HomD
(
F (X∨)⊗W ⊗ F (X),W

)
(duality (49))

(id⊗hW⊗id)∗−−−−−−−→ HomD
(
F (X∨)⊗ FR(W )⊗ F (X),W

)
∼−→ HomD

(
F (X∨ ⊗R(W )⊗X),W

)
(monoidality of F )

∼−→ HomC
(
X∨ ⊗R(W )⊗X,R(W )

)
(adjunction F ⊣ R)

∼−→ HomC
(
R(W )⊗X,X ⊗R(W )

)
(duality in C)

where h : FR⇒ IdD is the counit of F ⊣ R. On morphisms we simply have R̃(f) = R(f).

Proof. Let us first use the categories of modules ZC-mod and ZF -mod, which are isomorphic
to Z(C) and Z(F ). Let (W, r) ∈ ZF -mod; then by Lemma 2.11, R̃(W, r) =

(
R(W ), R(r) ◦ ξW

)
with ξW : ZCR(W ) → RZF (W ) defined in (27). Let e : IdC ⇒ RF and h : FR ⇒ IdD denote
the unit and counit of F ⊣ R. By naturality of e, by definition of ζ in (65) and by definition of
ZF (hW ) in (54), ξW is characterized by the following commutative diagram

X∨ ⊗R(W )⊗X
eX∨⊗R(W )⊗X //

iCX(R(W ))

��

RF
(
X∨ ⊗R(W )⊗X

)
R(F

(3)

X∨,R(W ),X
)−1

��
R
(
F (X∨)⊗ FR(W )⊗ F (X)

)
R(idF (X∨)⊗hW⊗idF (X))

��
ZCR(W )

∃! ξW
// RZF (W ) R

(
F (X∨)⊗W ⊗ F (X)

)
R(iFX(W ))
oo

(69)

Now one can check that the functor Z(F ) (59)−→ ZF -mod
R̃−→ ZC-mod

(58)−→ Z(C) is indeed given
by the announced formula.

To finish, we describe the isomorphism in Theorem 3.5 at the level of the DY cochain
complexes. Recall from (62)–(63) the iterated coend Zn

F (V ) and its universal dinatural trans-

formation i
F,(n)
X1,...,Xn

(V ). Let GC (resp. GF ) be the comonad on Z(C) ∼= ZC-mod (resp. on

Z(F ) ∼= ZF -mod). Write V = (V, ρV ) ∈ Z(C) and W = (W, ρW ) ∈ Z(F ). Note that the

natural isomorphism ζ
(n)
V : Gn

FF (V ) → FGn
C(V ) generally defined in (30) is characterized by

the commutative diagram

F (X∨
n ) . . . F (X

∨
1 )F (V )F (X1) . . . F (X

∨
n )

F
(2n+1)

X∨
n ,...,X∨

1 ,V,X1,...Xn //

i
F,(n)
X1,...,Xn

(F (V ))

��

F
(
X∨
n . . . X

∨
1 V X1 . . . Xn

)
F
(
i
C,(n)
X1,...,Xn

(V )
)
��

Zn
FF (V )

∃! ζ(n)
V

// FZn
C (V )

where on the top row we omit ⊗ and on the bottom row we use that F̃ζG
n
ZC
(V) = FZn

C (V ) and

Gn
ZF
F̃ζ(V) = Zn

FF (V ) as underlying objects in D. Then we can define an isomorphism between
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DY cochain complexes by requiring that the following diagram commutes in all degrees n ≥ 0:

HomZ(C)

(
Gn+1

C (V), R̃(W)
) ∼=

(31)
//

∼=(64)

��

HomZ(F )

(
Gn+1
F F̃ζ(V),W

)
∼=(64)

��

Cn
DY

(
C;V, R̃(W)

) ∃!∼= // Cn
DY

(
F ; F̃ (V),W

)
Explicitly, it is given as follows on the components of the natural transformations:

HomC
(
V ⊗X1 ⊗ . . .⊗Xn, X1 ⊗ . . .⊗Xn ⊗R(W )

)
∼= HomC

(
X∨
n ⊗ . . .⊗X∨

1 ⊗ V ⊗X1 ⊗ . . .⊗Xn, R(W )
)

(duality)

∼= HomD
(
F
(
X∨
n ⊗ . . .⊗X∨

1 ⊗ V ⊗X1 ⊗ . . .⊗Xn

)
,W
)

(adjunction F ⊣ R)
∼= HomD

(
F (X∨

n ⊗ . . .⊗X∨
1 )⊗ F (V )⊗ F (X1)⊗ . . .⊗ F (Xn),W

)
(monoidality of F )

∼= HomD
(
F (V )⊗ F (X1)⊗ . . .⊗ F (Xn), F (X1 ⊗ . . .⊗Xn)⊗W

)
(duality)

where for the second duality transformation we use (49).

4 Tangent space to a braiding

Let C be a monoidal category, which we assume strict for simplicity. Recall that a braiding on
C is a natural isomorphism c =

(
cX,Y : X ⊗ Y ∼−→ Y ⊗X

)
X,Y ∈C which satisfies

cX⊗Y,Z = (cX,Z ⊗ idY ) ◦ (idX ⊗ cY,Z), cX,Y⊗Z = (idY ⊗ cX,Z) ◦ (cX,Y ⊗ idZ) (70)

for all X, Y, Z ∈ C. We denote by Br(C) the set of all braidings on C (not taken up to
equivalence). Note that a braiding automatically satisfies cX,1 = c1,X = idX .

Now assume that C is k-linear and that ⊗ is k-bilinear on morphisms, where k is a field.
For c ∈ Br(C) there is a space of “tangent vectors” to c:

Definition 4.1. An infinitesimal braiding tangent to c is a natural transformation t =
(
tX,Y :

X ⊗ Y → Y ⊗X
)
X,Y ∈C such that for all X, Y, Z ∈ C we have

tX⊗Y,Z = (cX,Z ⊗ idY ) ◦ (idX ⊗ tY,Z) + (tX,Z ⊗ idY ) ◦ (idX ⊗ cY,Z)
tX,Y⊗Z = (idY ⊗ cX,Z) ◦ (tX,Y ⊗ idZ) + (idY ⊗ tX,Z) ◦ (cX,Y ⊗ idZ).

We denote by TcBr(C) the k-vector space of infinitesimal braidings tangent to c.

As the name and notation suggests, this definition is obtained as follows: t is an infinitesimal
braiding on C tangent to c if and only if c+ ϵt is a braiding on Cϵ, where Cϵ = C ⊗k k[ϵ]/(ϵ2) is
defined in §3.1.

Remark 4.2. 1. The name “infinitesimal braiding” is already used in the context of deformation
of symmetric monoidal categories, in relation with Vassiliev invariants [Car93, §4], [Kas95, Def.
XX.4.1]. If c is a symmetric braiding on C and

(
hX,Y ∈ EndC(X ⊗ Y )

)
X,Y ∈C is an infinitesimal

braiding in the sense of [Car93, §4], then
(
cX,Y ◦hX,Y

)
X,Y ∈C satisfies Definition 4.1. The converse

is not true in general because the property cX,Y ◦ hX,Y = hY,X ◦ cX,Y required in [Car93, §4] is
not implied by our definition.
2. A slight variation of Definition 4.1 appears in [ABSW24, Def. 1.1] under the name pre-Cartier
braidings:

(
hX,Y ∈ EndC(X⊗Y )

)
X,Y ∈C is a pre-Cartier braiding if and only if

(
cX,Y ◦hX,Y

)
X,Y ∈C

is an infinitesimal braiding in our sense.
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Our first goal and the topic of §4.1 and §4.2 is to explain the relation between TcBr(C) and
the DY cohomology of the monoidal product ⊗ : C×C → C endowed with a monoidal structure
coming from the braiding c. This is based on work by Joyal and Street [JS93] who established
a bijection between braidings and so-called multiplications on a monoidal category. Yetter
already realized in [Yet98, Th. 3.9] that deformations of multiplications yield deformations of
braidings but did not describe how the space of infinitesimal deformations of a given braiding
fits into the DY cohomology of the corresponding multiplication, as we do in Corollary 4.15.
Let us mention that categories with several multiplications are explored in [BFSV03].

The second goal, achieved in §4.3, is to apply our general adjunction theorem for DY
cohomology (Thm. 3.5) to the functor F = ⊗ : C⊠C → C endowed with the monoidal structure
induced by a braiding. We first compute the corresponding coefficient in Theorem 4.18 and this
gives us a formula for the dimension of TcBr(C) in terms of Ext2Z(C)⊠Z(C),C⊠C, see Corollary 4.22,
which is computable from a relatively projective resolution of 1 ∈ Z(C). In §4.4, we furthermore
apply a Künneth formula to rewrite this dimension formula in terms of the ‘standard’ adjunction
between Z(C) and C, i.e. involving only relative ExtnZ(C),C at n = 1, 2, into what we call the end
formula of the tangent space to a braiding, see Corollary 4.25.

4.1 Multiplications and braidings

In this section we define the notion of a weak-unital multiplication on a monoidal category. This
is a slight generalization of the concept of multiplication on a monoidal category introduced by
Joyal and Street [JS93, §5]. We then explain what the correspondence between multiplications
and braidings obtained in [JS93, Prop. 5.3] becomes for weak-unital multiplications. The point
of introducing weak-unital multiplications is that a DY deformation of a multiplication yields
only a weak-unital multiplication on Cϵ = C ⊗k k[ϵ]/(ϵ2), as we will see in the next section
(Remark 4.10).

Let C = (C,⊗,1) be a monoidal category, assumed to be strict for simplicity. Then C × C
is a monoidal category, with product (X1, Y1)⊗ (X2, Y2) = (X1 ⊗X2, Y1 ⊗ Y2) and unit object
(1,1).

Definition 4.3. 1. A weak-unital multiplication on C is a monoidal functor Φ : C × C → C
such that Φ(−,1) = Φ(1,−) = IdC as functors (but not necessarily as monoidal functors).
2. A multiplication on C is a monoidal functor Φ : C×C → C such that Φ(−,1) = Φ(1,−) = IdC
as monoidal functors [JS93, §5], meaning that their monoidal structures are equal.4

By definition a weak-unital multiplication Φ comes with a monoidal structure Φ(2), which is a
natural isomorphism

Φ
(2)
(X1,Y1),(X2,Y2)

: Φ(X1, Y1)⊗ Φ(X2, Y2)
∼−→ Φ(X1 ⊗X2, Y1 ⊗ Y2)

for all (Xi, Yi) ∈ C × C such that

Φ
(2)
(X1⊗X2,Y1⊗Y2),(X3,Y3)

◦
(
Φ

(2)
(X1,Y1),(X2,Y2)

⊗ idX3⊗Y3
)

= Φ
(2)
(X1,Y1),(X2⊗X3,Y2⊗Y3) ◦

(
idX1⊗Y1 ⊗ Φ

(2)
(X2,Y2),(X3,Y3)

) ∀ (Xi, Yi) ∈ C × C (71)

and5

Φ
(2)
(1,1),(X,Y ) = Φ

(2)
(X,Y ),(1,1) = idX⊗Y . (72)

4Actually Joyal and Street use monoidal natural isomorphisms instead of equalities in these conditions, but
this is not the important point. Here we use equalities simply to have shorter formulas.

5Recall from §3.1 that for simplicity we consider monoidal functors which satisfy F (1) = 1. Hence here
we assume that Φ(1,1) = 1 and (72) makes sense. This is enough for our purposes because very soon Φ will
become ⊗ as a functor. In full generality a given isomorphism Φ(0) : Φ(1,1)→ 1 has to be used.

28



Since the monoidal structures of Φ(−,1) and Φ(1,−) are given by Φ(−,1)(2)X1,X2
= Φ

(2)
(X1,1),(X2,1)

and Φ(1,−)(2)Y1,Y2 = Φ
(2)
(1,Y1),(1,Y2)

, we see that a multiplication is a weak-unital multiplication
which moreover satisfies the following unitality condition:

Φ
(2)
(X1,1),(X2,1)

= idX1⊗X2 and Φ
(2)
(1,Y1),(1,Y2)

= idY1⊗Y2 . (73)

Proposition 4.4. Let Φ be a weak-unital multiplication on C. We have a natural isomorphism
γ : ⊗ ⇒ Φ given by

γ(X,Y ) : X ⊗ Y = Φ(X,1)⊗ Φ(1, Y )
Φ

(2)
(X,1),(1,Y )−−−−−−→ Φ(X, Y ).

Let

ϕ(X1,Y1),(X2,Y2) : X1 ⊗ Y1 ⊗X2 ⊗ Y2
γ(X1,Y1)

⊗γ(X2,Y2)−−−−−−−−−−→ Φ(X1, Y1)⊗ Φ(X2, Y2)

Φ
(2)
(X1,Y1),(X2,Y2)−−−−−−−−−→ Φ(X1 ⊗X2, Y1 ⊗ Y2)

γ−1
(X1⊗X2,Y1⊗Y2)−−−−−−−−−→ X1 ⊗X2 ⊗ Y1 ⊗ Y2.

Then ϕ is a monoidal structure for ⊗ and γ is a monoidal natural isomorphism (⊗, ϕ) ⇒ Φ.
Moreover Φ is a multiplication if and only if (⊗, ϕ) is a multiplication.

Proof. This actually follows from a general easy fact: assume that we have a monoidal functor
(F, θ) : X → Y , any functor G : X → Y and a natural isomorphism γ : G ⇒ F . Then G
inherits a monoidal structure given by

G(X)⊗G(X ′)
γX⊗γX′−−−−→ F (X)⊗ F (X ′)

θX,X′
−−−→ F (X ⊗X ′)

γ−1
X⊗X′
−−−−→ G(X ⊗X ′)

and γ becomes a monoidal natural isomorphism. For the last claim, note that

ϕ(X1,1),(X2,1) = Φ
(2)
(X1,1),(X2,1)

and ϕ(1,Y1),(1,Y2) = Φ
(2)
(1,Y1),(1,Y2)

because γ(X,1) = idX and γ(1,Y ) = idY .

Hence we can restrict ourselves to weak-unital multiplications for which the underlying functor
is ⊗. In this case a weak-unital multiplication is just a monoidal structure for ⊗, i.e. a natural
isomorphism

ϕ(X1,Y1),(Y1,Y2) : X1 ⊗ Y1 ⊗X2 ⊗ Y2 → X1 ⊗X2 ⊗ Y1 ⊗ Y2
which satisfies (71) and (72). Similarly, with this point of view, a multiplication is just a
monoidal structure of ⊗ which satisfies (73).

Definition 4.5. We denote by Mon(⊗) the set of monoidal structures on ⊗. We say that an
element in Mon(⊗) is unital if it satisfies the unitality condition (73) and denote by UMon(⊗)
the subset of such elements.

Let us now see more precisely how UMon(⊗) fits into Mon(⊗). We write Mon(IdC) for
the group of monoidal structures on the identity functor; its elements are natural isomorphisms
αX1,X2 : X1⊗X2 → X1⊗X2 such that αX1⊗X2,X3 ◦(αX1,X2⊗ idX3) = αX1,X2⊗X3 ◦(idX1⊗αX2,X3).

Lemma 4.6. 1. For ϕ ∈ Mon(⊗) let

p1(ϕ)X1,X2 = ϕ(X1,1),(X2,1), p2(ϕ)Y1,Y2 = ϕ(1,Y1),(1,Y2). (74)
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Then p1(ϕ) ∈ Mon(IdC) and p2(ϕ) ∈ Mon(IdC).
2. For α, β ∈ Mon(IdC) and ϕ ∈ Mon(⊗) let (α ⊗ β) ◦ ϕ be the natural transformations whose
components

(
(α⊗ β) ◦ ϕ

)
(X1,Y1),(X2,Y2)

are given by the following composition:

X1 ⊗ Y1 ⊗X2 ⊗ Y2
ϕ(X1,Y1),(X2,Y2)−−−−−−−−−→ X1 ⊗X2 ⊗ Y1 ⊗ Y2

αX1,X2
⊗βY1,Y2−−−−−−−−−→ X1 ⊗X2 ⊗ Y1 ⊗ Y2.

Then (α⊗ β) ◦ ϕ ∈ Mon(⊗).

Proof. Straightforward computations.

With the notations of Lemma 4.6, UMon(⊗) =
{
ϕ ∈ Mon(⊗)

∣∣ p1(ϕ) = p2(ϕ) = id
}
. Also note

that p1
(
(α⊗ β) ◦ ϕ

)
= α ◦ p1(ϕ) and p2

(
(α⊗ β) ◦ ϕ

)
= β ◦ p2(ϕ). As a result there is a map

P : Mon(⊗)→ UMon(⊗), ϕ 7→
(
p1(ϕ)

−1 ⊗ p2(ϕ)−1
)
◦ ϕ (75)

which satisfies P ◦ P = P and UMon(⊗) =
{
ϕ ∈ Mon(⊗)

∣∣P(ϕ) = ϕ
}
. Moreover there is a

bijection
F : Mon(⊗) → Mon(IdC)

×2 × UMon(⊗)
ϕ 7→

(
p1(ϕ), p2(ϕ),P(ϕ)

) (76)

whose inverse is
F−1(α, β, ψ) = (α⊗ β) ◦ ψ. (77)

Recall from §3.1 the equivalence relation ∼ on Mon(F ) and the description of equivalence
classes of ∼. In particular for F = ⊗ and F = IdC we have the quotient spaces Mon(⊗)/∼ and
Mon(IdC)/∼. Let us say that a natural isomorphism u : ⊗ ⇒ ⊗ is unital if

∀X ∈ C, u(X,1) = u(1,X) = idX .

For ϕ, ϕ′ ∈ UMon(⊗) we declare that ϕ ∼U ϕ
′ if there exists a unital monoidal natural isomor-

phism u : (⊗, ϕ)⇒ (⊗, ϕ′). This defines an equivalence relation on UMon(⊗).

Lemma 4.7. The map F defined in (76) descends to a bijection

F : Mon(⊗)/∼ →
(
Mon(IdC)/∼

)×2 × UMon(⊗)/∼U.

Proof. Let ϕ, ω ∈ Mon(⊗) be such that ϕ ∼ ω. Then there is a monoidal natural isomorphism
m : (⊗, ϕ)⇒ (⊗, ω). Define natural isomorphisms

p′1(m), p′2(m) : IdC ⇒ IdC, p′1(m)X = m(X,1), p′2(m)X = m(1,X). (78)

It is easily seen that they are monoidal natural isomorphisms p′i(m) :
(
IdC, pi(ϕ)

)
⇒
(
IdC, pi(ω)

)
and hence pi(ϕ) ∼ pi(ω) for i = 1, 2. Next define a natural isomorphism

P ′(m) : ⊗ ⇒ ⊗, P ′(m)(X,Y ) =
(
p′1(m)−1

X ⊗ p
′
2(m)−1

Y

)
◦m(X,Y ). (79)

A straightforward computation reveals that it is a monoidal natural isomorphism P ′(m) :(
⊗,P(ϕ)

)
⇒
(
⊗,P(ω)

)
. Moreover it is clearly unital and thus P(ϕ) ∼U P(ω). This shows

that the map F : [ϕ] 7→
(
[p1(ϕ)], [p2(ϕ)], [P(ϕ)]U

)
is well-defined.

Conversely, let (α, β, ϕ), (α′, β′, ϕ′) ∈ Mon(IdC)
×2 ×UMon(⊗) and assume that α ∼ α′, β ∼ β′,

ϕ ∼U ϕ
′. Then there exist monoidal natural isomorphisms r : (IdC, α)⇒ (IdC, α

′), s : (IdC, β)⇒
(IdC, β

′) and a unital monoidal natural isomorphism u : (⊗, ϕ)⇒ (⊗, ϕ′). Consider the natural
isomorphism

(r ⊗ s) ◦ u : ⊗ ⇒ ⊗,
[
(r ⊗ s) ◦ u

]
(X,Y )

= (rX ⊗ sY ) ◦ u(X,Y ).

A straightforward computation reveals that (r ⊗ s) ◦ u is a monoidal natural isomorphism(
⊗, (α ⊗ β) ◦ ϕ

)
⇒
(
⊗, (α′ ⊗ β′) ◦ ϕ′), which means that F−1(α, β, ϕ) ∼ F−1(α′, β′, ϕ′). As a

result the map F−1 :
(
[α], [β], [ϕ]U

)
7→
[
F−1(α, β, ϕ)

]
is well-defined and is inverse to F .
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For ϕ ∈ Mon(⊗) let

B(ϕ)X,Y : X ⊗ Y
ϕ(1,X),(Y,1)−−−−−−→ Y ⊗X

ϕ−1
(Y,1),(1,X)−−−−−−→ Y ⊗X (80)

for all X, Y ∈ C. This defines a natural isomorphism B(ϕ).

Proposition 4.8. [JS93, §5]
1. For all ϕ ∈ Mon(⊗), B(ϕ) is a braiding on C. Moreover if ϕ ∼ ϕ′ then B(ϕ) = B(ϕ′).
2. Conversely let c be a braiding on C and id⊗c⊗id be the natural isomorphism with components

(id⊗ c⊗ id)(X1,Y1),(X2,Y2) = idX1 ⊗ cY1,X2 ⊗ idY2 : X1⊗ Y1⊗X2⊗ Y2 → X1⊗X2⊗ Y1⊗ Y2. (81)

Then id⊗ c⊗ id ∈ UMon(⊗).
3. For all ϕ ∈ UMon(⊗) we have ϕ ∼U id⊗B(ϕ)⊗ id.
4. As a result there is a bijection

UMon(⊗)/∼U → Br(C), [ϕ]U 7→ B(ϕ).

(where [ ]U means the equivalence class with respect to ∼U) whose inverse is

Br(C)→ UMon(⊗)/∼U, c 7→ [id⊗ c⊗ id]U

Proof. The details of the computations are not given in [JS93]. We thus provide a detailed
proof for the convenience of the reader.
1. Let us check the first axiom of a braiding recalled in (70). We use the usual diagrammatic
calculus for strict monoidal categories, reading diagrams from bottom to top:

Z

B(ϕ)X⊗Y,Z

X Y Z

X Y

Z

B(ϕ)X⊗Y,Z

X Z

ϕ(1,X),(1,Y )

ϕ−1
(1,X),(1,Y )

Y

X Y

Z

X Z

ϕ(1,X),(1,Y )

ϕ−1
(1,X),(1,Y )

Y

X Y

ϕ−1
(Z,1),(1,X⊗Y )

ϕ(1,X⊗Y ),(Z,1)

Y

YX

ϕ(1,Y ),(Z,1)

ϕ−1
(Z,1),(1,X)

Z

Z X

ϕ(1,X),(Z,1)

ϕ−1
(Z,1),(1,Y )

= = =

Y

YX

ϕ(1,Y ),(Z,1)

ϕ−1
(Z,1),(1,X)

Z

Z X

ϕ−1
(Z,X),(1,Y )

ϕ(1,X),(Z,Y )

=

X Y

X Y

X Y

X Y

Z Y

ZZ X Y Z X Y

Z X

Z Y

XZ

The first equality is by naturality of B(ϕ), the second equality is the definition of B(ϕ), the
third equality uses (71) two times (once for the two lower coupons and once for the two upper
coupons) and the fourth equality also uses (71) with (X1, Y1) = (1, X), (X2, Y2) = (Z,1),
(X3, Y3) = (1, Y ) applied to the two middle coupons. Finally the last term is equal to (B(ϕ)X,Z⊗
idY )◦ (idX⊗B(ϕ)Y,Z) as desired. The other axiom of a braiding is shown similarly. The second
claim is obtained by a straightforward computation.
2. It is an easy computation to check that id ⊗ c ⊗ id ∈ Mon(⊗) using (70). Moreover the
axioms of a braiding imply c1,X = cX,1 = idX , hence id⊗ c⊗ id ∈ UMon(⊗).
3. Define u(X,Y ) = ϕ(X,1),(1,Y ) : X ⊗ Y → X ⊗ Y . Then u ∈ UAut(⊗). Note from (71) and the
unitality condition (73) that

u(X,Y1⊗Y2) = ϕ(X,Y1),(1,Y2) ◦
(
u(X,Y1) ⊗ idY2

)
, (82)

u(X1⊗X2,Y ) = ϕ(X1,1),(X2,Y ) ◦
(
idX1 ⊗ u(X2,Y )

)
. (83)
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We have

u(X1⊗X2,Y1⊗Y2) ◦
(
idX1 ⊗B(ϕ)Y1,X2 ⊗ idY2

)
(82),(80)
= ϕ(X1⊗X2,Y1),(1,Y2) ◦

(
u(X1⊗X2,Y1) ⊗ idY2

)
◦
(
idX1 ⊗ u−1

(X2,Y1)
⊗ idY2

)
◦
(
idX1 ⊗ ϕ(1,Y1),(X2,1) ⊗ idY2

)
(83)
= ϕ(X1⊗X2,Y1),(1,Y2) ◦

(
ϕ(X1,1),(X2,Y1) ⊗ idY2

)
◦
(
idX1 ⊗ ϕ(1,Y1),(X2,1) ⊗ idY2

)
(71)
= ϕ(X1⊗X2,Y1),(1,Y2) ◦

(
ϕ(X1,Y1),(X2,1) ⊗ idY2

)
◦
(
u(X1,Y1) ⊗ idX2⊗Y2

)
(71)
= ϕ(X1,Y1),(X2,Y2) ◦

(
u(X1,Y1) ⊗ u(X2,Y2)

)
Hence u is a monoidal isomorphism (⊗, id⊗B(ϕ)⊗ id)⇒ (⊗, ϕ).
4. It is readily seen that the composition Br(C) → UMon(⊗)/∼U → Br(C) is the identity.
Conversely the composition UMon(⊗)/∼U → Br(C) → UMon(⊗)/∼U is given by [ϕ]U 7→
[id⊗B(ϕ)⊗ id]U, which is the identity by the previous item.

Note that in item 1 of Proposition 4.8 we simply assumed ϕ ∈ Mon(⊗), i.e. ϕ is not assumed
to be unital. Hence the following result makes sense:

Corollary 4.9. There is a bijection Mon(⊗)/∼ →
(
Mon(IdC)/∼

)×2 × Br(C) given by

[ϕ] 7→
(
[p1(ϕ)], [p2(ϕ)], B(ϕ)

)
where p1, p2 are defined in Lemma 4.6. Its inverse is

(
[α], [β], c

)
7→
[
(α⊗ β) ◦ (id⊗ c⊗ id)

]
.

Proof. Combining Lemma 4.7 with item 4 in Proposition 4.8, we know that the map [ϕ] 7→(
[p1(ϕ)], [p2(ϕ)], B(P(ϕ))

)
is a bijection Mon(⊗)/∼ →

(
Mon(IdC)/∼

)×2 × Br(C). But it is
easily seen that B(P(ϕ)) = B(ϕ).

In particular any ϕ ∈ Mon(⊗) is equivalent to (p1(ϕ)⊗ p2(ϕ)) ◦ (id⊗B(ϕ)⊗ id), which is a sort
of canonical decomposition.

4.2 DY cohomology of multiplications and tangent braidings

The goal of this subsection is to establish the infinitesimal counterpart of the results in §4.1
and to build the bridge to the DY cohomology of the tensor product functor ⊗ equipped
with a monoidal structure. We assume that the monoidal category C is k-linear (where k is
a field) and that its monoidal product ⊗ is k-bilinear on morphisms. We will make heavy
use of the notations and definitions from §3.1 and in particular of the monoidal category Cϵ =
C ⊗k k[ϵ]/(ϵ2) defined in (36)–(37). Recall that ⊗ϵ denotes the monoidal product of Cϵ. Also
note that a + ϵb is an isomorphism in Cϵ if and only if a is an isomorphism in C and then
(a+ ϵb)−1 = a−1 − ϵ(a−1 ◦ b ◦ a−1).

Recall the sets Mon(⊗) and UMon(⊗) from Definition 4.5. If ϕ ∈ Mon(⊗) and f is a natural
transformation with components f(X1,Y1),(X2,Y2) : X1 ⊗ Y1 ⊗X2 ⊗ Y2 → X1 ⊗X2 ⊗ Y1 ⊗ Y2 we
denote by ϕ+ϵf the natural isomorphism in Cϵ with components ϕ(X1,Y1),(X2,Y2)+ϵf(X1,Y1),(X2,Y2).
Then by item 1 in Lemma 3.1

ϕ+ ϵf ∈ Mon(⊗ϵ) ⇐⇒ f ∈ TϕMon(⊗).

When ϕ ∈ UMon(⊗) ⊂ Mon(⊗) there is a relevant subspace:

TϕUMon(⊗) =
{
f ∈ TϕMon(⊗)

∣∣ ∀X, Y ∈ C, f(X,1),(Y,1) = f(1,X),(1,Y ) = 0
}
.
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It is clear from (73) that

ϕ+ ϵf ∈ UMon(⊗ϵ) ⇐⇒ f ∈ TϕUMon(⊗).

Recall from (74) the maps p1, p2 : Mon(⊗)→ Mon(IdC). For the category Cϵ, these are maps
p1, p2 : Mon(⊗ϵ)→ Mon(IdCϵ) which we can write under the form pi(ϕ+ϵf) = pi(ϕ)+ϵTϕpi(f)
with

∀X, Y ∈ C, Tϕp1(f)X,Y = f(X,1),(Y,1), Tϕp2(f)X,Y = f(1,X),(1,Y )

for i = 1, 2. We have pi(ϕ) + ϵTϕpi(f) ∈ Mon(IdCϵ), which is equivalent to Tϕpi(f) ∈
Tpi(ϕ)Mon(IdC). In this way we get linear maps Tϕpi : TϕMon(⊗) → Tpi(ϕ)Mon(IdC) which
are the infinitesimal versions of p1 and p2 at the point ϕ. Similarly the projection map
P : Mon(⊗ϵ)→ UMon(⊗ϵ) defined as in (75) can be written as P(ϕ + ϵf) = P(ϕ) + ϵTϕP(f)
with

TϕP(f) =
(
p1(ϕ)

−1 ⊗ p2(ϕ)−1
)
◦ f −

[(
p1(ϕ)

−1 ◦Tϕp1(f) ◦ p1(ϕ)−1
)
⊗ p2(ϕ)−1

]
◦ ϕ

−
[
p1(ϕ)

−1 ⊗
(
p2(ϕ)

−1 ◦Tϕp2(f) ◦ p2(ϕ)−1
)]
◦ ϕ

(84)

and we get a linear projection TϕP : TϕMon(⊗) → TP(ϕ)UMon(⊗) which is the infinitesimal
version of P at the point ϕ. Now by applying (76) to the category Cϵ we obtain a linear
isomorphism

TϕF : TϕMon(⊗) → Tp1(ϕ)Mon(IdC)⊕Tp2(ϕ)Mon(IdC)⊕TP(ϕ)UMon(⊗)
f 7→

(
Tϕp1(f),Tϕp2(f),TϕP(f)

) (85)

To compute its inverse write F−1
(
p1(ϕ) + ϵa, p2(ϕ) + ϵb,P(ϕ) + ϵg

)
= ϕ+ ϵTF(ϕ)(F−1)(a, b, g)

and note that TF(ϕ)(F−1) = (TϕF)−1. Hence by (77) we find

(TϕF)−1(a, b, g) =
(
p1(ϕ)⊗ p2(ϕ)

)
◦ g +

(
p1(ϕ)⊗ b

)
◦ P(ϕ) +

(
a⊗ p2(ϕ)

)
◦ P(ϕ).

Remark 4.10. If ϕ ∈ UMon(⊗) then p1(ϕ) = p2(ϕ) = e with eX,Y = idX⊗Y and P(ϕ) = ϕ. As a
resultTϕMon(⊗) ∼= TeMon(IdC)

⊕2⊕TϕUMon(⊗) andTϕP is the projection ontoTϕUMon(⊗).
In general, if (⊗, ϕ) is a multiplication on C and f ∈ TϕMon(⊗) then (⊗ϵ, ϕ + ϵf) is just a
weak-unital multiplication on Cϵ; it is a multiplication if and only if TϕP(f) = f . Briefly: the
deformation of a multiplication on C is in general just a weak-unital multiplication on Cϵ.

In order to obtain the tangent version of Lemma 4.7, recall from (41) that by definition

T[ϕ]

(
Mon(⊗)/∼

)
=
(
TϕMon(⊗)

)
/≡ϕ, T[α]

(
Mon(IdC)/∼

)
=
(
TαMon(IdC)

)
/≡α

for any ϕ ∈ Mon(⊗) and α ∈ Mon(IdC), where ≡ is defined in general in (42). By (47), these
spaces are isomorphic to the DY cohomology spaces H2

DY(⊗, ϕ) and H2
DY(IdC, α), respectively.

Since ⊗ and IdC are k-linear in each variable, it will be convenient to use the other definition
of ≡ given in item 2 of Lemma 3.1. Also recall the equivalence relation ∼U on UMon(⊗)
introduced before Lemma 4.7. For ω ∈ UMon(⊗) we define

T[ω]U

(
UMon(⊗)/∼U

)
=
(
TωUMon(⊗)

)
/≡U

ω (86)

where [ω]U is the equivalence class of ω for ∼U and we declare that f ≡U
ω g if there exists

v ∈ Nat(⊗,⊗) such that id⊗+ ϵv : ⊗ϵ ⇒ ⊗ϵ is a monoidal natural isomorphism (⊗ϵ, ω+ ϵf)⇒
(⊗ϵ, ω + ϵg) in Cϵ which is unital, i.e. v(1,X) = v(X,1) = 0 for all X ∈ C.

Lemma 4.11. The linear map (85) descends to an isomorphism

T[ϕ]

(
Mon(⊗)/∼

) ∼= T[p1(ϕ)]

(
Mon(IdC)/∼

)
⊕T[p2(ϕ)]

(
Mon(IdC)/∼

)
⊕T[P(ϕ)]U

(
UMon(⊗)/∼U

)
which can be rewritten as

H2
DY(⊗, ϕ) ∼= H2

DY(C)⊕H2
DY(C)⊕T[P(ϕ)]U

(
UMon(⊗)/∼U

)
. (87)
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Proof. The first isomorphism follows immediately by applying the proof of Lemma 4.7 to the
category Cϵ and looking at tangent spaces. Here are some details for convenience. Let f, g ∈
TϕMon(⊗) be such that f ≡ϕ g. Due to item 2 of Lemma 3.1 there is a monoidal natural
isomorphism id⊗ + ϵv : (⊗ϵ, ϕ + ϵf) ⇒ (⊗ϵ, ϕ + ϵg) in Cϵ. Using the maps p′i from (78) we get
monoidal natural isomorphisms p′i(id⊗+ϵv) :

(
IdCϵ , pi(ϕ)+ϵTϕpi(f)

)
⇒
(
IdCϵ , pi(ϕ)+ϵTϕpi(g)

)
,

and hence Tϕpi(f) ≡ϕ Tϕpi(g) for i = 1, 2 again due to item 2 of Lemma 3.1. Although we do
not need them, the explicit expressions are of course

∀X ∈ C, p′1(id⊗ + ϵv)X = idX + ϵv(X,1), p′2(id⊗ + ϵv)X = idX + ϵv(1,X).

Similarly, using the map P ′ from (79) we get a unital monoidal natural isomorphism

P ′(id⊗ + ϵv) :
(
⊗ϵ,P(ϕ) + ϵTϕP(f)

)
⇒
(
⊗ϵ,P(ϕ) + ϵTϕP(g)

)
and hence TϕP(f) ≡U

P(ϕ) TϕP(g). Although we do not need it, here is its explicit expression:

∀X, Y ∈ C, P ′(id⊗ + ϵv)(X,Y ) = idX⊗Y + ϵ
(
v(X,Y ) − v(X,1) ⊗ idY − idX ⊗ v(1,Y )

)
.

It follows that TϕF from (85) descends to a linear map

TϕF : [f ]ϕ 7→
(
[Tϕp1(f)]p1(ϕ), [Tϕp2(f)]p2(ϕ), [TϕP(f)]UP(ϕ)

)
where [ ]ϕ (resp. [ ]pi(ϕ)) denotes the equivalence classes for ≡ϕ (resp. ≡pi(ϕ)) and [ ]UP(ϕ)

is the equivalence class for the relation ≡U
P(ϕ) on the subspace TP(ϕ)UMon(⊗). Its inverse is

constructed similarly from (TϕF)−1. This proves the first isomorphism.
To prove (87), note first that for all α ∈ Mon(IdC) we have an isomorphism of cochain spaces

∀n ≥ 0, Cn
DY(IdC, α)

∼→ Cn
DY(IdC, e), f 7→ (α(n))−1 ◦ f (88)

where α(n) =
(
α
(n)
X1,...,Xn

∈ AutC(X1⊗ . . .⊗Xn)
)
Xi∈C

is the iterated monoidal structure as in (33)

with in particular α(2) = α and e is the trivial monoidal structure given by eX1,X2 = idX1⊗X2 .
It is left to the reader to check that (88) commutes with the DY coface maps. Combining (88)
with (47) we get

T[α]

(
Mon(IdC)/∼

) ∼= H2
DY(F, α)

∼−→ H2
DY(IdC, e) = H2

DY(C).

Now (87) follows from the first claim of the lemma by taking α = p1(ϕ) and α = p2(ϕ).

Remark 4.12. For n = 2, the isomorphism (88) can be deduced from the fact Mon(IdC) has
the structure of a group if we define the composition by (α ◦ β)X,Y = αX,Y ◦ βX,Y . Hence for
any α ∈ Mon(IdC) there is a bijection Lα : Mon(IdC)

∼→ Mon(IdC) given by Lα(β) = α ◦ β.
Moreover it is easily seen that if β ∼ β′ then Lα(β) ∼ Lα(β

′) and thus Lα descends to a
bijection Mon(IdC)/∼ → Mon(IdC)/∼. Taking infinitesimal versions in Cϵ at the point e we
deduce that TeMon(IdC) ∼= TαMon(IdC) and T[e]

(
Mon(IdC)/∼

) ∼= T[α]

(
Mon(IdC)/∼

)
.

By (80) and Proposition 4.8 we have a map B : Mon(⊗)→ Br(C). In the category Cϵ, write
as usual B(ϕ + ϵf) = B(ϕ) + ϵTϕB(f). Then B(ϕ) + ϵTϕB(f) ∈ Br(Cϵ), which is equivalent
to TϕB(f) ∈ TB(ϕ)Br(C). As a result there is a linear map TϕB : TϕMon(⊗) → TB(ϕ)Br(C)
given by

∀X, Y ∈ C, TϕB(f)X,Y = ϕ−1
(Y,1),(1,X) ◦

(
f(1,X),(Y,1) − f(Y,1),(1,X) ◦B(ϕ)X,Y

)
. (89)
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Lemma 4.13. 1. Let ϕ ∈ Mon(⊗) and f, g ∈ TϕMon(⊗). If f ≡ϕ g then TϕB(f) = TϕB(g).
2. Let c ∈ Br(C). For t ∈ TcBr(C) let id⊗ t⊗ id be the natural isomorphism with components
(id⊗ t⊗ id)(X1,Y1),(X2,Y2) = idX1 ⊗ tY1,X2 ⊗ idY2. Then id⊗ t⊗ id ∈ Tid⊗c⊗idMon(⊗).
3. Let c ∈ Br(C) and take ϕ = id⊗ c⊗ id ∈ UMon(⊗). Then for all f ∈ TϕUMon(⊗) we have
id⊗TϕB(f)⊗ id ≡U

ϕ f .
4. As a result if ϕ ∈ UMon(⊗) there is an isomorphism of vector spaces

T[ϕ]U

(
UMon(⊗)/∼U

)
→ TB(ϕ)Br(C), [f ]Uϕ 7→ TϕB(f) (90)

where [ ]Uϕ is the equivalence class for the relation ≡U
ϕ from (86) and TϕB(f) is defined in (89).

Proof. 1. If f ≡ϕ g then ϕ + ϵf ∼ ϕ + ϵg in Mon(⊗ϵ). Hence by item 1 in Proposition 4.8 we
have B(ϕ+ ϵf) = B(ϕ+ ϵg), which by definition implies B(ϕ) + ϵTϕB(f) = B(ϕ) + ϵTϕB(g).
2. By item 2 in Proposition 4.8 there is a map M : Br(C) → Mon(⊗) given by M(c) =
id⊗ c⊗ id. The result follows by applying this map to the category Cϵ. Namely, if t ∈ TcBr(C)
then c + ϵt ∈ Br(Cϵ). Hence M(c + ϵt) = id ⊗ c ⊗ id + ϵ id ⊗ t ⊗ id ∈ Mon(⊗ϵ) and then
id⊗ t⊗ id ∈ Tid⊗c⊗idMon(⊗).
3. A preliminary remark is in order about our assumption on ϕ: for an arbitrary choice
of ϕ ∈ UMon(⊗) the statement would not make sense because id ⊗ TϕB(f) ⊗ id belongs to
Tid⊗B(ϕ)⊗idUMon(⊗) instead of TϕUMon(⊗). But for ϕ = id⊗c⊗ id it holds B(ϕ) = c and thus
the statement makes sense. Now let us prove it. By assumption, ϕ+ϵf and ϕ+ϵ id⊗TϕB(f)⊗id
belong to UMon(⊗ϵ). Thus by the proof of item 3 in Proposition 4.8 applied to Cϵ we know
that the natural transformation

u(X,Y ) = (ϕ+ ϵf)(X,1),(1,Y ) = idX⊗Y + ϵf(X,1),(1,Y ) : X ⊗ Y → X ⊗ Y

(where we used that ϕ(X,1),(1,Y ) = idX⊗Y due to the particular form of ϕ) is a unital monoidal
natural isomorphism

(
⊗ϵ, ϕ+ϵ id⊗TϕB(f)⊗ id

)
⇒
(
⊗ϵ, ϕ+ϵf

)
. Hence id⊗TϕB(f)⊗ id ≡U

ϕ f
by definition (see below (86)).
4. By item 3 in Proposition 4.8 we have [ϕ]U = [id ⊗ B(ϕ) ⊗ id]U. Hence the spaces
T[ϕ]U

(
UMon(⊗)/∼U

)
and T[id⊗B(ϕ)⊗id]U

(
UMon(⊗)/∼U

)
are canonically isomorphic by the same

argument as in (43). Thus without loss of generality we can assume that ϕ = id⊗c⊗id for some
c ∈ Br(C). In this case item 3 shows that the inverse to (90) is given by t 7→ [id⊗ t⊗ id]Uϕ .

Combining Lemmas 4.11 and 4.13 we obtain:

Theorem 4.14. For all ϕ ∈ Mon(⊗) there is an isomorphism of vector spaces

H2
DY(⊗, ϕ)

∼−→ H2
DY(C)⊕H2

DY(C)⊕TB(ϕ)Br(C)
[f ] 7−→

(
[af ], [bf ],TϕB(f)

) (91)

where [ ] denotes cohomology classes, af and bf are defined by afX1,X2
= ϕ−1

(X1,1),(X2,1)
◦f(X1,1),(X2,1)

and bfY1,Y2 = ϕ−1
(1,Y1),(1,Y2)

◦ f(1,Y1),(1,Y2) for all Xi, Yi ∈ C and TϕB(f) is defined in (89).

Proof. Recall that the isomorphism (87) in Lemma 4.11 is built from the isomorphism (85)
followed by translation isomorphisms of the form (88) applied to the first two components,
which explains the formulas for af and bf . Hence the composition of the isomorphisms (87)
and (90) is given by [f ] 7→

(
[af ], [bf ],TP(ϕ)B(TϕP(f))

)
. But we have already noted in the proof

of Corollary 4.9 that B ◦ P = B. Hence (TP(ϕ)B ◦TϕP)(f) = Tϕ(B ◦ P)(f) = TϕB(f).

We spell out Theorem 4.14 in the case where the monoidal structure ϕ of ⊗ comes from a
braiding c ∈ Br(C) as defined in (81), i.e. ϕ = id⊗ c⊗ id, and deduce a dimension formula for
the space of infinitesimal braidings tangent to c:
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Corollary 4.15. Let c ∈ Br(C) be a braiding in C.
1. There is an isomorphism of vector spaces

H2
DY(⊗, id⊗ c⊗ id)

∼−→ H2
DY(C)⊕H2

DY(C)⊕TcBr(C)
[f ] 7−→

(
[af ], [bf ], tf

)
where afX1,X2

= f(X1,1),(X2,1), b
f
Y1,Y2

= f(1,Y1),(1,Y2) and t
f
X,Y = f(1,X),(Y,1) − f(Y,1),(1,X) ◦ cX,Y .

2. If C is finite as a k-linear category we have

dimTcBr(C) = dimH2
DY(⊗, id⊗ c⊗ id)− 2 dimH2

DY(C) (92)

Proof. 1. Immediate from Theorem 4.14. Note that for ϕ = id ⊗ c ⊗ id we have B(ϕ) = c
and the formulas for af , bf and tf = Tid⊗c⊗idB(f) are simpler because ϕ(X1,1),(X2,1) = idX1⊗X2 ,
ϕ(1,Y1),(1,Y2) = idY1⊗Y2 and ϕ(Y,1),(1,X) = idY⊗X .
2. By item 1 in Lemma A.1 the DY cochain spaces are finite-dimensional. Hence we can
consider the dimensions of the vector spaces in item 1 and we get the result.

In the next subsection we give a result for the computation of dimH2
DY(⊗, id⊗ c⊗ id) through

relative homological algebra.

4.3 Adjunction theorem for ⊗
In this subsection we assume that C is a finite k-linear tensor category. The monoidal product
⊗ = ⊗C : C × C → C is k-bilinear (by assumption) and exact in each variable (because of
rigidity, [EGNO, §4.2]6). Hence there exists a right-exact k-linear functor P : C ⊠ C → C such
that ⊗ = P ◦⊠, where ⊠ is the Deligne product of finite k-linear categories [Del90, §5].7

The category C ⊠ C has a monoidal product defined by

(X1 ⊠ Y1)⊗ (X2 ⊠ Y2) = (X1 ⊗X2)⊠ (Y1 ⊗ Y2)

and extended as a bifunctor right-exact in each variable. Using the universal property of the
Deligne product, there is a contravariant endofunctor (−)∨ on C ⊠ C defined by

(X ⊠ Y )∨ = X∨ ⊠ Y ∨.

Thanks to item 2 in Lemma A.4, there are dinatural transformations
(
evM : M∨ ⊗ M →

1⊠ 1
)
M∈C⊠C and

(
coevM : 1⊠ 1 → M ⊗M∨)

M∈C⊠C uniquely defined by evX⊠Y = evX ⊠ evY
and coevX⊠Y = coevX ⊠ coevY . This endows C ⊠ C with a left duality. Similar remarks apply
for right duality and hence C⊠ C is rigid. This implies that the monoidal product ⊗C⊠C is even
exact in each variable [EGNO, §4.2].

If ϕ is a monoidal structure for ⊗C then item 1 in Lemma A.4 (or rather its straightforward
generalization for natural transformations with several components) gives a monoidal structure
for P , which we still denote by ϕ. It satisfies ϕX1⊠Y1,X2⊠Y2 = ϕ(X1,Y1),(X2,Y2) by definition. A DY
cochain f ∈ Cn

DY(P, ϕ) is a natural transformation whose source and target look as follows on
the factorized objects of C ⊠ C

fX1⊠Y1,...,Xn⊠Yn : X1 ⊗ Y1 ⊗X2 ⊗ Y2 ⊗ . . .⊗Xn ⊗ Yn → X1 ⊗ . . .⊗Xn ⊗ Y1 ⊗ . . .⊗ Yn. (93)

By the straightforward generalization of item 1 in Lemma A.4 for natural transformations with
several components, these values determine f uniquely. It follows that:

6In [EGNO] the field k is always assumed to be algebraically closed but this assumption is not necessary for
this property.

7We note as a side remark that if the ground field k is perfect then the factorization through the Deligne
product of a bifunctor exact in each variable is an exact functor [Del90, Prop. 5.13]. Thus if k is perfect then P
is actually exact.
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Proposition 4.16. The cochain complexes C•
DY(⊗C, ϕ) and C

•
DY(P, ϕ) are isomorphic.

Proof. There is an isomorphism of vector spaces Jn : Cn
DY(P, ϕ) → Cn

DY(⊗, ϕ) defined by
Jn(f)(X1,Y1),...,(Xn,Yn) = fX1⊠Y1,...,Xn⊠Yn for each n ∈ N. The compatibility of (Jn)n∈N with the
DY differential is immediate.

From now on we fix a monoidal structure of the form ϕ = id ⊗ c ⊗ id as defined in (81),
where c is a braiding on C. This fixes a monoidal structure for P entirely defined by

P
(2)
X1⊠Y1,X2⊠Y2 = idX1 ⊗ cY1,X2 ⊗ idY2 . (94)

We are in the situation (50) with F = P and C is replaced by C ⊠ C while D is replaced by C.
Our goal is to apply Adjunction Theorem (Thm. 3.5) to the functor P . The coend

A =

∫ X∈C
X∨ ⊠X ∈ C ⊠ C (95)

will play a key role; it exists by Corollary A.2 because the k-bilinear functor ⊠ : C ×C → C⊠ C
is exact in each variable [Del90, Prop. 5.13]. Let jX : X∨ ⊠X → A be the universal dinatural
transformation. Define a half-braiding λ(+),(−) : A ⊗− ⇒ −⊗A by the commutative diagram

(X∨ ⊗ C1)⊠ (X ⊗ C2)
= (X∨ ⊠X)⊗ (C1 ⊠ C2)

cX∨,C1
⊠ c−1

C2,X //

jX⊗idC1⊠C2

��

(C1 ⊗X∨)⊠ (C2 ⊗X)
= (C1 ⊠ C2)⊗ (X∨ ⊠X)

idC1⊠C2
⊗jX

��
A ⊗ (C1 ⊠ C2)

∃!λ(+),(−)
C1⊠C2

// (C1 ⊠ C2)⊗A

(96)

for all X,C1, C2 ∈ C. Here we use that ⊗C⊠C is exact in each variable, thus jX ⊗ idC1⊠C2 is a
universal dinatural transformation for the functor (X, Y ) 7→ (X∨⊠Y )⊗ (C1⊠C2). The values

λ
(+),(−)
C1⊠C2

uniquely define λ(+),(−) by item 1 in Lemma A.4.8

Remark 4.17. Note that there is a functor

L(+),(−) : C ⊠ C → Z(C ⊠ C), C1 ⊠ C2 7→
(
C1 ⊠ C2, cC1,− ⊠ c−1

−,C2

)
, (97)

f1 ⊠ f2 7→ f1 ⊠ f2 ,

for any morphisms fi : Ci → C ′
i due to naturality of the braiding and its inverse in both

components. Consider the forgetful functor U : Z(C ⊠ C)→ C ⊠ C satisfying

U ◦ L(+),(−) ◦⊠ = IdC⊠C ◦⊠ .

We note that the functor L(+),(−) is right-exact, since it comes from the factorization through
the Deligne product of a bifunctor right-exact in each variable. Thus U ◦L(+),(−) is right-exact
as well, because U(g) = g for any morphism g. The definition of the Deligne product in the
form given in [EGNO, Def. 1.11.1] then implies that U ◦ L(+),(−) = IdC⊠C, by uniqueness of the
factorization through ⊠. It follows that U

(
L(+),(−)(f)

)
= f for any morphism f in C ⊠ C, and

hence L(+),(−)(f) = f . In particular, L(+),(−) is exact and thus by item 2 of Corollary A.2 we
have

(
A , λ(+),(−)

) ∼= L(+),(−)(A ).

8In the notations of this lemma we take A = B = C, D = C and F (C1, C2) = A ⊗ (C1 ⊠ C2), G(C1, C2) =

(C1 ⊠ C2)⊗A , F̃ (M) = A ⊗M , G̃(M) = M ⊗A .
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Theorem 4.18. Let C be a finite k-linear tensor category with monoidal product ⊗ and c be a
braiding in C. Then

H•
DY(⊗, id⊗ c⊗ id) ∼= H•

DY

(
C ⊠ C;1⊠ 1,

(
A , λ(+),(−)

))
where id⊗c⊗id is the monoidal structure of ⊗ = ⊗C defined in (81) and

(
A , λ(+),(−)

)
∈ Z(C⊠C)

is the object A ∈ C ⊠ C defined in (95) endowed with the half-braiding (96).

Because of Proposition 4.16, Theorem 4.18 is an application of Theorem 3.5 in the following
situation:

Z(C ⊠ C)

UC⊠C

��

P̃⊣ ..
Z(P, id⊗ c⊗ id)

R̃

mm

UP

��
⊣ ⊣

C ⊠ C

FC⊠C

HH

P⊣ ++ C
R

ll

FP

HH
(98)

where id ⊗ c ⊗ id is the monoidal structure on P . Therefore we only need to prove that
R̃(1) =

(
A , λ(+),(−)

)
. Let us first recall the formula for the right adjoint R. Note that P (A ) =∫ X

X∨⊗X by right exactness of P , with universal dinatural transformation P (jX) : X
∨⊗X →

P (A ) (Corollary A.2); P (A ) is known as the Lyubashenko coend of C [Lyu95].

Lemma 4.19. The right adjoint R : C → C ⊠ C of P is

R(W ) = (W ⊠ 1)⊗A ∼=
∫ X∈C

(W ⊗X∨)⊠X (99)

on objects and R(f) = (f ⊠ id1)⊗ idA on morphisms.

Proof. The unit e : IdC⊠C ⇒ RP is given by

eX⊠Y : X ⊠ Y
(idX⊗coevY )⊠idY−−−−−−−−−−→ (X ⊗ Y ⊗ Y ∨)⊠ Y =

(
(X ⊗ Y )⊠ 1

)
⊗ (Y ∨ ⊠ Y )

id(X⊗Y )⊠1⊗jY−−−−−−−−→
(
(X ⊗ Y )⊠ 1

)
⊗A = RP (X ⊠ Y ).

(100)

By item 1 in Lemma A.4 these values entirely determine e. The counit h : PR ⇒ IdC is
uniquely determined by the commutative diagram

W ⊗ C∨ ⊗ C idW⊗P (jC) //

idW⊗evC
++

W ⊗ P (A ) ∼= PR(W )

∃!hW
��
W

(101)

for all C,W ∈ C. Here we use that the dinatural transformation idW ⊗P (jX) is universal since
⊗ is exact in each variable. It is not difficult to check that e and h satisfy the zig-zag axioms
of an adjunction, which proves that P ⊣ R by [ML98, §VI.1].

Proof of Theorem 4.18. By Proposition 4.16 we computeH•
DY(P ) instead ofH•

DY(⊗). We recall
that Lemma A.4 ensures that a dinatural transformation labelled with objects in C⊠C is entirely
determined by its values on the objects of the form X⊠Y . Also recall that P has the monoidal
structure given by P

(2)
X1⊠Y1,X2⊠Y2 = idX1 ⊗ cY1,X2 ⊗ idY2 . For this proof it is more convenient to

use the description of Z(C ⊠ C) and Z(P ) as categories of modules over the monads ZC⊠C and
ZP defined as (53), see (58)–(59) for this monadic description. In this proof, we will often omit
the monoidal product symbol between objects in C, that is we write XY instead of X ⊗ Y
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for X, Y ∈ C. We also allow ourselves to not indicate the category to which the variables in a
coend notation belong to.
Recall that

(
A , λ(+),(−)

)
= L(+),(−)(A ) with the functor L(+),(−) from (97). Now under the

isomorphism Z(C ⊠ C) ∼= ZC⊠C-mod the functor L(+),(−) becomes C1 ⊠ C2 7→ (C1 ⊠ C2, q
C1⊠C2)

where qC1⊠C2 : ZC⊠C(C1 ⊠ C2) =
∫ X⊠Y

(X∨C1X) ⊠ (Y ∨C2Y ) → C1 ⊠ C2 is determined by the
commutative diagram (see (59))

(X∨C1X)⊠ (Y ∨C2Y )
= (X ⊠ Y )∨ ⊗ (C1 ⊠ C2)⊗ (X ⊠ Y )

(idX∨⊗cC1,X
)⊠(idY ∨⊗c−1

Y,C2
)
//

iC⊠C
X⊠Y

(C1⊠C2)
��

(X∨XC1)⊠ (Y ∨Y C2)

(evX⊗idC1
)⊠(evY ⊗idC2

)

��
ZC⊠C(C1 ⊠ C2)

∃! qC1⊠C2

// C1 ⊠ C2

for all X, Y ∈ C. Hence since

ZC⊠C(A ) =

∫ X⊠Y

(X∨ ⊠ Y ∨)⊗A ⊗ (X ⊠ Y ) =

∫ X⊠Y,C

(X∨C∨X)⊠ (Y ∨C Y ) (102)

we have L(+),(−)(A ) = (A , qA ) where qA : ZC⊠C(A )→ A is defined by the following commu-
tative diagram for all X, Y,C ∈ C

(X∨C∨X)⊠ (Y ∨CY )
(idX∨⊗cC∨,X)⊠(idY ∨⊗c−1

Y,C)
//

iC⊠C
X⊠Y

(C∨⊠C)
��

(X∨XC∨)⊠ (Y ∨Y C)

(evX⊗idC∨ )⊠(evY ⊗idC)

��
ZC⊠C(C

∨ ⊠ C)
qC

∨⊠C

//

ZC⊠C(jC)
��

C∨ ⊠ C

jC
��

ZC⊠C(A )
∃! qA

// A

(103)

Indeed we recall that j denotes the universal dinatural transformation of A and thus the left
column in (103) is the universal dinatural transformation of the right-hand coend in (102). For
further use we note that (54) gives another expression for this dinatural transformation:

ZC⊠C(jC) ◦ iC⊠C
X⊠Y (C

∨ ⊠ C) = iC⊠C
X⊠Y (A ) ◦

(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
. (104)

We are ready to compare (A , qA ) with R̃(1). Note first that the half-braiding on the unit
object 1 ∈ Z(P ) is just the identity: 1 ⊗ P (−) =−→ P (−) ⊗ 1. It follows from (59) that the
corresponding ZP -module structure r1 : ZP (1) → 1 is defined by r1 ◦ iPM(1) = evP (M) for
all M ∈ C ⊠ C. Now using the definition of evP (M) in (49), which depends on the monoidal
structure (94) of P , we see that r1 is uniquely determined by the commutative diagram

P (X∨ ⊠ Y ∨)⊗ P (X ⊠ Y )
= X∨ ⊗ Y ∨ ⊗X ⊗ Y

idX∨⊗cY ∨,X⊗idY //

iP
X⊠Y

(1)
��

P
(
(X∨ ⊗X)⊠ (Y ∨ ⊗ Y )

)
= X∨ ⊗X ⊗ Y ∨ ⊗ Y

evX⊗evY

��
ZP (1) =

∫ X⊠Y
P (X∨ ⊠ Y ∨)⊗ P (X ⊠ Y ) r1

// 1

(105)

for all X, Y ∈ C. Then

R̃(1, r1) =
(
R(1), ((r1 ⊠ id1)⊗ idA ) ◦ ξ1

)
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by (28) and by definition of R on morphisms (Lemma 4.19), where R(1) = A and

ξ1 : ZC⊠CR(1) = ZC⊠C(A )→ RZP (1)

is defined in general in (27). We have

RZP (1) =

∫ X⊠Y (
(X∨ Y ∨X Y )⊠ 1

)
⊗A =

∫ X⊠Y,C

(X∨ Y ∨X Y C∨)⊠ C ,

thus in order to describe ξ1 it suffices to compute ξ1 ◦ iC⊠C
X⊠Y (A )◦

(
idX∨⊠Y ∨⊗ jC⊗ idX⊠Y

)
for all

X, Y,C ∈ C because iC⊠C
X⊠Y (A )◦

(
idX∨⊠Y ∨⊗jC⊗idX⊠Y

)
is the universal dinatural transformation

of ZC⊠C(A ) as noted in (104). According to (69), ξ1 ◦ iC⊠C
X⊠Y (A ) is equal to

R
(
iPX⊠Y (1)

)
◦R
(
idX∨Y ∨ ⊗ h1 ⊗ idXY

)
◦R
(
P

(3)
X∨⊠Y ∨,A ,X⊠Y

)−1 ◦ e(X∨⊠Y ∨)⊗A ⊗(X⊠Y )

where e and h are respectively the unit and counit of the adjunction P ⊣ R as defined in the
proof of Lemma 4.19. Thus it remains to compute

R
(
idX∨Y ∨ ⊗ h1 ⊗ idXY

)
◦R
(
P

(3)
X∨⊠Y ∨,A ,X⊠Y

)−1 ◦ e(X∨⊠Y ∨)⊗A ⊗(X⊠Y ) ◦
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
which we do in three steps. First by naturality of e, we have a commutative diagram(

X∨ ⊠ Y ∨)⊗ (C∨ ⊠ C)⊗ (X ⊠ Y )
=
(
X∨C∨X

)
⊠
(
Y ∨CY

) id⊗jC⊗id //

e(X∨C∨X)⊠(Y ∨CY )

��

(X∨ ⊠ Y ∨)⊗A ⊗ (X ⊠ Y )

e(X∨⊠Y ∨)⊗A⊗(X⊠Y )

��
RP
[
(X∨ ⊠ Y ∨)⊗ (C∨ ⊠ C)⊗ (X ⊠ Y )

]
=
(
(X∨C∨XY ∨CY )⊠ 1

)
⊗A RP (id⊗jC⊗id)

// RP
[
(X∨ ⊠ Y ∨)⊗A ⊗ (X ⊠ Y )

]
Hence by (100) we find

e(X∨⊠Y ∨)⊗A ⊗(X⊠Y ) ◦
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
=RP

(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
◦
(
id(X∨C∨XY ∨CY )⊠1 ⊗ jY ∨CY

)
◦
(
(idX∨C∨X ⊗ coevY ∨CY )⊠ idY ∨CY

)
.

Next by naturality of P (3) we have a commutative diagram

RP
[
(X∨ ⊠ Y ∨)⊗ (C∨ ⊠ C)⊗ (X ⊠ Y )

]
=
(
(X∨C∨XY ∨CY )⊠ 1

)
⊗A

RP (id⊗jC⊗id)//

R
(
P

(3)

X∨⊠Y ∨,C∨⊠C,X⊠Y

)−1

��

RP
[
(X∨ ⊠ Y ∨)⊗A ⊗ (X ⊠ Y )

]
R
(
P

(3)

X∨⊠Y ∨,A ,X⊠Y

)−1

��
R
(
X∨Y ∨C∨CXY

)
=
(
(X∨Y ∨C∨CXY )⊠ 1

)
⊗A R(id⊗P (jC)⊗id)

// R
(
X∨Y ∨P (A )XY

)
=
(
(X∨Y ∨P (A )XY )⊠ 1

)
⊗A

By definition of P (3) in (33), by definition of the value of the functor R on morphisms and since
P (2) = id⊗ c⊗ id we thus obtain

R
(
P

(3)
X∨⊠Y ∨,A ,X⊠Y

)−1

◦RP
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
=R

(
idX∨Y ∨ ⊗ P (jC)⊗ idXY

)
◦
[(
(idX∨ ⊗ c−1

Y ∨,C∨ ⊗ idCXY )⊠ id1

)
⊗ idA

]
◦
[(
(idX∨C∨ ⊗ c−1

Y ∨C,X ⊗ idY )⊠ id1

)
⊗ idA

]
.
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Finally if we apply the functor R(X∨Y ∨ ⊗ − ⊗ XY ) to (101) with W = 1 we obtain the
commutative diagram

R(X∨Y ∨C∨CXY )
R(id⊗P (jC)⊗id) //

R(idX∨Y ∨⊗evC⊗idXY ) ,,

R
(
X∨Y ∨P (A )XY

)
R(idX∨Y ∨⊗h1⊗idXY )

��
R
(
X∨Y ∨XY

)
=
(
X∨Y ∨XY ⊠ 1

)
⊗A

so that

R
(
idX∨Y ∨ ⊗ h1⊗ idXY

)
◦R
(
idX∨Y ∨ ⊗P (jC)⊗ idXY

)
=
[(
(idX∨Y ∨ ⊗ evC ⊗ idXY )⊠ id1

)
⊗ idA

]
.

Putting these computations altogether and using (105), we conclude that(
(r1 ⊠ id1)⊗ idA

)
◦ ξ1 ◦ iC⊠C

X⊠Y (A ) ◦
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
: (X∨C∨X)⊠ (Y ∨C Y )→ A

is equal to the following composition[(
(evX ⊗ evY )⊠ id1

)
⊗ idA

]
◦
[(
(idX∨ ⊗ cY ∨,X ⊗ idY )⊠ id1

)
⊗ idA

]
◦
[(
(idX∨Y ∨ ⊗ evC ⊗ idXY )⊠ id1

)
⊗ idA

]
◦
[(
(idX∨ ⊗ c−1

Y ∨,C∨ ⊗ idCXY )⊠ id1

)
⊗ idA

]
◦
[(
(idX∨C∨ ⊗ c−1

Y ∨C,X ⊗ idY )⊠ id1

)
⊗ idA

]
◦
[
id(X∨C∨Y ∨CY )⊠1 ⊗ jY ∨CY

]
◦
[
(idX∨C∨X ⊗ coevY ∨CY )⊠ idY ∨CY

]
.

By naturality of the monoidal product we can rewrite this as

jY ∨CY ◦
([(

evX ⊗ evY ⊗ idY ∨C∨Y ∨∨
)
◦
(
idX∨cY ∨,X ⊗ idY Y ∨C∨Y ∨∨

)
◦
(
idX∨Y ∨ ⊗ evC ⊗ idXY Y ∨C∨Y ∨∨

)
◦
(
idX∨ ⊗ c−1

Y ∨,C∨ ⊗ idCXY Y ∨C∨Y ∨∨
)

◦
(
idX∨C∨ ⊗ c−1

Y ∨⊗C,X ⊗ idY Y ∨C∨Y ∨∨
)
◦
(
idX∨C∨X ⊗ coevY ∨CY

)]
⊠ idY ∨CY

)
.

It is easy to simplify this formula if we represent it diagrammatically:

jY ∨⊗C⊗Y

X∨ C∨ X

⊠
⊠
⊠
⊠
⊠
⊠ Y ∨ C Y

A

jC

⊠
⊠
⊠

Y ∨ C Y

A

X∨ C∨ X

=

where we used the zig-zag axiom for ev/coev and dinaturality of j. Comparing this result with
(103) and using (104) we see that(

(r1 ⊠ id1)⊗ idA

)
◦ ξ1 ◦ iC⊠C

X⊠Y (A ) ◦
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
= qA ◦ iC⊠C

X⊠Y (A ) ◦
(
idX∨⊠Y ∨ ⊗ jC ⊗ idX⊠Y

)
for all X ⊠ Y ∈ C ⊠ C and C ∈ C. Since the dinatural transformation

(
iC⊠C
M (A ) ◦

(
idM∨ ⊗ jC ⊗

idM
))
C∈C,M∈C⊠C is universal we conclude that

(
(r1 ⊠ id1)⊗ idA

)
◦ ξ1 = qA .

Let us explain why the isomorphism in Theorem 4.18 is useful in practice. From now on
and until the end of this subsection, assume that the ground field k is perfect. Recall first a
well-known fact:
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Lemma 4.20. Let C,D be finite k-linear tensor categories. Then the functor

Z(C)⊠ Z(D)→ Z(C ⊠D)
(V, ρV )⊠ (W, ρW ) 7→ (V ⊠W, ρV ⊠ ρW ) with (ρV ⊠ ρW )X⊠Y = ρVX ⊠ ρWY

is an equivalence of categories.

Proof. We use the isomorphism Z(C) ∼= ZC-mod, see §3.2. By item 3 in Lemma A.4, see
also (160), and exactness of ⊠ in each variable, we have

ZC⊠D(V ⊠W ) =

∫ M∈C⊠D
M∨ ⊗ (V ⊠W )⊗M =

∫ X∈C,Y ∈D
(X∨ ⊗ V ⊗X)⊠ (Y ∨ ⊗W ⊗ Y )

∼=
(∫ X∈C

X∨ ⊗ V ⊗X
)
⊠

(∫ Y ∈D
Y ∨ ⊗W ⊗ Y

)
= ZC(V )⊠ ZD(W ) = (ZC ⊠ ZD)(V ⊠W ).

It follows that ZC⊠D = ZC ⊠ZD. We conclude thanks to Corollary C.3 (which uses the assump-
tion on the ground field k to be perfect):

Z(C)⊠ Z(D) ∼= (ZC-mod)⊠ (ZD-mod) ∼= (ZC ⊠ ZD)-mod = ZC⊠D-mod ∼= Z(C ⊠D).
It is easy to see that the composition of these equivalences equals the proposed functor.

Under the equivalence of Lemma 4.20, the object from Theorem 4.18 becomes

Z(C ⊠ C) ∋
(
A , λ(+),(−)

)
7→
∫ X∈C

(X∨, cX∨,−)⊠ (X, c−1
−,X) ∈ Z(C)⊠ Z(C)

and then (recall Theorem 3.3):

H•
DY(⊗, id⊗ c⊗ id) ∼= Ext•Z(C)⊠Z(C),C⊠C

(
1⊠ 1,

∫ X∈C
(X∨, cX∨,−)⊠ (X, c−1

−,X)

)
. (106)

These are relative Ext spaces associated to a Deligne product of adjunctions. Such adjunctions
are discussed in Appendix C. In particular, by item 1 in Proposition C.4, one can deduce a
relatively projective resolution of 1⊠ 1 ∈ Z(C)⊠Z(C) from a relatively projective resolution of
1 ∈ Z(C).
Remark 4.21. There is also a less straightforward and somewhat shorter proof of Lemma 4.20
using a result of Laugwitz-Walton [LW22, Th. 4.17] which states that a factorizable category A
containing a factorizable topologizing (i.e. closed under direct sums and taking subquotients)
subcategory E is necessarily braided tensor equivalent to E ⊠ X where X is the Mueger’s
centralizer of E and it is also factorizable. In their paper the ground field k is assumed to be
algebraically closed (and thus in particular perfect). We apply this theorem to A = Z(C ⊠D)
which contains mutually transparent copies of Z(C) and Z(D), therefore Z(C ⊠D) is braided
tensor equivalent to Z(C) ⊠ Z(D) ⊠ X for some factorizable X . Comparing the Frobenius–
Perron dimensions of both categories we conclude that Z(C ⊠ D) is braided tensor equivalent
to Z(C)⊠ Z(D).

Finally, by combining (92), (106) and (52) we find:

Corollary 4.22. Let C be a finite k-linear tensor category over a perfect field k and c ∈ Br(C)
be a braiding on C. Then with

Γ =

∫ X∈C
(X∨, cX∨,−)⊠ (X, c−1

−,X) ∈ Z(C)⊠ Z(C) (107)

we have

dimTcBr(C) = dimExt2Z(C)⊠Z(C),C⊠C(1⊠ 1,Γ)− 2 dimExt2Z(C),C(1,1) . (108)

It is important in practice to note that both relative Ext spaces can be computed from a relatively
projective resolution of 1 ∈ Z(C), thanks to item 1 in Proposition C.4.
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4.4 The end formula for tangent space to a braiding

Here, we use the Künneth formula in item 1 of Prop. C.4 to rewrite the first term in (108) in
terms of the ‘standard’ adjunction between Z(C) and C, i.e. involving only relative ExtnZ(C),C.

We first recall that the Nakayama functor N : C → C on a finite k-linear category C = A-mod,
for a finite dimensional k-algebra A, is given by N = A∗ ⊗A − where A∗ is the co-regular A-
bimodule. We note that up to isomorphism N does not depend on the algebra A realising C
[FSS20]. Following [FSS20, eq. (3.52)], we then have a lemma turning a coend to an end:

Lemma 4.23 ([FSS20]). Let C be a finite k-linear category and N : C → C be the Nakayama
functor. We have the following isomorphism in Cop ⊠ C:∫ X∈C

X̄ ⊠X ∼=
∫
X∈C

X̄ ⊠ N(X) , (109)

where by X̄ we denote the object X considered in the opposite category Cop.

If the category C is furthermore rigid monoidal, we have a natural isomorphism [FSS20,
Lems. 4.10&4.11]:

N ∼= D∨ ⊗ (−)∨∨ , (110)

where D is the distinguished invertible object of C defined as the socle of the projective cover
P1 of 1. We call C unimodular if D ∼= 1. Recall also that C is pivotal if the double dual
functor (−)∨∨ is monoidally isomorphic to the identity functor. Furthermore, using [FSS20,
Prop. 3.24 (ii) & Thm. 4.14], see also [Hu78] in the Hopf algebra case, one can show that the
Nakayama functor N is isomorphic to the identity functor if and only if the finite tensor cate-
gory C is pivotal and unimodular.

By Lemma 4.23, applying the equivalence functor (−)∨ ⊠ IdC : Cop ⊠ C → C ⊠ C to both
sides of (109), we see that the object A in (95) can be rewritten as the following end

A ∼=
∫
X∈C

X∨ ⊠ N(X) , (111)

with N given in (110). In the case C is pivotal and unimodular, A ∼=
∫
X∈C X

∨ ⊠X.

Proposition 4.24. Let C be a finite k-linear tensor category over a perfect field k and with a
braiding c ∈ Br(C), and N : C → C be the Nakayama functor. Then

Hn
DY(⊗, id⊗ c⊗ id) ∼=

⊕
i+j=n

∫
X∈C

ExtiZ(C),C
(
1, (X∨, cX∨,−)

)
⊗ ExtjZ(C),C

(
1,
(
N(X), c−1

−,N(X)

))
,

(112)
with N from (110). In particular, if C is pivotal and unimodular, we have

H2
DY(⊗, id⊗ c⊗ id) ∼=

∫
X∈C

HomZ(C)
(
1, (X∨, cX∨,−)

)
⊗ Ext2Z(C),C

(
1, (X, c−1

−,X)
)

⊕
∫
X∈C

Ext2Z(C),C
(
1, (X∨, cX∨,−)

)
⊗ HomZ(C)

(
1, (X, c−1

−,X)
)

⊕
∫
X∈C

Ext1Z(C),C
(
1, (X∨, cX∨,−)

)
⊗ Ext1Z(C),C

(
1, (X, c−1

−,X)
)
.

(113)

Proof. We first recall Remark 4.17 stating that the DY cohomology coefficient Γ from (107) is
the image of A under the exact functor L(+),(−) from C ⊠ C to Z(C) ⊠ Z(C) which sends the
first ⊠ component using the braiding and the second component using the inverse braiding. It
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is furthermore easy to check that L(+),(−) is a strict tensor functor. Then using (111), Γ can be
rewritten as

Γ ∼=
∫
X∈C

(X∨, cX∨,−)⊠
(
N(X), c−1

−,N(X)

)
. (114)

Combining with (106) and that an end can be pulled out of 2nd argument of the Hom functor
and thus out of 2nd argument of the relative Ext functor, we get

Hn
DY(⊗, id⊗ c⊗ id) ∼=

∫
X∈C

ExtnZ(C)⊠Z(C),C⊠C

(
1⊠ 1, (X∨, cX∨,−)⊠

(
N(X), c−1

−,N(X)

))
∼=
⊕
i+j=n

∫
X∈C

ExtiZ(C),C
(
1, (X∨, cX∨,−)

)
⊗ ExtjZ(C),C

(
1,
(
N(X), c−1

−,N(X)

))
, (115)

where in the second line we used the Künneth formula (item 2 in Prop.C.4). This gives (112),
while (113) is an immediate consequence of this result and that N is isomorphic to the identity
when C is pivotal and unimodular, recall (110).

Let Proj(C) be the full subcategory of projective objects in C, then by a version of the
statement in item 2. of Lemma A.1 where the projective generator is replaced by Proj(C) we
have an isomorphism ∫ X∈C

K(X,X) ∼=
∫ P∈Proj(C)

K(P, P )

where K : Cop × C → C ⊠ C is any k-bilinear functor right exact in the second variable. Now,
for the choice K = ⊠ ◦

(
(−)∨ × IdC

)
we have that

A ∼=
∫ P∈Proj(C)

P∨ ⊠ P ∼=
∫
P∈Proj(C)

P∨ ⊠ N(P ) . (116)

Let PX denote the projective cover of a simple object X in C. Recall that the socle of the
projective cover P1 is isomorphic to the distinguished invertible object D, or equivalently we
have

P∨
1
∼= PD∨ . (117)

It is clear that the socle of P∨
1 is given by 1∨ ∼= 1. Using that P∨∨

1
∼= P1, no pivotality is needed

here, we see from (110) that N(P1) ∼= D∨ ⊗ P1
∼= PD∨ ∼= P∨

1 . Combining these facts, we get

HomC(1, P
∨
X)
∼= k δX=1

∼= HomC(1,N(PX)) . (118)

Recall furthermore that for braided C the functor L± : C → Z(C) associating for half-braiding
the braiding in C or its inverse is faithful, while its image is a full subcategory. Using (118) we
therefore get

HomZ(C)
(
1, (P∨

X , cP∨
X ,−)

) ∼= k δX=1
∼= HomZ(C)

(
1, (N(PX), c

−1
−,N(PX))

)
. (119)

Together with (116), we thus get the following corollary of Prop. 4.24:

Corollary 4.25. Let C be a finite k-linear tensor category over a perfect field k with a braiding
c ∈ Br(C), and D is the distinguished invertible object of C. Then Hn

DY(⊗, id⊗ c⊗ id) is given
by replacing

∫
X∈C by

∫
X∈Proj(C) in (112). In particular, using (119), (110) and (117), we get

H2
DY(⊗, id⊗ c⊗ id) ∼= Ext2Z(C),C

(
1, (PD∨ , cPD∨ ,−)⊕ (PD∨ , c−1

−,PD∨ )
)

⊕
∫
P∈Proj(C)

Ext1Z(C),C
(
1, (P∨, cP∨,−)

)
⊗ Ext1Z(C),C

(
1, (D∨ ⊗ P∨∨, c−1

−,D∨⊗P∨∨)
)
. (120)
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Finally for pivotal C, the end formula for dimension of the tangent space to the braiding c is

dimTcBr(C) = dim

∫
P∈Proj(C)

Ext1Z(C),C
(
1, (P∨, cP∨,−)

)
⊗ Ext1Z(C),C

(
1, (D∨ ⊗ P, c−1

−,D∨⊗P )
)

+ dimExt2Z(C),C
(
1, (PD∨ , cPD∨ ,−)⊕ (PD∨ , c−1

−,PD∨ )
)

− 2 dimExt2Z(C),C(1,1) . (121)

We note that while the P ’s involved in the relative Ext’s in (120)-(121) are projective in C,
their images (P, cP,−) ∈ Z(C) are in general not projective neither relative projective.

5 Finite-dimensional Hopf algebras

Let H be a finite-dimensional Hopf k-algebra where k is a field, with unit 1H , coproduct
∆ : H → H ⊗ H, counit ε : H → k and antipode S : H → H. Then the category H-mod of
finite-dimensional H-modules is a finite tensor category.

Our first goal is to specialize Theorem 4.18 to C = H-mod by describing the object(
A , λ(+),(−)

)
as a module over D(H)⊗2 where D(H) is the Drinfeld double, see Proposition 5.3.

Moreover, spaces of infinitesimal braidings in H-mod are isomorphic to Zariski tangent spaces
of the affine variety of R-matrices in H⊗2. Therefore, the dimension formula (108) and the
end formulas in §4.4 give dimension formulas for these Zariski tangent spaces, see (133) and
Remark 5.4. This allows us to easily compute the dimension of tangent spaces for the example
H = Bk := ΛCk ⋊C[Z/2Z], see §5.2.

Our second goal, achieved in §5.3, is to make explicit the Adjunction Theorem 3.5 in the
case of restriction functors H-mod → K-mod for a (possibly twisted) Hopf subalgebra K. As
an example we compute in §5.4 the DY cohomology of Bk+l-mod→ Bk-mod.

The following notations and facts will be heavily used in the sequel. First, it is well-
known that the antipode is an anti-isomorphism of bialgebras. We use Sweedler’s notation
without summation sign: ∆(h) = h(1) ⊗ h(2). As usual we write h(1) ⊗ h(2) ⊗ h(3) instead of
h(1)(1) ⊗ h(1)(2) ⊗ h(2) = h(1) ⊗ h(2)(1) ⊗ h(2)(2) etc. The coregular actions ▷, ◁ of H on the dual
vector space H∗ are defined by

∀h, h′ ∈ H, ∀ f ∈ H∗, (h ▷ f)(h′) = f(h′h), (f ◁ h)(h′) = f(hh′). (122)

We denote by (H∗)op the vector space H∗ endowed with the product φψ = (ψ ⊗ φ) ◦ ∆
and the coproduct defined by φ(1)(x)φ(2)(y) = φ(xy). The Drinfeld double of H is the vector
space D(H) = (H∗)op⊗H endowed with the product defined by the following conditions. The
subspaces (H∗)op ⊗ 1 and ε ⊗H are subalgebras of D(H); hence we simply write φ (resp. h)
instead of φ⊗ 1 (resp. ε⊗ h). Then we have φh = φ⊗ h and

∀h ∈ H, ∀φ ∈ H∗op, hφ =
(
h(3) ▷ φ ◁ S(h(1))

)
h(2). (123)

There is a well-known isomorphism of categories Z(H-mod) ∼= D(H)-mod: if (V, ρ) ∈
Z(H-mod) then the H-module V can be promoted to a D(H)-module by letting φ · v =
(φ⊗ idV ) ◦ ρH(v ⊗ 1H) for all φ ∈ H∗op and v ∈ V . Conversely if V is a D(H)-module then a
half-braiding ρ : V ⊗− ⇒ −⊗ V is defined by ρX(v ⊗ x) = hi · x⊗ hi · v where (hi) is a basis
of H with dual basis (hi).

If A is an associative k-algebra and B ⊂ A is a subalgebra we have a restriction functor
ResAB : A-mod → B-mod and an induction functor IndAB : B-mod → A-mod, IndAB(X) =
A ⊗B X, where -mod denotes the category of finite-dimensional modules. They are of course
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adjoint functors: IndAB ⊣ ResAB. Hence there is a monad TAB = (TAB , µ
A
B, η

A
B) on B-mod with

underlying functor TAB (X) = ResAB IndAB(X) which is A⊗B X viewed in B-mod, multiplication

(µAB)X : TAB T
A
B (X) = A⊗B (A⊗B X) ∼= (A⊗B A)⊗B X

multA ⊗B idX−−−−−−−−→ A⊗B X = TAB (X)

and unit (ηAB)X : X
1A ⊗B idX−−−−−−→ A⊗B X for all X ∈ B-mod.

5.1 Tangent space to an R-matrix

Recall that an R-matrix for the Hopf algebra H is an invertible element R ∈ H ⊗H such that

∀h ∈ H, R∆(h) = ∆op(h)R (124)

(∆⊗ id)(R) = R13R23, (id⊗∆)(R) = R13R12 (125)

with usual notations (see e.g. [Kas95, §VIII.2]).

Lemma 5.1. Let R ∈ H ⊗H be any element which satisfies (125). Then

R is invertible ⇐⇒ (ε⊗ id)(R) = (id⊗ ε)(R) = 1H . (126)

Proof. For “⇒” see e.g. [Kas95, Th.VIII.2.4]. For the converse implication, write R = R1
i ⊗R2

i

with implicit summation. Then

1H ⊗ 1H = S(R
1(1)
i )R

1(2)
i ⊗R2

i = S(R1
i )R

1
j ⊗R2

iR
2
j = (S ⊗ id)(R)R

and thus R has a left inverse. Similarly 1H ⊗ 1H = R(id ⊗ S−1)(R) and thus R has a right
inverse. Since H ⊗H is associative, the left and right inverses are equal.

Let {hi} be a basis of H and R =
∑

i,j xi,jhi⊗hj with xi,j ∈ k. It is clear that the conditions
(124), (125) and (126) on R are equivalent to polynomial equations among the xi,j (actually
only linear and quadratic equations). Hence

RMat(H) =
{
R ∈ H ⊗H

∣∣R is an R-matrix
}

can be seen as an affine algebraic variety in kdim(H)2 . Moreover we have the well-known bijection
(see e.g. [Kas95, Prop.XIII.1.4])

Br(H-mod)
∼−→ RMat(H), c 7→ Rc = τ

(
cH,H(1H ⊗ 1H)

)
where τ(x⊗ y) = y ⊗ x and H is the regular module. Conversely given an R-matrix R ∈ H⊗2

one has the braiding cR on H-mod defined by cRX,Y (x⊗y) = τ
(
R · (x⊗y)

)
. This bijection yields

an identification of tangent spaces

TcBr(H-mod)
∼−→ TRcRMat(H), t 7→ τ

(
tH,H(1H ⊗ 1H)

)
(127)

where TcBr(H-mod) is from Definition 4.1 and

TRRMat(H) =

T ∈ H⊗2

∣∣∣∣∣∣
∀h ∈ H, T∆(h) = ∆op(h)T
(∆⊗ id)(T ) = T13R23 +R13T23
(id⊗∆)(T ) = T13R12 +R13T12

 (128)

is the Zariski tangent space (the conditions (ε ⊗ id)(T ) = (id ⊗ ε)(T ) = 0 are automatically
fulfilled).
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Remark 5.2. The elements defined in (128) are in isomorphism with the infinitesimal R-matrices
considered in [ABSW24]: T ∈ H⊗2 satisfies [ABSW24, Def. 2.1] if and only if RT satisfies (128).

Let P : (H-mod) ⊠ H-mod = (H ⊗ H)-mod → H-mod be the usual monoidal product,
which is the pullback by the coproduct ∆ : H → H ⊗H. Fix R = R1

i ⊗ R2
i ∈ RMat(H). By

item 2 in Proposition 4.8 the natural transformation

ϕRX1⊠Y1,X2⊠Y2 : X1 ⊗ Y1 ⊗X2 ⊗ Y2 → X1 ⊗X2 ⊗ Y1 ⊗ Y2
x1 ⊗ y1 ⊗ x2 ⊗ y2 7→ x1 ⊗R2

i · x2 ⊗R1
i · y1 ⊗ y2

(129)

is a monoidal structure for P . As for braidings on H-mod, we can describe the DY complex of
(P, ϕR) purely in terms of the algebra H. Recall the shape of DY cochains of P in (93). Let
Vn be the subspace of elements u ∈ H⊗2n such that

∀h ∈ H,
(⊗n

i=1 h
(i) ⊗ h(n+i)

)
u = u

(⊗2n
i=1 h

(i)
)

(130)

where the big tensor products go from left to right, i.e. h(1) ⊗ h(n+1) ⊗ . . . ⊗ h(n) ⊗ h(2n). For
u ∈ Vn and Xi, Yi ∈ H-mod we define

fu
X1⊠Y1,...,Xn⊠Yn :

⊗n
i=1Xi ⊗ Yi →

(⊗n
i=1Xi

)
⊗
(⊗n

j=1 Yj
)
, w 7→ σn(u · w)

where u · w is the tensor-wise action of u on w and

σn
(
x1 ⊗ y1 ⊗ . . .⊗ xn ⊗ yn

)
= x1 ⊗ . . .⊗ xn ⊗ y1 ⊗ . . .⊗ yn.

Condition (130) is equivalent to the H-linearity of fu
X1⊠Y1,...,Xn⊠Yn . Moreover the naturality of

this collection of morphisms is immediate because tensor products of morphisms in H-mod
commute with the action of u. Hence we get fu ∈ Cn

DY(P, ϕ
R). The map

Vn → Cn
DY(P, ϕ

R), u 7→ fu (131)

is an isomorphism of vector spaces whose inverse is f 7→ σ−1
n

(
fH⊠H,...,H⊠H(1

⊗2n)
)
, where H is

the regular module. Under this identification, the DY differentials in degree 1 and 2 are

δ1(u) = (1⊗R⊗ 1) · (1⊗ 1⊗ u)−∆H⊗H(u) · (1⊗R⊗ 1) + (1⊗R⊗ 1) · (u⊗ 1⊗ 1),

δ2(u) =
(
1⊗R1

i ⊗R
2(1)
i ⊗ 1⊗R2(2)

i ⊗ 1
)
· (1⊗ 1⊗ u)−

(
∆H⊗H ⊗ id⊗2

H

)
(u) · (1⊗R⊗ 1⊗3)

+
(
id⊗2
H ⊗∆H⊗H

)
(u) · (1⊗3 ⊗R⊗ 1)−

(
1⊗R1(1)

i ⊗ 1⊗R1(2)
i ⊗R2

i ⊗ 1
)
· (u⊗ 1⊗ 1)

where ∆H⊗H(x⊗ y) = x(1) ⊗ y(1) ⊗ x(2) ⊗ y(2).
Let Z

(
∆(n−1)(H)

)
be the centralizer of the image of the iterated coproduct ∆(n−1) : H →

H⊗n. For h ∈ Z
(
∆(n−1)(H)

)
and any X1, . . . , Xn ∈ H-mod let acthX1,...,Xn

be the representation
of h ∈ H⊗n on X1 ⊗ . . .⊗Xn. This defines a natural transformation acth : (−)⊗n ⇒ (−)⊗n. It
was observed in [Dav97, Prop. 8] (also explained in [FGS24, §5.3]) that the linear map

Z
(
∆(n−1)(H)

) ∼−→ Cn
DY(H-mod), h 7→ acth (132)

is an isomorphism of vector spaces whose inverse is g 7→ gH,...,H(1
⊗n). Under the identifications

(131), (132) and (127) the isomorphism from Corollary 4.15 becomes

H2
DY(P, ϕ

R)
∼−→ H2

DY(H-mod)⊕2 ⊕TRRMat(H)
[u] 7−→

( [
(idH ⊗ ε)⊗2(u)

]
,
[
(ε⊗ idH)

⊗2(u)
]
, T u

)
where Tu = (ε⊗ id⊗2

H ⊗ ε)(u)− τ
(
(idH ⊗ ε⊗2⊗ idH)(u)

)
R with τ(x⊗ y) = y⊗ x. In particular:

dimTRRMat(H) = dimH2
DY(P, ϕ

R)− 2 dimH2
DY(H-mod). (133)

The next result is Theorem 4.18 for C = H-mod, i.e. we describe the coefficient
(
A , λ(+),(−)

)
in this case. It gives an efficient way to compute the dimension of the vector space H2

DY(P, ϕ
R)

thanks to homological algebra:
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Proposition 5.3. Let R ∈ H⊗2 be an R-matrix, P be the monoidal product on H-mod and ϕR

be the monoidal structure of P defined in (129). Then

H•
DY(P, ϕ

R) ∼= Ext•D(H)⊗D(H),H⊗H(k⊠ k, H∗)

where the vector space H∗ is endowed with the D(H)⊗2-module structure given by

∀αa, βb ∈ D(H), ∀ψ ∈ H∗, (αa⊗ βb) · ψ = ℓ(−)(β)b ▷ ψ ◁ S
(
ℓ(+)(α)a

)
(134)

where we define

ℓ(+) : (H∗)op → H, α 7→ (id⊗ α)(R) (135)

ℓ(−) : (H∗)op → H, β 7→ (β ⊗ id)(R−1) (136)

and we use the coregular actions (122).

Recall that D(H) = H∗op ⊗ H and we write αa instead of α ⊗ a, see (123) for the product.
There is an obvious isomorphism D(H⊗H)

∼→ D(H)⊗D(H) given by (α⊗β)(a⊗b) 7→ αa⊗βb
where the linear form α⊗β ∈ (H⊗H)∗op is defined by ⟨α⊗β, x⊗y⟩ = ⟨α, x⟩⟨β, y⟩; in the sequel
we use this identification. We also note that the maps ℓ(±) defined in (135)-(136) are algebra
maps which extend to algebra maps D(H) → H given by αa 7→ ℓ(+)(α)a and βb 7→ ℓ(+)(β)b
respectively.

Proof. Write R = R1
i ⊗ R2

i ∈ H⊗2 and recall that the braiding in H-mod is cX,Y (x ⊗ y) =
R2
i · y ⊗R1

i · x. Its inverse is c−1
X,Y (y ⊗ x) = S(R1

i ) · x⊗R2
i · y. Also recall that X∨ is the vector

space X∗ endowed with the H-action defined by (h · f)(x) = f
(
S(h) · x

)
for all f ∈ X∗ and

x ∈ X. The coend (95) for C = H-mod

A =

∫ X∈H-mod

X∨ ⊠X ∈ (H-mod)⊠ (H-mod) = (H ⊗H)-mod

is the vector space H∗ endowed with the (H⊗H)-action (a⊗b)·ψ = b▷ψ◁S(a), see e.g. [FSS12,
App.A]. Its universal dinatural transformation jX : X∨⊠X → H∗ is given by ⟨jX(χ⊠x), h⟩ =
χ(h · x). Note in particular that any ψ ∈ H∗ can be written as ψ = jH(ψ⊠ 1H) where H is the

regular module. Let us compute the half-braiding λ
(+),(−)
V ⊠W : H∗ ⊗ (V ⊠W ) → (V ⊠W ) ⊗H∗

defined in (96):

λ
(+),(−)
V ⊠W (ψ ⊗ (v ⊠ w)) = λ

(+),(−)
V ⊠W ◦ (jH ⊗ idV ⊠W )

(
(ψ ⊠ 1H)⊗ (v ⊠ w)

)
= (idV ⊠W ⊗ jH) ◦ (cH∨,V ⊠ c−1

W,H)
(
(ψ ⊗ v)⊠ (1H ⊗ w)

)
= (idV ⊠W ⊗ jH)

[(
R2
i · v ⊗ (ψ ◁ S(R1

i ))
)
⊠
(
S(R1

j ) · w ⊗R2
j

)]
= (idV ⊠W ⊗ jH)

[(
R2
i · v ⊠ S(R1

j ) · w
)
⊗
(
(ψ ◁ S(R1

i ))⊠R2
j

)]
=
(
R2
i · v ⊠ S(R1

j ) · w
)
⊗
(
R2
j ▷ ψ ◁ S(R

1
i )
)
.

Through the isomorphism Z
(
(H ⊗ H)-mod

) ∼= D(H)⊗2-mod recalled at the beginning of §5,
the half-braiding λ(+),(−) is equivalent to the action of D(H)⊗2 on H∗ given by

(αa⊗ βb) · ψ = (α⊗ β ⊗ idH∗) ◦ λ(+),(−)
H⊠H

(
(a⊗ b) · ψ ⊗ (1H ⊠ 1H)

)
= (α⊗ β ⊗ idH∗) ◦ λ(+),(−)

H⊠H

(
(b ▷ ψ ◁ S(a))⊗ (1H ⊠ 1H)

)
= α(R2

i )β
(
S(R1

j )
)
R2
jb ▷ ψ ◁ S(a)S(R

1
i )

which is the claimed formula.
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Remark 5.4. Recall that Hn
DY(P, ϕ

R) can be also computed via the Künneth type formula (112)
or Corollary 4.25 if the ground field k is perfect. Let us explain their ingredients in the Hopf
case:

1. The distinguished invertible object D is the one-dimensional H-module given by the
character α−1 : H → k where α is the so-called modulus defined by

cl · h = α(h)cl

and cl ∈ H is the left co-integral of H, see [EGNO, Prop. 6.5.5].9

2. The Nakayama functor N given in (110) is then induced by the automorphism on H that
sends h ∈ H to α(h(1))S2(h(2)).

3. Let X ∈ H-mod, then under the equivalence Z(H-mod) ∼= D(H)-mod recalled just below
(123), the object (X∨, cX∨,−) is the vector space X∗ endowed with the action defined by
⟨(αa) · f, x⟩ =

〈
f, S

(
ℓ(+)(α)a

)
x
〉
for all f ∈ X∨, α, a ∈ D(H) and x ∈ X, and with

ℓ(+) defined in (135). Similarly (X, c−1
−,X) is the vector space X endowed with the action

(βb) · x = ℓ(−)(β)b · x for all β, b ∈ D(H) and x ∈ X, and with ℓ(−) defined in (136).

The advantage of the formulas (112) or (121) is that the ends are taken over projective objects,
recall Corollary 4.25. When H has only a few isomorphism classes of simple objects, one can
expect that these ends are easy to calculate. This is demonstrated in the example H = Bk in
§5.2 below.

5.2 Example: tangent R-matrices for Bk = ΛCk ⋊C[Z/2Z]
Let k be a strictly positive integer and Bk be the C-algebra generated by g and xi with 1 ≤ i ≤ k
modulo the relations

xixj = −xjxi, gxi = −xig, x2i = 0, g2 = 1. (137)

The monomials xe11 . . . xekk g
ek+1 with ei ∈ {0, 1} form a basis, so that dim(Bk) = 2k+1. It is

a Hopf algebra with coproduct ∆(xi) = 1 ⊗ xi + xi ⊗ g, ∆(g) = g ⊗ g, counit ε(xi) = 0,
ε(g) = 1 and antipode S(xi) = gxi, S(g) = g. This algebra can be seen as a generalization of
the 4-dimensional Sweedler’s Hopf algebra.

It is clear that Bk is pivotal with the pivot given by g, i.e. S2(−) = g(−)g−1. Furthermore,
Bk is unimodular for even k, i.e. the distinguished invertible object is D = 1, while for odd k
the object D = D∨ is described by the character α = α−1, recall Remark 5.4, where α is zero on
all xi’s and −1 on g. Let us denote the projective cover of such a one-dimensional Bk-module,
for all k, by P−.

The element
R0 = e+ ⊗ 1 + e− ⊗ g = 1⊗ e+ + g ⊗ e− ∈ Bk ⊗Bk (138)

where e± = 1±g
2

satisfies (R0)
2 = 1⊗ 1 and is a triangular R-matrix.

Our main goal is to describe the Zariski tangent space TR0RMat(Bk) defined in (128). We
first compute its dimension using the end formula (121).

Write (xe11 . . . xekk g
ek+1)∗ for the basis elements of B∗

k which are dual to the monomial basis of
Bk. Recall from [GHS23, §5] that B∗op

k is generated by the elements yi = x∗i −(xig)∗ (1 ≤ i ≤ k)
and h = 1∗ − g∗ modulo the relations

yiyj = −yjyi, hyi = −yih, y2i = 0, h2 = 1. (139)

9We note that our conventions on the distinguished invertible object D are opposite to those in [EGNO,
Sec. 6.4].
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Hence the Drinfeld doubleD(Bk) = B∗op
k ⊗Bk has the generators xi, g, yi, hmodulo the relations

(137), (139) and the mixed relations given in [GHS23, eq. (5.7)] that we will not need here.

We will use a ‘minimal’ relatively projective resolution P of the trivial D(Bk)-module C
constructed in [GHS23, §5], see also [FGS24, §6.1.2]:

P =
(
0←− C←− S0(Ck)⊗ C+ ←− S1(Ck)⊗ C− ←− S2(Ck)⊗ C+ ←− . . .

)
(140)

where C± = B∗op
k f± are projective covers in B∗

k-mod corresponding to the idempotents f± =
1±h
2
, equipped additionally with the trivial action of the generators xi and g acting as h, which

makes them also D(Bk)-modules. The spaces Sn(Ck) of homogeneous polynomials of degree n
in k commuting variables, of dimension

(
k+n−1
n

)
, are just multiplicity spaces in (140). For what

follows, we do not use explicit form of the differentials of P, so we omit them.

Proposition 5.5. 1. We have

dimTR0RMat(Bk) = k2.

2. Recall that the R-matrix R0 ∈ B⊗2
k gives the monoidal structure ϕR0 for ⊗ defined in (129).

Then we have

dimHn
DY(⊗, ϕR0) =

{(
2k+n−1

n

)
if n is even

0 if n is odd

Proof. Let

L : Bk-mod→ Z(Bk-mod) ∼= D(Bk)-mod, X 7→
(
X, cR0

X,−
)
=
(
X, (cR0

−,X)
−1
)

which by item 3 of Remark 5.4 is the pullback along the morphism ℓ(+) = ℓ(−) : D(Bk) → Bk

from (135), where the equality is due to the symmetric R-matrix (138). In particular we see
that the yi’s act by 0 on any L(X) while the xi’s act on L(X) as they do on X. The situation
is opposite for the modules C± appearing in (140): the xi’s act by 0 while the action of the yi’s
is free. This immediately shows that HomD(Bk)(C±, L(X)) ∼= HomD(Bk)(C±, Soc[L(X)]) where
Soc denotes the socle. As a consequence, using the resolution (140) we see that the relative
Ext spaces satisfy:

ExtnD(Bk),Bk

(
C, L(X)

) ∼= ExtnD(Bk),Bk

(
C, Soc[L(X)]

)
.

We thus see that the term in the 2nd line of (121) is canceled by the 3rd line because
Soc[L(PD)] = C. For what concerns the end in the 1st line, only one term corresponding
to P = P− gives a non-zero contribution, which is S1(Ck)⊗2. Clearly there are no extra linear
relations coming from dinaturality, and we are left with S1(Ck)⊗2 whose dimension is k2.
2. Recall Corollary 4.25 and denote by Bk-pmod the subcategory of projective Bk-modules,
which has only two isoclasses of indecomposables (the projective covers of the characters ε
and α). By arguments similar to the previous item we immediately calculate

Hn
DY(⊗, id⊗ c⊗ id) ∼=

⊕
i+j=n

∫
P∈Bk-pmod

ExtiD(Bk),Bk

(
C, L(P )

)
⊗ ExtjD(Bk),Bk

(
C, L(D ⊗ P )

)
∼= δn,even

⊕
i+j=n

Si(Ck)⊗ Sj(Ck) ∼= δn,evenS
n(C2k) , (141)

where we observed that for even n, as for n = 2 above, and each (i, j) only one P term (out of
two) in the corresponding end gives a non-zero contribution equal to Si(Ck)⊗Sj(Ck), while for
odd n there is always one tensorand in each end which is zero, so the total space is zero.

50



The use of the end formulas (§4.4) gave a fast proof of the previous proposition. But
for completeness we still find it relevant to give another proof which uses the isomorphism
Hn

DY(⊗, ϕR0) ∼= Extn
D(Bk)⊗2,B⊗2

k
(C ⊠ C, B∗

k) from Proposition 5.3. Let us then describe the

D(Bk)
⊗2-module structure on B∗

k:

Lemma 5.6. Let w± = (x1 . . . xk)
∗±(x1 . . . xkg)∗. The elements xe11 . . . xekk ▷w± with ei ∈ {0, 1}

form a basis of B∗
k. In this basis, the action of D(Bk)

⊗2 on B∗
k associated to R0 (Prop. 5.3) is

given by

(xi ⊗ 1) ·
(
xe11 . . . xekk ▷ w±

)
= ∓xe11 . . . xekk xi ▷ w∓,

(1⊗ xi) ·
(
xe11 . . . xekk ▷ w±

)
= xix

e1
1 . . . xekk ▷ w±,

(yi ⊗ 1) ·
(
xe11 . . . xekk ▷ w±

)
= (1⊗ yi) ·

(
xe11 . . . xekk ▷ w±

)
= 0,

(g ⊗ 1) ·
(
xe11 . . . xekk ▷ w±

)
= (h⊗ 1) ·

(
xe11 . . . xekk ▷ w±

)
= ±(−1)kxe11 . . . xekk ▷ w±,

(1⊗ g) ·
(
xe11 . . . xekk ▷ w±

)
= (1⊗ h) ·

(
xe11 . . . xekk ▷ w±

)
= ±(−1)|e|xe11 . . . xekk ▷ w±

where |e| =
∑k

i=1 ei.

Proof. Note that

xeii ▷ (x
d1
1 . . . x1i . . . x

dk
k g

t)∗ = (−1)ei
∑k

j=i+1 dj+tei(xd11 . . . x1−eii . . . xdkk g
t)∗.

for all ei, dj, t ∈ {0, 1}. Hence

xe11 . . . xekk ▷ (x1 . . . xkg
t)∗ = (−1)s(e)+t|e|(x1−e11 . . . x1−ekk gt)∗

where s(e) =
∑k−1

i=1 ei
∑k

j=i+1(1− ej) and |e| =
∑k

i=1 ei. As a result

xe11 . . . xekk ▷ w± = (−1)s(e)
(
(x1−e11 . . . x1−ekk )∗ ± (−1)|e|(x1−e11 . . . x1−ekk g)∗

)
whence the claim about the basis. The formula for the action of 1 ⊗ xi is obvious since
(1 ⊗ a) · ψ = a ▷ ψ. The formula for the action of 1 ⊗ g follows from g ▷ w± = ±w±. Next we
have

(x1 . . . xk)
∗ ◁ S(xi) = (−1)k−i+1(x1 . . . x

0
i . . . xkg)

∗ = xi ▷ (x1 . . . xkg)
∗,

(x1 . . . xkg)
∗ ◁ S(xi) = (−1)k−i+1(x1 . . . x

0
i . . . xk)

∗ = −xi ▷ (x1 . . . xk)∗

and thus w± ◁ S(xi) = ∓xi ▷ w∓. Since the actions ▷ and ◁ commute, we get the formula for
the action of xi ⊗ 1. It is easy to check that g ▷ w± = ±w± and w± ◁ g = ±(−1)kw±, which
imply the formulas for the actions of 1⊗ g and g ⊗ 1 respectively. Finally we have ℓ(±)(h) = g
and ℓ(±)(yi) = 0, which imply the formulas for the actions of 1⊗ yi, 1⊗h, yi⊗ 1 and h⊗ 1.

By item 1 in Proposition C.4, the tensor product P ⊠ P of (140) with itself is a relatively
projective resolution of C⊠ C ∈ D(Bk)

⊗2-mod, with the chain spaces in degree n given by

(P⊠P)n =
n⊕
i=0

Si(Ck)⊗ Sn−i(Ck)⊗
(
C(−)i ⊠ C(−)n−i

)
.

We have to compute HomD(Bk)⊗2

(
(P⊠P)n, B

∗
k

)
. Any φ ∈ HomD(Bk)⊗2(Cs⊠Ct, B∗

k), for s, t = ±,
is entirely determined by its value on f s ⊠ f t. Since xi ⊗ xj acts by 0 on Cs ⊠ Ct for all i, j,
these generators also act by 0 on φ(f s ⊠ f t), which forces

φ(f s ⊠ f t) = λ+ x1 . . . xk ▷ w+ + λ− x1 . . . xk ▷ w−
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for some λ± ∈ C. The actions of the generators g ⊗ 1 and 1⊗ g impose

sφ(f s ⊠ f t) = (−1)kλ+ x1 . . . xk ▷ w+ − (−1)kλ− x1 . . . xk ▷ w− = tφ(f s ⊠ f t).

Thus s = t, sλ+ = (−1)kλ+ and sλ− = (−1)k+1λ−. The generators 1⊗ yi and yi ⊗ 1 act freely
on Cs⊠ Ct and they act by 0 on B∗

k, while the generators 1⊗ h and h⊗ 1 act as 1⊗ g and g⊗ 1
both on Cs ⊠ Ct and on B∗

k. Hence these generators do not give further constraints on φ. As a
result

HomD(Bk)⊗2(Cs ⊠ Ct, B∗
k) =

{
f s ⊠ f s 7→ x1 . . . xk ▷ w(−)ks if s = t

0 if s ̸= t

where for s = t we mean that the Hom space is one dimensional and spanned by this map.
Hence

HomD(Bk)⊗2

(
(P⊠P)n, B

∗
k

) ∼= {⊕n
i=0 S

i(Ck)⊗ Sn−i(Ck) ∼= Sn(C2k) if n is even

0 if n is odd

and item 2 in Proposition 5.5 follows. Item 1 in Proposition 5.5 can then be deduced from
(133), since by [GHS23, Th. 5.1] we know that dimH2

DY(Bk-mod) = k(k+1)
2

.

We note that the space of obstructionsH3
DY(P, ϕ

R0) is 0, hence any infinitesimal deformation
of the monoidal structure of (P, ϕR0) can be lifted to arbitrary degrees in h. By applying
Corollary 4.9 to such deformations, one can expect to get deformations of R0 in arbitrary
degrees in h as well. In the next proposition we describe the space of infinitesimal deformations
of R0 and their eventual analytic versions, which form a k2-parameter family of genuine R-
matrices. By [PV99] this is the complete list of R-matrices on Bk (here we provide a more
compact form of their expression).

Proposition 5.7. 1. The following elements form a basis of TR0RMat(Bk):

R0(xi ⊗ xjg), (1 ≤ i, j ≤ k).

2. For all λ = (λi,j)1≤i,j≤k ∈ Ck2 the element

Rλ = R0 exp

(
k∑

i,j=1

λi,j xi ⊗ xjg

)
= R0

k∏
i,j=1

(
1⊗ 1 + λi,j xi ⊗ xjg

)
is an R-matrix in Bk. They satisfy Rλ+µ = RλR0Rµ.

Proof. 1. Let Xi,j = xi ⊗ xjg and Ti,j = R0Xi,j. It is easily seen that Xi,j ∈ Z
(
∆(A)

)
, and

hence that Ti,j∆(a) = ∆op(a)Ti,j for all a ∈ Bk. Note that

(∆⊗ id)(Xi,j) = g2(Xi,j)13 + (Xi,j)23, (R0)23g2(Xi,j)13 = (Xi,j)13(R0)23 (142)

where g2 = 1⊗ g ⊗ 1 and for the second equality we use ge± = ±e±. Thus

(∆⊗ id)(Ti,j) = (R0)13(R0)23g2(Xi,j)13 + (R0)13(R0)23(Xi,j)23 = (Ti,j)13(R0)23 + (R0)13(Ti,j)23.

The equality (id ⊗ ∆)(Ti,j) = (Ti,j)13(R0)12 + (R0)13(Ti,j)12 is obtained similarly. Hence the
k2 elements Ti,j satisfy the linear conditions in (128) which define TR0RMat(Bk). Moreover
they are linearly independent (because the elements xi ⊗ xjg are linearly independent and R0

is invertible), and since dimTR0RMat(Bk) = k2 they form a basis.
2. The elements Xi,j = xi ⊗ xjg commute with each other and are nilpotent of order 2, which
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gives the second equality for Rλ. The last claim is also due to the commutation of the elements
Xi,j. Now using (142) and the fact that g2(Xi,j)13 commutes with (Xi,j)23 we get

(∆⊗ id)(Rλ) = (R0)13(R0)23

k∏
i,j=1

(
1⊗3 + λi,jg2(Xi,j)13 + λi,j(Xi,j)23

)
= (R0)13(R0)23

k∏
i,j=1

(
1⊗3 + λi,jg2(Xi,j)13

)(
1⊗3 + λi,j(Xi,j)23

)
= (R0)13(R0)23

k∏
i,j=1

(
1⊗3 + λi,jg2(Xi,j)13

) k∏
i,j=1

(
1⊗3 + λi,j(Xi,j)23

)
= (R0)13

k∏
i,j=1

(
1⊗3 + λi,j(Xi,j)13

)
(R0)23

k∏
i,j=1

(
1⊗3 + λi,j(Xi,j)23

)
= (Rλ)13(Rλ)23.

The computation for (id⊗∆)(Rλ) is similar.

Remark 5.8. 1. We have dimHn
DY(P, ϕ

Rλ) = dimHn
DY(P, ϕ

R0) for all λ ∈ Ck2 . The proof of this
equality uses Proposition 5.3 exactly as we did above for λ = 0. Let (B∗

k)λ be the coefficient for
Rλ, which is B∗

k as a vector space for all λ. The action of B⊗2
k on (B∗

k)λ equals that on (B∗
k)0

as it does not depend on the R-matrix. Note that ym(xme−) = 1 and ym is equal to 0 on all
the other elements xe1 . . . xekk e±. Hence ℓ

(+)(yi) = −
∑k

m=1 λm,ixm and ℓ(−)(yi) =
∑k

m=1 λm,ixm
where we used the formula R−1

λ = (S⊗id)(Rλ). Also ℓ
(±)(h) = g. As a result the action of yi⊗1

(resp. 1⊗ yi) on (B∗
k)λ is equal to the action of −

∑k
m=1 λm,ixmg ⊗ 1 (resp.

∑k
m=1 λm,i1⊗ xm)

and the action of h⊗ 1, 1⊗h are equal to the actions of g⊗ 1, 1⊗ g. Repeating the arguments
which were used for λ = 0, we find that HomD(Bk)⊗2

(
Cs ⊠ Ct, (B∗

k)λ
)
is the same for all λ’s.

2. We deduce from the previous item and (133) that dimTRλ
RMat(Bk) = k2 for all λ ∈ Ck2 .

This also immediately follows from [PV99] who proved that RMat(Bk) ∼= Mk(C). Neverthe-
less note that our arguments do not require the knowledge of the whole RMat(H) to get the
dimension of tangent spaces.

5.3 DY cohomology of twisted restriction functors

Recall the notations introduced at the beginning of §5. A Drinfeld twist for H is an invertible
element J = si ⊗ ti ∈ H⊗2 (with implicit summation) such that

sis
(1)
j ⊗ tis

(2)
j ⊗ tj = sj ⊗ sit(1)j ⊗ tit

(2)
j and ε(si)ti = siε(ti) = 1.

Then there is a new Hopf algebra HJ , called the twist of H, which is H as an algebra with the
same counit but with new coproduct ∆J and antipode SJ given by

∆J(h) = J∆(h)J−1, SJ(h) = uJS(h)u
−1
J

where
uJ = siS(ti), u−1

J = S(si)ti (143)

with the notation J−1 = si ⊗ ti. We write

∆J(h) = h(1)J ⊗ h(2)J

to distinguish between Sweedler’s notations for ∆ and for ∆J .
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Let K be a Hopf subalgebra of HJ ; it means in particular that K is endowed with the
coproduct ∆J . As an associative algebraK is a subalgebra ofH and thus we have the restriction
functor F = ResHK : H-mod→ K-mod. The twist J gives a monoidal structure on F :

F (X)⊗ F (Y )
∼−→ F (X ⊗ Y ), x⊗ y 7→ (si · x)⊗ (ti · y). (144)

Let FJ be the restriction functor F endowed with this monoidal structure, which we will denote
by F

(2)
J . Our goal is to describe all the arrows appearing in the diagram (67) for FJ and give

the statement of the adjunction theorem (Thm. 3.5) for the DY cohomology of FJ .

Remark 5.9. Note that FJ(X
∨) and FJ(X)∨ are bothX∗ as a vector space but they are endowed

with different actions of K. Indeed, if φ ∈ FJ(X
∨) then ⟨k · φ, x⟩ = ⟨φ, S(k) · x⟩ while if

φ ∈ FJ(X)∨ then ⟨k ·φ, x⟩ = ⟨φ, SJ(k) · x⟩. It follows from the definition of SJ that there is an
isomorphism of K-modules

dX : FJ(X)∨
∼−→ FJ(X

∨), φ 7→ φ(uJ · ?) (145)

where φ(uJ · ?) ∈ X∗ is defined by x 7→ φ(uJ · x) with uJ from (143). The collection d =
(dX)X∈H-mod is a natural isomorphism. The element uJ satisfies

siu
(1)
J ⊗ tiu

(2)
J = uJS(ti)⊗ uJS(si) (146)

which is equivalent to the commutation of the following diagram for all X, Y ∈ H-mod:

FJ(X)∨ ⊗ FJ(Y )∨

dX⊗dY
��

∼ //
(
FJ(Y )⊗ FJ(X)

)∨ (
(F

(2)
J )Y,X

)∨−1

// FJ(Y ⊗X)∨

dY ⊗X

��
FJ(X

∨)⊗ FJ(Y ∨)
(F

(2)
J )X∨,Y ∨

// FJ(X
∨ ⊗ Y ∨) ∼ // FJ

(
(Y ⊗X)∨)

)
We first give a representation-theoretic description of the monad ZFJ

, defined in general in
§3.2. Let H∗op

J be the dual vector space H∗ endowed with the product φψ = (ψ ⊗ φ) ◦ ∆J

and with the usual coproduct ⟨∆(φ), h ⊗ h′⟩ = φ(hh′). Then the restricted duality pairing
σ : K ⊗H∗op

J → k, k ⊗ φ 7→ φ(k) is a skew-pairing:

σ(kk′, φ) = φ(kk′) = φ(1)(k)φ(2)(k′) = σ
(
k, φ(1)

)
σ
(
k′, φ(2)

)
,

σ(k, φψ) = (φψ)(b) = ψ(k(1)J )φ(k(2)J ) = σ
(
φ, k(2)J

)
σ
(
ψ, k(1)J

)
.

Thus we can form the quantum double D(H∗op
J , K) of the skew-paired Hopf algebras K and

H∗op
J , see e.g. [KS97, §8.2]. As a vector space it is H∗op

J ⊗K. Its product is such that H∗op
J and

K are subalgebras; thus we write φk instead of φ⊗ k. Moreover

kφ =
(
k(3)J ▷ φ ◁ SJ(k

(1)J )
)
k(2)J (147)

where ▷ and ◁ are the coregular actions defined in (122). The algebra D(H∗op
J , K) is actually a

Hopf algebra with coproduct ∆D(H∗op
J ,K)(φk) = φ(1)k(1)J ⊗ φ(2)k(2)J .

Since K is a subalgebra of D(H∗op
J , K) we have the induction-restriction monad TD(H∗op

J ,K)

K

on K-mod as defined in general in the introduction of §5. Note that

T
D(H∗op

J ,K)

K (X) = D(H∗op
J , K)⊗K X = (H∗op

J ⊗K)⊗K X ∼= H∗op
J ⊗X

where the action of K on the vector space H∗ ⊗X is

k · (φ⊗ x) =
(
k(3)J ▷ φ ◁ SJ(k

(1)J )
)
⊗ k(2)J · x (148)
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because of the formula (147), while the action of H∗op
J is by left multiplication on the first

tensorand. The multiplication H∗op
J ⊗H∗op

J ⊗X → H∗op
J ⊗X of this monad simply reduces to

the multiplication in H∗op
J , and thus we write µH

∗op
J instead of µ

D(H∗op
J ,K)

K . Similarly the unit of

TD(H∗op
J ,K)

K is given by x 7→ ε⊗ x, so we denote it by ηH
∗op
J instead of η

D(H∗op
J ,K)

K .

We introduce a notation which will be used in the proof of the next proposition. If X is
a (finite-dimensional) H-module then for any x ∈ X and φ ∈ X∗ we can form the matrix

coefficient
X

Mφ
x ∈ H∗ defined by

∀h ∈ H,
X

Mφ
x(h) = φ(h · x). (149)

They satisfy
X

Mh·φ
x =

X

Mφ
x ◁ S(h) and

X

Mφ
h·x = h ▷

X

Mφ
x because the action of H on X∨ is defined

by (h · φ)(x) = φ
(
S(h)x

)
.

Proposition 5.10. The monads ZFJ
and TD(H∗op

J ,K)

K are equal.

Proof. Recall that ZFJ
(V ) =

∫ X∈H-mod
FJ(X

∨)⊗ V ⊗FJ(X) for all V ∈ K-mod. Consider the
dinatural transformation

iFJ
X (V ) : FJ(X

∨)⊗ V ⊗ FJ(X)→ T
D(H∗op

J ,K)

K (V ) = H∗op
J ⊗ V

φ⊗ v ⊗ x 7→
( X
Mφ

x ◁ u
−1
J

)
⊗ v

(150)

with notations from (149) and (143). Note by (148) that iFJ
X (V ) is a K-linear morphism:

iFJ
X (V )

(
k · (φ⊗ v ⊗ x)

)
= iFJ

X (V )
(
k
(1)
J · φ⊗ k

(2)J · v ⊗ k(3)J · x
)

=
( X
Mk(1)J ·φ

k(3)J ·x ◁ u
−1
J

)
⊗ k(2)J · v =

(
k(3)J ▷

X

Mφ
x ◁ S(k

(1)J )u−1
J

)
⊗ k(2)J · v

=
(
k(3)J ▷

X

Mφ
x ◁ u

−1
J SJ(k

(1)J )
)
⊗ k(2)J · v = k · iFJ

X (V )(φ⊗ v ⊗ x).

We claim that iFJ (V ) is universal. Indeed take any dinatural transformation gX : FJ(X
∨) ⊗

V ⊗FJ(X)→ W . Let H be the regular H-module and define g : H∗op
J ⊗V → V by g(α⊗ v) =

gH
(
(α ◁ uJ) ⊗ v ⊗ 1H

)
. For all h ∈ H the right multplication by h gives a H-linear map

rh : H → H. Then by dinaturality of g

gH(α⊗ v ⊗ h) = gH
(
α⊗ v ⊗ rh(1H)

)
= gH

(
r∗h(α)⊗ v ⊗ 1H

)
= gH

(
(h ▷ α)⊗ v ⊗ 1H

)
= g
(
(h ▷ α ◁ u−1

J )⊗ v
)
= g
(
(
H

Mα
h ◁ u

−1
J )⊗ v

)
= g ◦ iFJ

H (V )(α⊗ v ⊗ h).

Hence gH = g ◦ iFJ
H (V ) and since H is a projective generator of H-mod we conclude that

gX = g◦iFJ
X (V ) for all X ∈ H-mod by item 2 in Lemma A.1. This proves that ZFJ

= T
D(H∗op

J ,K)

K

as functors. To compute the multiplication of ZFJ
note that the general definition of i(2) in (55)

applied to (150) reads

i
FJ ,(2)
X,Y (V )(φ⊗ ψ ⊗ v ⊗ x⊗ y) = (

Y

Mφ
y ◁ u

−1
J )⊗ (

X

Mψ
x ◁ u

−1
J )⊗ v.

Thus by the general definition of µZFJ in (56) we have

µ
ZFJ
V

(
Y

Mφ
y ⊗

X

Mψ
x ⊗ v

)
= µ

ZFJ
V ◦ iFJ ,(2)

X,Y (V )
(
φ(uJ ·?)⊗ ψ(uJ ·?)⊗ v ⊗ x⊗ y

)
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= iFJ
X⊗Y (V ) ◦

(
(F

(2)
J )Y ∨,X∨ ⊗ idV ⊗ (F

(2)
J )X,Y

) (
φ(uJ ·?)⊗ ψ(uJ ·?)⊗ v ⊗ x⊗ y

)
= iFJ

X⊗Y (V )
(
φ(uJS(si)·?)⊗ ψ(uJS(ti)·?)⊗ v ⊗ sj · x⊗ tj · y

)
= iFJ

X⊗Y (V )
(
φ(tiu

(2)
J ·?)⊗ ψ(siu

(1)
J ·?)⊗ v ⊗ sj · x⊗ tj · y

)
=

X⊗Y
M

ψ(si·?)⊗φ(ti·?)
sj ·x⊗tj ·y

⊗ v =

(( X
Mψ

x ⊗
Y

Mφ
y

)
◦∆J

)
⊗ v =

( Y
Mφ

y

X

Mψ
x

)
⊗ v

where the third equality uses (144) and the fourth equality uses (146). If we take X = Y = H
and x = y = 1H this yields µZFJ (φ⊗ ψ ⊗ v) = φψ ⊗ v = µH

∗op
J (φ⊗ ψ ⊗ v), as desired. Finally

it is readily seen that the units of ZFJ
and TD(H∗op

J ,K)

K coincide.

As a byproduct, we have an isomorphism of k-linear categories

Z(FJ) ∼= ZFJ
-mod = D(H∗op

J , K)-mod.

Explicitly, for (V, ρ) ∈ Z(FJ) then in particular V is a K-module and it becomes a D(H∗op
J , K)-

module if we define the action of H∗op
J by φ · v = (φ⊗ idV )

(
ρH(v⊗ 1H)

)
where H is the regular

module. Conversely for V ∈ D(H∗op
J , K)-mod then V is a K-module by restriction and the

formula ρX(v ⊗ x) = hi · x⊗ hi · v for all X ∈ H-mod, v ∈ V and x ∈ X gives a half-braiding
for V relative to FJ , where {hi} and {hi} are dual bases of H and H∗.

For K = H, F = Id and J = 1, Proposition 5.10 gives ZH-mod = TD(H)
H where D(H) is

the Drinfeld double of H and we simply recover the well-known isomorphism Z(H-mod) ∼=
ZH-mod-mod = D(H)-mod. Hence in the present situation the diagram (67) becomes

D(H)-mod

Res

��

F̃J⊣ ..
D(H∗op

J , K)-mod

R̃

mm

Res

��
⊣ ⊣

H-mod

Ind

HH

FJ⊣ ,,
K-mod

R

ll

Ind

HH
(151)

where Res and Ind are the restriction and induction functors. Recall a well-known easy fact:

Lemma 5.11. Let A,B be finite-dimensional k-algebras and f : A → B be an algebra mor-
phism. The right adjoint of the pullback functor f ∗ : B-mod→ A-mod isW 7→ HomA

(
f ∗(B),W

)
equipped with the action defined by (b · γ)(b′) = γ(b′b) for all b ∈ B and b′ ∈ f ∗(B).

Hence the right adjoint R of FJ is the coinduction functor

R(W ) = HomK(H,W )

where H is endowed with the left multiplication of K and the action of h ∈ H on g ∈ R(W )

is defined by (h · g)(h′) = g(h′h). On morphisms R is given by pushforward. The functors F̃J
and R̃ are defined in general in §3.3; in the present situation they take the following form:

Proposition 5.12. Recall diagram (151) and the notations J = si ⊗ ti and uJ = siS(ti).
1. There is a morphism of algebras

Υ : D(H∗op
J , K)→ D(H), φk 7→ ti

(
tj ▷ φ ◁ si

)
sjk. (152)

The pullback functor Υ∗ : D(H)-mod→ D(H∗op
J , K)-mod is equal to F̃J .

2. Let (W, ■ ) ∈ D(H∗op
J , K)-mod, where ■ denotes the action. We have R̃(W) = HomK(H,W)

equipped with the action of D(H) given by

∀h′ ∈ H,
(
(φh) · f

)
(h′) =

(
tjt

(2)
i h′(3) ▷ φ ◁ S

(
sih

′(1))u−1
J

)
■ f
(
sjt

(1)
i h′(2)h

)
(153)

for all φh ∈ D(H) and f ∈ HomK(H,W). On morphisms R̃ is given by pushforward.
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Proof. 1. Recall the general definition of lifted functor in (23). To describe F̃J we must compute
for all V ∈ H-mod the map ζV : ZFJ

FJ(V )→ FJZH-mod(V ) defined in (65). Denote by

iX(V ) : X∨ ⊗ V ⊗X → H∗op ⊗ V, φ⊗ v ⊗ x 7→
X

Mφ
x ⊗ v

the universal dinatural transformation for ZH-mod(V ) = H∗op ⊗ V . Note that ZFJ
FJ(V ) =

T
D(H∗op

J ,K)

K FJ(V ) = H∗op
J ⊗ V and FJZH-mod(V ) = FJT

D(H)
H (V ) = H∗op ⊗ V as vector spaces.

We have

ζV (φ⊗ v) = ζV ◦ iFJ
H

(
FJ(V )

)(
(φ ◁ uJ)⊗ v ⊗ 1H

)
= FJ

(
iH(V )

)
◦ (F (3)

J )X∨,V,X

(
dH(φ)⊗ v ⊗ 1H

)
= FJ

(
iH(V )

) ((
φ ◁ uJS(si)

)
⊗ t(1)i sj · v ⊗ t

(2)
i tj

)
=
(
t
(2)
i tj ▷ φ ◁ uJS(si)

)
⊗ t(1)i sj · v

where the first equality is a trick based on the regular representation and (150) while the second
uses the definition of ζV . Hence if (V, ·) ∈ D(H)-mod (where · is the action of D(H) on V)

then F̃J(V, ·) = (V, ■ ) where the action ■ of φk ∈ D(H∗op
J , K) on v ∈ V is

φk ■ v =
(
t
(2)
i tj ▷ φ ◁ uJS(si)

)
t
(1)
i sjk · v = t

(2)
i

(
tj ▷ φ ◁ uJS(si)t

(1)
i

)
sjk · v

= ti
(
tj ▷ φ ◁ si

)
sjk · v = Υ(φk) · v

where in the second equality we used (123) while in the third equality we used that S(si)t
(1)
i ⊗

t
(2)
i = u−1

J si⊗ti which easily follows from the defining properties of J = si⊗ti and the definition
of uJ in (143). As a result x ■ v = Υ(x) · v for all x ∈ D(H∗op

J , K). In particular if V = D(H) is
the regular representation we obtain that Υ is a morphism of algebras:

Υ(xy) = Υ(xy) · 1D(H) = xy ■ 1D(H) = x ■ (y ■ 1D(H))

= Υ(x) · (Υ(y) · 1D(H)) = Υ(x)Υ(y) · 1D(H) = Υ(x)Υ(y).

2. One could use (28) and (69) to compute R̃. But thanks to Lemma 5.11 we know directly

from the previous item that the right adjoint of F̃J is given by

R̃(W) = HomD(H∗op
J ,K)

(
Υ∗(D(H)),W

)
where the D(H)-module structure on R̃(W) is (x · g)(y) = g(yx) for all g ∈ R̃(W) and x, y ∈
D(H). A straightforward computation shows that φh = Υ

[
tjt

(2)
i ▷ φ ◁ S(si)u

−1
J

]
sjt

(1)
i h for

any φh ∈ D(H). Hence if g ∈ R̃(W) we have g(φh) =
(
tjt

(2)
i ▷ φ ◁ S(si)u

−1
J

)
■ g
(
sjt

(1)
i h
)
by

D(H∗op
J , K)-linearity. This shows that g is entirely determined by its values on H ⊂ Υ∗(D(H))

and gives an isomorphism of vector spaces

HomD(H∗op
J ,K)

(
Υ∗(D(H)),W

) ∼−→ HomK(H,W), g 7→ g|H .

Let f ∈ HomK(H,W) and write f = g|H ; then(
(φh) · f

)
(h′) =

(
(φh) · g

)
(h′) = g(h′φh)

(123)
= g

[(
h′(3) ▷ φ ◁ S(h′(1))

)
h′(2)h

]
=
(
tjt

(2)
i h′(3) ▷ φ ◁ S(h′(1))S(si)u

−1
J

)
■ g
(
sjt

(1)
i h′(2)h

)
=
(
tjt

(2)
i h′(3) ▷ φ ◁ S(sih

′(1))u−1
J

)
■ f
(
sjt

(1)
i h′(2)h

)
which is the announced formula.
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Note by definition of ∆J that

sih
′(1) ⊗ sjt(1)i h′(2) ⊗ tjt(2)i h′(3) = (1⊗ J) (id⊗∆)(J) (id⊗∆)

(
∆(h′)

)
= (id⊗∆J)

(
∆J(h

′)
)
(1⊗ J) (id⊗∆)(J) = h′(1)Jsi ⊗ h′(2)Jsjt(1)i ⊗ h′(3)J tjt

(2)
i .

Hence using moreover the definition of SJ we can rewrite formula (153) as follows:(
(φh) · f

)
(h′) =

(
h′(3)J tjt

(2)
i ▷ φ ◁ S(si)u

−1
J SJ(h

′(1)J )
)

■ f
(
h′(2)Jsjt

(1)
i h
)
.

In this form it is readily seen that HomK(H,W) is stable by the action of D(H).

Remark 5.13. It is non-trivial to check that Υ is a morphism of algebras directly from its
definition in (152). In the case K = H this is done in [MO99, §2.2]; they moreover show that,
as a Hopf algebra, D(HJ) is isomorphic to a twist of D(H).

By Theorem 3.5 (or more precisely (68)) and Proposition 5.12:

Corollary 5.14. We have

H•
DY(FJ)

∼= Ext•D(H),H

(
k,HomK(H,k)

)
where in its first instance the ground field k is endowed with the trivial D(H)-module structure
while HomK(H,k) =

{
f ∈ H∗

∣∣ ∀ k ∈ K, f ◁ k = ε(k)f
}
has the D(H)-module structure given

by 〈
(φh) · f, h′

〉
= φ

(
S(sih

′(1))u−1
J tjt

(2)
i h′(3)

)
f
(
sjt

(1)
i h′(2)h

)
(154)

for all f ∈ H∗, φh ∈ D(H) and h′ ∈ H.

Example 5.15. Assume that K is a Hopf subalgebra of H, so that we can choose J = 1 ⊗ 1.
Then the action of D(H) = (H∗)op ⊗H on HomK(H,k) in Corollary 5.14 reduces to

(ε⊗ h) · f = h ▷ f, (φ⊗ 1) · f = φ(1)fS(φ(2)) (155)

where φ(1)fS(φ(2)) is the product of φ(1), f and S(φ(2)) = φ(2) ◦ S in (H∗)op. In particular for
K = k (the ground field) then FJ = U : H-mod → vectk is the fiber functor and H•

DY(U)
∼=

H•
DY

(
H-mod; k, H∗) where the vector space H∗ has the D(H)-module structure (155). This

last case was obtained in [GHS23, §4.3] by a different method.

Example 5.16. Let R = R1
i ⊗ R2

i ∈ H⊗2 be an R-matrix for H, with implicit summation on i.
Recall that R−1 = (S ⊗ id)(R) and consider

J =
(
1⊗ S(R1

i )
)︸ ︷︷ ︸

si

⊗ (R2
i ⊗ 1)︸ ︷︷ ︸
ti

, J−1 = (1⊗R1
i )︸ ︷︷ ︸

si

⊗ (R2
i ⊗ 1)︸ ︷︷ ︸
ti

.

The element J is easily seen to be a Drinfeld twist for H ⊗ H, so we have the twisted Hopf
algebra (H ⊗H)J . The map ι : H

∼−→ ∆(H) ⊂ (H ⊗H)J identifies H as a Hopf subalgebra of
(H ⊗H)J . Indeed ι is obviously an algebra morphism and is a coalgebra morphism thanks to
the twist:

∆J

(
ι(h)

)
= J∆H⊗H(h

(1) ⊗ h(2))J−1 = J
(
h(1)(1) ⊗ h(2)(1) ⊗ h(1)(2) ⊗ h(2)(2)

)
J−1

= J
(
h(1) ⊗ h(3) ⊗ h(2) ⊗ h(4)

)
J−1 = h(1) ⊗ h(2) ⊗ h(3) ⊗ h(4) = ι(h(1))⊗ ι(h(2))

where the second equality uses that ∆H⊗H(x ⊗ y) = x(1) ⊗ y(1) ⊗ x(2) ⊗ y(2) by definition of
a tensor product of Hopf algebras, the third is by coassociativity and the fourth uses that
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R∆ = ∆opR. This yields a restriction functor FJ : (H ⊗ H)-mod → H-mod which has the
monoidal structure

(F
(2)
J )X1⊠Y1,X2⊠Y2 :

FJ(X1 ⊠ Y1)⊗ FJ(X2 ⊠ Y2)
= X1 ⊗ Y1 ⊗X2 ⊗ Y2

∼→ FJ
(
(X1 ⊠ Y1)⊗ (X2 ⊠ Y2)

)
= X1 ⊗X2 ⊗ Y1 ⊗ Y2

x1 ⊗ y1 ⊗ x2 ⊗ y2 7→ x1 ⊗ (R2
i · x2)⊗ (R1

i · y1)⊗ y2
.

Let us apply Corollary 5.14 to this monoidal functor:

H•
DY(FJ)

∼= Ext•D(H)⊗D(H),H⊗H
(
k⊠ k,HomH(H

⊗2, k)
)

where we identify D(H⊗H) with D(H)⊗D(H) and g ∈ HomH(H
⊗2,k) if and only if g(h(1)x⊗

h(2)y) = ε(h)g(x ⊗ y) for all x, y, h ∈ H. The action (154) of αa ⊗ βb ∈ D(H)⊗2 on g ∈
HomH(H

⊗2,k) is given by〈
(αa⊗ βb) · g, x⊗ y

〉
=
〈
α⊗ β, S

(
si(x

(1) ⊗ y(1))
)(
R2
k ⊗ S(R1

k)
)
tjt

(2)
i (x(3) ⊗ y(3))

〉〈
g, sjt

(1)
i (x(2)a⊗ y(2)b)

〉
=
〈
α, S(x(1))R2

kR
2
jR

2 (2)
i x(3)

〉〈
β, S(y(1))S

(
R1
kS(R

1
i )
)
y(3)
〉〈

g,R
2 (1)
i x(2)a⊗ S(R1

j )y
(2)b
〉 (156)

where in the second equality we used that the element (143) is uJ = siS(ti) = R2
i ⊗ R1

i with
our choice of J . For any g ∈ HomH(H

⊗2,k) we can write g(x ⊗ y) = g
(
x(1) ⊗ x(2)S(x(3))y

)
=

g(1⊗ S(x)y), whence an isomorphism of vector spaces

HomH(H
⊗2,k) ∼→ Homk(H,k) = H∗, g 7→ g(1⊗?).

Let us compute the resulting D(H)⊗2-action on H∗. Take ψ ∈ H∗; then ψ = g(1⊗?) for some
g ∈ HomH(H

⊗2,k) and from (156) we find〈
(αa⊗ βb) · g, 1⊗ y

〉
=
〈
α,R2

kR
2
jR

2 (2)
i

〉〈
β, S(y(1))S

(
R1
kS(R

1
i )
)
y(3)
〉〈

ψ, S
(
R1
jR

2 (1)
i a

)
y(2)b

〉
because g(x⊗ y) = ψ

(
S(x)y

)
. Elementary properties of R-matrices yield

R2
kR

2
jR

2 (2)
i ⊗R1

kS(R
1
i )⊗R1

jR
2 (1)
i = R2

kR
2 (1)
i R2

j ⊗R1
kS(R

1
i )⊗R

2 (2)
i R1

j

=R2
kR

2
lR

2
j ⊗R1

kS(R
1
l )S(R

1
i )⊗R2

iR
1
j = R2

j ⊗ S(R1
i )⊗R2

iR
1
j

and it follows that〈
(αa⊗ βb) · g, 1⊗ y

〉
= α(R2

j )
〈
β, S(y(1))S2(R1

i )y
(3)
〉 〈
ψ, S

(
R2
iR

1
ja
)
y(2)b

〉
= α(R2

j )
〈
β, S(y(1))S(R1

i )y
(3)
〉 〈
ψ, S(a)S(R1

j )R
2
i y

(2)b
〉
= α(R2

j )β
(
S(R1

i )
) 〈
ψ, S(a)S(R1

j )yR
2
i b
〉
.

As a resultH•
DY(FJ)

∼= Ext•D(H)⊗2,H⊗2

(
k⊠k, H∗) whereH∗ is endowed with theD(H)⊗2-module

structure given by
〈
(αa ⊗ βb) · ψ, y

〉
= α(R2

j )β
(
S(R1

i )
) 〈
ψ, S(a)S(R1

j )yR
2
i b
〉
. The monoidal

functor FJ is equal to
(
P, ϕR

)
defined in (129); hence this example gives another proof of

Proposition 5.3.

5.4 Example: restriction functor Bl+k-mod→ Bk-mod

Recall the Hopf algebra Bk from §5.2. Take two strictly positive integers l, k and consider
the Hopf algebra Bl+k, generated by variables g, x1, . . . , xl+k modulo the relations (137). The
subalgebra generated by g, xl+1, . . . , xl+k is a Hopf subalgebra isomorphic to Bk. Hence the
restriction functor

F = Res
Bl+k

Bk
: Bl+k-mod→ Bk-mod
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is monoidal. Let us use Corollary 5.14 and the relatively projective resolution (140) to compute
H•

DY(F ). Note that here the Drinfeld twist J = si ⊗ ti is trivial: J = 1⊗ 1.

If f ∈ HomBk
(Bl+k,C) then the commutation relations in Bl+k and the Bk-linearity yield

f
(
xe11 . . . xell x

p1
l+1 . . . x

pk
l+kg

t
)
= (−1)(|p|+t)|e|ε

(
xp1l+1 . . . x

pk
l+kg

t
)
f
(
xe11 . . . xell

)
= δp1,0 . . . δpk,0(−1)t|e|f

(
xe11 . . . xell

)
for all ei, pj, t ∈ {0, 1}, where |e| =

∑l
i=1 ei, |p| =

∑k
j=1 pj and δ is the Kronecker symbol.

Hence

HomBk
(Bl+k,C) = spanC

{(
xe11 . . . xell

)∗
+ (−1)|e|

(
xe11 . . . xell g

)∗ ∣∣ e1, . . . , el ∈ {0, 1}}
where ∗ denotes dual vectors. Recall that the Drinfeld double D(Bl+k) is generated by xi, g, yi, h
with 1 ≤ i ≤ l+k modulo the relations given in [GHS23, §5]. Write |e1, . . . , el⟩ =

(
xe11 . . . xell

)∗
+

(−1)|e|
(
xe11 . . . xell g

)∗
. According to the computations in the proof of [GHS23, Lem. 5.9], the

action (155) of D(Bl+k) on these basis vectors is given by

g · |e1, . . . , el⟩ = (−1)|e| |e1, . . . , el⟩, h · |e1, . . . , el⟩ = (−1)|e| |e1, . . . , el⟩,

xi · |e1, . . . , el⟩ =

{
(−1)

∑l
j=i+1 ej |e1, . . . , ei−1, 0, ei+1, . . . , el⟩ if ei = 1 and 1 ≤ i ≤ l

0 otherwise

yi · |e1, . . . , el⟩ = 0.

In particular HomBk
(Bl+k,C) is generated by |1, . . . , 1⟩. From Corollary 5.14 and Theorem 3.3

we have
H•

DY

(
Res

Bl+k

Bk

)
∼= Ext•D(Bl+k),Bl+k

(
C,HomBk

(Bl+k,C).
)

Consider the relatively projective resolution (140) for C ∈ D(Bl+k)-mod and the D(Bl+k)-
modules Cs = B∗op

l+kf s with s = ±. If φ ∈ HomD(Bl+k)

(
Cs,HomBk

(Bl+k,C)
)
then since xi acts

by 0 on Cs for all i we necessarily have φ(f s) ∈ C |0, . . . , 0⟩. Moreover hf s = sf s while
h · |0, . . . , 0⟩ = |0, . . . , 0⟩. Hence

HomD(Bl+k)

(
C+,HomBk

(Bl+k,C)
) ∼= C, HomD(Bl+k)

(
C−,HomBk

(Bl+k,C)
)
= 0.

We deduce that

dimHn
DY

(
Res

Bl+k

Bk

)
=

{(
k+l+n−1

n

)
if n is even

0 if n is odd.
(157)

A (Di)natural transformations in finite categories

Let k be a field. This appendix collects some facts about (di)natural transformations, coends
and Deligne product in finite k-linear categories. We include proofs for convenience.

Let C be a finite k-linear category. Recall that any such category is equivalent to the
category A-mod of finite-dimensional modules over a finite-dimensional k-algebra [EGNO, §1.8].
A projective generator is a projective object P ∈ C such that for any X ∈ C there exists an
epimorphism e : P n ↠ X for some n ∈ N∗ [EGNO, §1.8]. Such a projective object is not
unique but a minimal choice is obtained by taking P =

⊕l
i=1 Pi where P1, . . . , Pl are the

indecomposable projective objects of C up to isomorphism. Note that any X ∈ C can be
written as a cokernel of a morphism α : Pm → P n for some m,n ∈ N. Indeed since C is abelian
the epimorphism e : P n ↠ X is the cokernel of some morphism β : Y → P n. Now we cover Y
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by Pm ↠ Y and let α : Pm ↠ Y
β→ P n. Then coker(α) = coker(β) = (X, e). We call the exact

sequence Pm α−→ P n e−→ X −→ 0 a projective presentation of X.

A functor is called right exact if it preserves cokernels. Item 2 in the next lemma is [KL01,
Prop. 5.1.7] where it is stated for bifunctors exact in each variable; the only novelty here is to
note that their proof works under a much weaker assumption on the bifunctor.

Lemma A.1. Let C be a finite k-linear category. Denote by P a projective generator of C and
let D be a k-linear abelian category.
1. Let K,L : C → D be k-linear functors and assume that K is right exact. Then the linear
map

Nat(K,L)→
{
g : K(P )→ L(P )

∣∣ ∀φ ∈ EndC(P ), g ◦K(φ) = L(φ) ◦ g
}

f 7→ fP
(158)

is an isomorphism of vector spaces.
2. Let K : Cop × C → D be a k-bilinear functor right exact in the second variable10. Then for
any D ∈ D the linear map

Dinat(K,D)→
{
g : K(P, P )→ D

∣∣ ∀φ ∈ EndC(P ), g ◦K(φop, idP ) = g ◦K(idP , φ)
}

d 7→ dP
(159)

is an isomorphism of vector spaces, where φop reminds that the morphism φ is viewed in Cop.

Proof. 1. The inverse map to (158) is constructed as follows. Let g : K(P ) → L(P ) which
satisfies the condition above. We first set fP = g. More generally for each n ≥ 1 the object P n

comes equipped with morphisms ji : P → P n and πi : P
n → P for all 1 ≤ i ≤ n and we define

fPn =
∑n

i=1 ji ◦ g ◦ πi. The family (fPn)n∈N∗ is natural in the full subcategory
{
P n |n ∈ N∗}

by the required property of g and by the matrix description of morphisms Pm → P n. Now let
X ∈ C and take a presentation Pm α−→ P n e−→ X −→ 0, so that (X, e) = coker(α). By the
universal property of a cokernel we obtain

K(Pm)
K(α) //

fPm

��

K(P n)
K(e) //

fPn

��

K(X)

∃! fX
��

⟳ ⟳

L(Pm)
L(α)

// L(P n)
L(e)

// L(X)

We must check that fX does not depend on the presentation of X. Let Pm′ α′
−→ P n′ e′−→

X −→ 0 be exact. Then as above this gives a morphism f ′
X : K(X) → L(X) defined by

f ′
X ◦K(e′) = L(e′) ◦ fPn′ . Since P n is projective there exists γ : P n → P n′

such that e = e′ ◦ γ
and a short computation reveals that f ′

X ◦ K(e) = fX ◦ K(e). But note that K(e) is an
epimorphism because K is right exact, and thus fX = f ′

X . As a result we have constructed a
family of morphisms (fX)X∈C. Naturality is proven by the same kind of arguments.
2. This is completely similar to the previous item; but for convenience of the reader we give
full details. The inverse map to (159) is constructed as follows. Let g : K(P, P ) → D which
satisfies the condition above. We first set dP = g. More generally for each n ≥ 1 the object P n

comes equipped with morphisms ji : P → P n and πi : P
n → P for all 1 ≤ i ≤ n and we define

dPn =
∑n

i=1 g◦K(ji, πi). The family (dPn)n∈N∗ is dinatural in the full subcategory
{
P n |n ∈ N∗}

by the required property of g and by the matrix description of morphisms Pm → P n. Now let
X ∈ C and take a presentation Pm α−→ P n e−→ X −→ 0, so that (X, e) = coker(α). Then

10Meaning that the functor K(C,−) : C → C is right-exact for all C ∈ C.
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K(idX , e) = coker
(
K(idX , α)

)
by right-exactness of K(X,−) and the universal property of a

cokernel gives

K(X,Pm)

K(e,idPm ) ⟳
��

K(idX ,α) // K(X,P n)
K(idX ,e) //

K(e,idPn )
��

K(X,X)

∃! dX⟳

��

K(P n, Pm)

K(α,idPm ) ⟳
��

K(idPn ,α)
// K(P n, P n)

dPn

))
K(Pm, Pm)

dPm

// D

because the commutation of the left squares implies that dPn◦K(e, idPn) vanishes onK(idX , α).

The morphism dX does not depend on the projective presentation of X. For if Pm′ α′
−→ P n′ e′−→

X −→ 0 is another presentation then we have d′X : K(X,X)→ D defined by d′X ◦K(idX , e
′) =

dPn′ ◦K(e′, idPn′ ). Since P n is projective there exists γ : P n → P n′
such that e = e′ ◦ γ and we

find

d′X ◦K(idX , e) = d′X ◦K(idX , e
′) ◦K(idX , γ) = dPn′ ◦K(e′, idPn′ ) ◦K(idX , γ)

= dPn′ ◦K(idPn′ , γ) ◦K(e′, idPn) = dPn ◦K(γ, idPn) ◦K(e′, idPn)

= dPn ◦K(e, idPn) = dX ◦K(idX , e).

But K(idX , e) is a cokernel, whence an epimorphism and it follows that dX = d′X . Having
constructed a family of morphisms

(
dX
)
X∈C, we now prove its dinaturality. Let f : X1 → X2

and take projective resolutions Pmi
αi−→ P ni

ei−→ Xi −→ 0. By definition dXi
◦ K(idX , ei) =

dPni ◦K(ei, idPni ). Since P n1 is projective, there exists ω : P n1 → Pn2 such that f ◦ e1 = e2 ◦ω.
As a result

dX2 ◦K(idX2 , f) ◦K(idX2 , e1) = dX2 ◦K(idX2 , e2) ◦K(idX2 , ω)

= dPn2 ◦K(e2, idPn2 ) ◦K(idX2 , ω) = dPn2 ◦K(idPn2 , ω) ◦K(e2, idPn1 )

= dPn1 ◦K(ω, idPn1 ) ◦K(e2, idPn1 ) = dPn1 ◦K(e1, idPn1 ) ◦K(f, idPn1 )

= dX1 ◦K(idX1 , e1) ◦K(f, idPn1 ) = dX1 ◦K(f, idX1) ◦K(idX2 , e1)

and we have the result because K(idX2 , e1) is a cokernel and hence an epimorphism.

Corollary A.2. Let K : Cop×C → D be a k-bilinear functor right exact in the second variable.
Under the assumptions of Lemma A.1, we have:
1. The coend

∫ X∈C
K(X,X) exists in C.

2. Let F : D → E be a k-linear right exact functor. Denote by i (resp. l) the universal dinatural
transformation of K (resp. FK). Then the comparison morphism ζ defined by

FK(X,X)
lX

⟲ww

F (iX)

((∫ X
FK(X,X)

∃! ζ
// F
(∫ X

K(X,X)
)

for all X ∈ C is an isomorphism. Equivalently, F (i) is the universal dinatural transformation
of FK.

Proof. 1. This is the construction of [KL01, Cor. 5.1.8]. Recall that P denotes a projective
generator and let {αj}1≤j≤n be a basis of EndC(P ). For each j consider uj = K(αj, idPj

) −
K(idPj

, αj) and define

E = coker

[
K(P, P )n

∑n
j=1 uj◦πj−−−−−−−→ K(P, P )

]
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where πj : K(P, P )n → K(P, P ) are the canonical projections. By construction, the object
E comes equipped with an epimorphism g : K(P, P ) → E satisfying g ◦ K(φ, idP ) = g ◦
K(idP , φ) for all φ ∈ EndC(P ). Item 2 in Lemma A.1 then gives a dinatural transformation
iX : K(X,X) → E such that iP = g. Let dX : K(X,X) → D be any other dinatural
transformation. Then by dinaturality we have dP ◦ (u1, . . . , un) = 0 and the universal property
of a cokernel gives δ : E → D such that dP = δ ◦ iP . By item 2 in Lemma A.1 we deduce that
dX = δ ◦ iX for all X ∈ C, proving that the pair (E, i) is the coend of K.
2. The functor F preserves cokernels. Thus it immediately follows from the proof of the previous
item (where we saw that a coend can be constructed as a cokernel) that F (i) is a universal

dinatural transformation. We can define a morphism ω : F
(∫ X

K(X,X)
)
→
∫ X

FK(X,X)

using universality of F (i): ωX ◦ F (iX) = lX for all X ∈ C. Then ω = ζ−1.

Now let A,B be finite k-linear categories and D be any k-linear abelian category. We denote
by P (resp. Q) a projective generator for A (resp. B).

Corollary A.3. 1. Let K,L : A × B → D be k-bilinear functors and assume that K is right
exact in each variable. Then f 7→ fP,Q gives an isomorphism of vector spaces between Nat(K,L)
and{

g : K(P,Q)→ L(P,Q)
∣∣∀φ ∈ EndA(P ), ∀ψ ∈ EndB(Q), g ◦K(φ, ψ) = L(φ, ψ) ◦ g

}
.

2. Let K : Aop ×Bop ×A×B → D be a k-multilinear functor right-exact in each variable and
let D ∈ D. Then d 7→ dP,Q gives an isomorphism of vector spaces between Dinat(K,D) and{

d : K(P,Q, P,Q)→ D

∣∣∣∣ ∀φ ∈ EndA(P ), ∀ψ ∈ EndB(Q),
d ◦K(φop, ψop, idP , idQ) = d ◦K(idP , idQ, φ, ψ)

}
where φop and ψop remind that the morphisms φ and ψ are viewed in Cop.

Proof. 1. Nat(K,L) is isomorphic to the subspace S ⊂
∏

X∈ANat
(
K(X,−), L(X,−)

)
consist-

ing of sequences (hX)X∈A such that

∀Y ∈ B, ∀X,X ′ ∈ A, ∀α ∈ HomA(X,X
′), hX′,Y ◦K(α, idY ) = L(α, idY ) ◦ hX,Y .

By Lemma A.1, S is isomorphic to the subspace S ′ ⊂
∏

X∈AHomD
(
K(X,Q), L(X,Q)

)
con-

sisting of sequences (h̄X)X∈A such that

∀X,X ′ ∈ A, ∀α ∈ HomA(X,X
′), h̄X′ ◦K(α, idQ) = L(α, idQ) ◦ h̄X

and ∀X ∈ A, ∀ψ ∈ EndB(Q), h̄X ◦K(idX , ψ) = L(idX , ψ) ◦ h̄X .

Said differently S ′ ⊂ Nat
(
K(−, Q), L(−, Q)

)
consists of natural transformations h̄ such that

h̄X ◦ K(idX , ψ) = L(idX , ψ) ◦ h̄X for all X ∈ A and ψ ∈ EndB(Q). Another application of
Lemma A.1 gives the result.
2. Same argument.

Of course the statements of Corollary A.3 generalize to (di)natural transformations with an
arbitrary finite number of variables.

Denote by ⊠ the Deligne product of finite k-linear categories [Del90, §5], [EGNO, §1.11].
The indecomposable projective objects in A ⊠ B are the Pi ⊠ Qj where Pi (resp. Qj) is an
indecomposable projective object in A (resp. B). This is easily seen using that A ∼= A-mod and
B ∼= B-mod, where A and B are finite-dimensional k-algebras, so that A⊠ B ∼= (A⊗B)-mod.
Hence if P =

⊕
i Pi (resp. Q =

⊕
j Qj) is the minimal projective generator of A (resp. B) then

P ⊠Q is the minimal projective generator of A⊠ B.

63



Lemma A.4. 1. Let F,G : A×B → D be k-bilinear functors right exact in each variable and
let F̃ , G̃ : A⊠ B → D be such that F = F̃ ◦⊠ and G = G̃ ◦⊠. The map

J : Nat(F̃ , G̃)→ Nat(F,G), J(f)(X,Y ) = fX⊠Y

is an isomorphism of vector spaces.
2. Let H : Aop × Bop × (A × B) → D be a k-multilinear functor right-exact in each variable.

Let H̃ : (A ⊠ B)op × (A ⊠ B) → D be the k-bilinear functor right-exact in each variable such

that H = H̃ ◦ (⊠×⊠). For any D ∈ D, the map

I : Dinat(H̃,D)→ Dinat(H,D), I(d)(X,Y ) = dX⊠Y

is an isomorphism of vector spaces.

3. Let H and H̃ be as in the previous item and let U =
∫ (X,Y )∈A×B

H
(
(X, Y ), (X, Y )

)
with

the universal dinatural transformation u ∈ Dinat(H,U). Then the object U endowed with the

dinatural transformation I−1(u) is the coend of H̃.

Proof. 1. The functor F̃ is right exact by definition. By item 1 in Lemma A.1, any f ∈
Nat(F̃ , G̃) is uniquely determined by fP⊠Q ∈ HomD

(
F̃ (P⊠Q), G̃(P⊠Q)

)
= HomD

(
F (P,Q), G(P,Q)

)
.

By item 1 in Corollary A.3 for natural transformations with two components, any g ∈ Nat(F,G)
is uniquely determined by g(P,Q) ∈ HomD

(
F (P,Q), G(P,Q)

)
. The result follows.

2. Same argument, but now using item 2 in Lemma A.1.
3. Let d ∈ Dinat(H̃,D) for some D ∈ D. Then I(d) ∈ Dinat(H,D) and by universal-
ity of u there exists φ : U → D such that I(d)(X,Y ) = φ ◦ u(X,Y ) for all X, Y . Note
that I−1(φ ◦ u)X⊠Y = φ ◦ uX⊠Y , which by the previous item is sufficient to conclude that
I−1(φ ◦ u) = φ ◦ I−1(u). Hence d = φ ◦ I−1(u), proving that I−1(u) is the universal dinatural
transformation.

We allow ourselves to write the last item in Lemma A.4 as∫ M∈A⊠B
H̃(M,M) =

∫ X∈A,Y ∈B
H̃(X ⊠ Y,X ⊠ Y ) (160)

to mean that it is enough to know the value of the universal dinatural transformation on the
“pure tensors” X ⊠ Y ∈ A⊠ B. This property was also proven in [FSS20, §3.4] with different
arguments.

B Normalization of cosimplicial complexes

Let X be a cosimplicial abelian group (or vector space), which we spell out explicitly for the
convenience of the reader:

• For each n ∈ N we have an abelian group (or vector space) Xn.

• For each n ≥ 0 and 0 ≤ i ≤ n + 1 there are morphisms ∂ni : Xn → Xn+1, called coface
maps, which satisfy ∂n+1

j ∂ni = ∂n+1
i ∂nj−1 for all 0 ≤ i < j ≤ n+ 2.

• For each n ≥ 1 and 0 ≤ i ≤ n − 1 there are morphisms sni : Xn → Xn−1, called
codegeneracy maps, which satisfy sn−1

j sni = sn−1
i snj+1 for all 0 ≤ i ≤ j ≤ n− 2.

• The following equalities are satisfied for all 0 ≤ i ≤ n+ 1 and 0 ≤ j ≤ n:

sn+1
j ∂ni =


∂n−1
i snj−1 if i < j

idXn if i = j or i = j + 1

∂n−1
i−1 s

n
j if i > j + 1
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The various relations between the maps ∂ and s are called the cosimplicial identities. For
readability we often do not write the superscripts on ∂ and s.

Let δn =
∑n+1

i=0 (−1)i∂ni : Xn → Xn+1; then C(X) =
(
X0 δ0−→ X1 δ1−→ X2 δ2−→ . . .

)
is the

cochain complex of X. Define

N(X0) = X0, N(Xn) =
n−1⋂
i=0

ker(sni ) ⊂ Xn for all n ≥ 1.

One checks easily using the cosimplicial identities that δn
(
N(Xn)

)
⊂ N(Xn+1). Hence N(X)

is a subcomplex of C(X), called the normalized cochain complex of X.

It is well-known that C(X) and N(X) have the same cohomology. More precisely there
exists a morphism N : C(X) → C(X) of complexes which is the projection onto N(X) and
induces an isomorphism between the cohomology groups, see e.g. [Wei94, Th. 8.3.8], [GJ99,
Th. III.2.4]. Actually the operation X 7→ N(X) is part of a famous result called Dold-Kan
correspondence. This is mainly explained for simplicial chain complexes in the literature; in
this appendix we review the construction of the projector N for cosimplicial cochain complexes.
This is an adaptation of the discussion after Cor. III.2.3 in [GJ99]. Note that in deformation
theory the subcomplex N(X) corresponds to unit constraints on infinitesimal deformations (like
unitality of an infinitesimal product on an associative algebra). Applying N to a cocycle does
not change its equivalence class but gives an infinitesimal deformation which satisfies the unit
constraints.

For n ≥ 1 and 0 ≤ i ≤ n− 1 let

πni = idXn − ∂n−1
i sni .

Here are easy consequences of the cosimplicial identities:

sjπ
n
i =

{
πn−1
i sj if j > i

0 if j = i
πn+1
i ∂j =

{
∂jπ

n
i−1 if i > j

0 if j = i

They readily imply the following key properties:

sjπ
n
0 . . . π

n
i = 0 and πn0 . . . π

n
i ∂j = 0 for all 0 ≤ j ≤ i ≤ n− 1. (161)

Lemma B.1. For all 0 ≤ i ≤ n− 1 we have δnπn0 . . . π
n
i = πn+1

0 . . . πn+1
i δn.

Proof. By induction on i. The case i = 0 follows from the cosimplicial identities. Assume that
the property is true for some i− 1, with i ≥ 1. Then

δnπn0 . . . π
n
i = πn+1

0 . . . πn+1
i−1 δ

nπni = πn+1
0 . . . πn+1

i−1 δ
n − πn+1

0 . . . πn+1
i−1

n+1∑
j=i

(−1)j∂j∂isi

where we used the definition of πni and (161) for the second equality. Using the cosimplicial
identities we find

n+1∑
j=i

(−1)j∂j∂isi =
n+1∑
j=i+2

(−1)j∂j∂isi = ∂isi

n+1∑
j=i+2

(−1)j∂j = ∂isi

(
δn −

i+1∑
j=0

(−1)j∂j

)

= ∂isiδ
n −

i−1∑
j=0

(−1)j∂isi∂j = ∂isiδ
n −

i−1∑
j=0

(−1)j∂j∂i−1si−1.

But note that πn+1
0 . . . πn+1

i−1

∑i−1
j=0(−1)j∂j = 0 due to (161). Hence we obtain δnπn0 . . . π

n
i =

πn+1
0 . . . πn+1

i−1 δ
n − πn+1

0 . . . πn+1
i−1 ∂isiδ

n = πn+1
0 . . . πn+1

i−1 π
n+1
i δn.
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Define
N0 = idX0 and N n = πn0 . . . π

n
n−1 : X

n → Xn.

Proposition B.2. The morphism N n satisfy the following properties:

1. N n is an idempotent, N nN n = N n, and is the projection onto N(Xn).

2. The family of maps N = (N n)n∈N is a morphism of cochain complexes C(X)→ N(X).

3. Let x ∈ Xn be a cocycle. Then N n(x) = x+ δn−1(v) for some v ∈ Xn−1.

Proof. 1. It follows from (161) that sniN n = 0 for all 0 ≤ i ≤ n− 1 and hence

N nN n = πn0 . . . π
n
n−1N n = πn0 . . . π

n
n−2(id− ∂n−1sn−1)N n = πn0 . . . π

n
n−2N n = . . . = N n.

For the same reason we see that N n(x) = x if x ∈ N(Xn).
2. Note from the cosimplicial identities that πi−1∂i = ∂i − ∂i−1. Combining this with Lemma
B.1 we get

δnN n = πn+1
0 . . . πn+1

n−1δn = (−1)n+1πn+1
0 . . . πn+1

n−1(∂n − ∂n+1)

= (−1)n+1πn+1
0 . . . πn+1

n−1π
n+1
n ∂n+1 = N n+1δn

where in the second and fourth equalities we used (161).
3. Note first the following formula, which is easily obtained from the cosimplicial identities:

δn−1si + siδ
n = (−1)i∂isi +

i−1∑
j=0

(−1)j∂j(si + si−1).

Combining it with (161) and Lemma B.1, we find

πn0 . . . π
n
i = πn0 . . . π

n
i−1(id− ∂isi) = πn0 . . . π

n
i−1

(
id− (−1)i(δn−1si + siδ

n)
)

= πn0 . . . π
n
i−1 − (−1)iδn−1πn−1

0 . . . πn−1
i−1 si − (−1)iπn0 . . . πni−1siδ

n.
(162)

Now we can prove by induction on i the following property: πn0 . . . π
n
i (x) = x + δn−1(vi) for

some vi ∈ Xn−1. The desired result is for i = n− 1. The case i = 0 follows directly from (162):
πn0 (x) = x− δns0(x). Assume that the property is true for i− 1 with i ≥ 1. Then we get from
(162)

πn0 . . . π
n
i (x) =π

n
0 . . . π

n
i−1(x)− (−1)iδn−1πn−1

0 . . . πn−1
i−1 si(x)

= x+ δn−1
(
vi−1 − (−1)iπn−1

0 . . . πn−1
i−1 si(x)

)
.

This gives a recursion formula for vi, with v0 = −s0(x).
Corollary B.3. The morphism of cochain complexes N is a quasi-isomorphism, i.e. it induces
an isomorphism between the cohomology groups: H•(C(X)

) ∼→ H•(N(X)
)
.

Proof. Let In : N(Xn)→ Xn be the canonical embedding. We have N nIn = id since N n is the
projection onto N(Xn). By item 3 in Proposition B.2 InN n(x) is cohomologous to x. Hence
In is the inverse of N n in cohomology.

For low-degree cases we get (using the cosimplicial identities):

N 1 = id− ∂0s0, N 2 = id− ∂0s0 − ∂1s1 + ∂0s1,

N 3 = id− ∂0s0 − ∂1s1 − ∂2s2 + ∂0s1 + ∂1s2 + ∂0∂1s0s2 − ∂0s2.
(163)

A straightforward computation using the cosimplicial identities and (161) reveals that N n =
πn0 . . . π

n
n−2

(
id + (−1)nsnδn

)
. Hence if x ∈ Xn is a cocycle then N n(x) = πn0 . . . π

n
n−2(x). In

particular, thanks to the recursion formula at the end of the proof of Proposition B.2, we find
that if x ∈ X1, y ∈ X2, z ∈ X3 are cocycles then

N 1(x) = x, N 2(y) = y − δ1s0(y), N 3(z) = z + δ2
(
−s0(z) + s1(z)− ∂0s0s0(z)

)
. (164)
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C Deligne product of resolvent pairs

Assumption: In this appendix, k is a perfect field. This holds for instance if char(k) = 0 or if
k is algebraically closed.

Recall the definition of a resolvent pair below (8) and denote by ⊠ the Deligne product of
finite k-linear categories [Del90], [EGNO, §1.11]. Let A,A′,B,B′ be finite k-linear categories
and

A

U
��
⊣

B

F

FF A′

U ′

��
⊣

B′

F ′

GG

be resolvent pairs such that U and U ′ are k-linear. The functors U ,U ′ are exact by definition
of a resolvent pair. Thus the functor (X,X ′) 7→ U(X) ⊠ U ′(X ′) is exact in each variable. In
particular it is right exact and by universal property of the Deligne product we get a right
exact k-linear functor U ⊠ U ′ : A ⊠ A′ → B ⊠ B′ uniquely defined by (U ⊠ U ′)(X ⊠ X ′) =
U(X)⊠U ′(X ′). The functor U ⊠U ′ is actually exact due to our assumption on the ground field
[Del90, Prop. 5.13]. Since F and F ′ have right adjoints, they preserve colimits and in particular
they are right exact. Hence there exists a right-exact functor F ⊠F ′ : B⊠B′ → A⊠A′ defined
in the same way. Let us show that these two functors form a resolvent pair. In particular we
must check that U ⊠ U ′ is faithful, which will follow from this lemma:

Lemma C.1. Let X ,Y be abelian categories such that every object in X has finite length. Let
F : X → Y be an exact functor such that F (S) ̸= 0 for all simple objects S ∈ X . Then F is
faithful.

Proof. Let V ∈ X be an arbitrary object. We prove that

∀W ∈ X , ∀ f ∈ HomX (V,W ), F (f) = 0 =⇒ f = 0

by induction on the length ofW . Recall that the image of a morphism f is im(f) = ker
(
coker(f)

)
and thus F preserves images by exactness. First assume thatW has length 1 and let f : V → W
with F (f) = 0. Then W is a simple object and im(f) is a subobject, which by definition forces
im(f) = 0 or im(f) = W . In the latter case we get F (W ) = F

(
im(f)

)
= im

(
F (f)

)
= 0, contra-

dicting the assumption on F . Hence f = 0. Now assume thatW has length n and let f : V → W

such that F (f) = 0. Take a simple subobject S ⊂ W and consider f : V
f→ W ↠ W/S. Then

F (f) = 0 and since W/S has length n− 1 the induction hypothesis gives f = 0. It follows that
im(f) ⊂ S, which forces im(f) = 0 because again im(f) = S would contradict the assumption
F (S) ̸= 0.

Proposition C.2. 1. F⊠F ′ is the left adjoint of U⊠U ′ and this adjunction forms a resolvent
pair.
2. If objects P ∈ A, P ′ ∈ A′ are relatively projective with respect to the adjunctions F ⊣ U and
F ′ ⊣ U ′, then P ⊠P ′ is relatively projective with respect to the adjunction (F ⊠F ′) ⊣ (U ⊠U ′).
3. If morphisms f and f ′ are allowable with respect to the adjunctions F ⊣ U and F ′ ⊣ U ′,
then f ⊠ f ′ is allowable with respect to the adjunction (F ⊠ F ′) ⊣ (U ⊠ U ′).

Proof. 1. Let η : IdB ⇒ UF and ε : FU ⇒ IdA be the unit and counit of F ⊣ U , and η′, ε′ be
the unit and counit of F ′ ⊣ U ′. Define

(η ⊠ η′)X⊠X′ : X ⊠X ′ ηX⊠η′
X′−−−−→ (UF)(X)⊠ (U ′F ′)(X ′) =

(
(U ⊠ U ′)(F ⊠ F ′)

)
(X ⊠X ′),

(ε⊠ ε′)Y ⊠Y ′ :
(
(F ⊠ F ′)(U ⊠ U ′)

)
(Y ⊠ Y ′) = (FU)(Y )⊠ (F ′U ′)(Y ′)

εY ⊠ε′
Y ′−−−−→ Y ⊠ Y ′.
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By item 1 in Lemma A.4 these values define natural transformations η ⊠ η′ : IdB⊠B′ ⇒ (U ⊠
U ′)(F ⊠ F ′) and ε ⊠ ε′ : (F ⊠ F ′)(U ⊠ U ′) ⇒ IdA⊠A′ . They are easily seen to satisfy the
unit/counit equations of an adjunction, proving that (F ⊠ F ′) ⊣ (U ⊠ U ′).
We already know that U ⊠ U ′ is k-linear and exact. It remains to show that it is faithful. The
simple objects in A⊠A′ are S⊠S ′ where S and S ′ are a simple objects in A and A′ (due to the
assumption that k is perfect, [Del90, Lem. 5.9]). Since U and U ′ are faithful, we have U(S) ̸= 0
and U ′(S ′) ̸= 0. Hence (U ⊠ U ′)(S ⊠ S ′) = U(S)⊠ U ′(S ′) ̸= 0 and Lemma C.1 applies.
2. By assumption P and P ′ are direct summands of F(Y ) and F ′(Y ′) for some Y ∈ B and
Y ′ ∈ B′ respectively. Hence P ⊠P ′ is a direct summand of F(Y )⊠F ′(Y ′) = (F ⊠F ′)(Y ⊠Y ′).
3. f : V → W is allowable means that there exists s : U(W )→ U(V ) such that U(f)◦s◦U(f) =
U(f). Similarly there is s′ such that U(f ′) ◦ s′ ◦ U(f ′) = U(f ′). The morphism s⊠ s′ satisfies(

(U ⊠ U ′)(f ⊠ f ′)
)
◦ (s⊠ s′) ◦

(
(U ⊠ U ′)(f ⊠ f ′)

)
= (U ⊠ U ′)(f ⊠ f ′)

which proves that f ⊠ f ′ is allowable.

Recall from §2.3 that we denote by T-mod the category of modules over a monad T. From
Proposition 2.7 about the monadicity of resolvent pairs we deduce the following fact, which for
monads defined by algebras in monoidal categories is proven in [DSPS19, Prop. 3.8] also by a
monadicity argument:

Corollary C.3. Let T and T′ be monads on B,B′ such that the underlying functors T, T ′ are
k-linear. Then the functor

(T-mod)⊠ (T′-mod)→ (T⊠ T′)-mod, (V, r)⊠ (V ′, r′) 7→ (V ⊠ V ′, r ⊠ r′)

is an equivalence.

Proof. By item 2 in Proposition 2.7 and item 1 in Proposition C.2 we have resolvent pairs

T-mod

UT

��

T′-mod

UT′

��

(T-mod)⊠ (T′-mod)

UT⊠UT′

��
⊣ ⊣ ⊣

B

FT

GG

B

FT′

GG

B ⊠ B′

FT⊠FT′

HH

It is clear that the monad associated to (FT ⊠FT′) ⊣ (UT ⊠ UT′) is T⊠ T′. Since any resolvent
pair is monadic (item 1 in Proposition 2.7) we have the result. The proposed functor is just
the comparison functor (21) in the case under consideration.

We now discuss the resolutions and relative Ext groups associated to a Deligne product of

resolvent pairs. Let C =
(
C0

dC1←− C1

dC2←− . . .
)
and D =

(
D0

dD1←− D1

dD2←− . . .
)
be chain complexes

of k-vector spaces. Then C⊗D is defined as usual to be the chain complex

C0 ⊗D0

dC⊗D
1←−−− . . .

dC⊗D
n←−−−

⊕
i+j=n

Ci ⊗Dj

dC⊗D
n+1←−−− . . .

where dC⊗D
n (v ⊗ w) = dCi (v)⊗ w + (−1)iv ⊗ dDj (w) for all v ∈ Ci and w ∈ Dj and all i, j ≥ 0

such that i + j = n, with the convention that dC0 = dD0 = 0. The Künneth formula computes
the homology of this tensor product from the homologies of the two factors:

∀n ≥ 0, Hn(C⊗D) ∼=
⊕
i+j=n

Hi(C)⊗Hj(D) (165)
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where H0(C) = coker(dC0 ) and similarly for D and C⊗D. For a short proof, see e.g. Problem
7.8.7 in [E+11]. There is of course a completely similar Künneth formula for cochain complexes
and their cohomology.

If C and D are chain complexes in A and A′ respectively, we can define the chain complex
C ⊠D in A ⊠ A′ as above, replacing ⊗ by ⊠ in the definition of the chain spaces and of the
differential.

Proposition C.4. 1. If 0← V
δ←− P and 0← V ′ δ′←− P′ are relatively projective resolutions

of V ∈ A and V ′ ∈ A′, then 0← V ⊠ V ′ δ⊠δ′←−−− P⊠P′ is a relatively projective resolution.
2. For all V,W ∈ A and V ′,W ′ ∈ A′ we have

ExtnA⊠A′,B⊠B′(V ⊠ V ′,W ⊠W ′) ∼=
⊕
i+j=n

ExtiA,B(V,W )⊗ ExtjA′,B′(V
′,W ′).

Proof. 1. By Proposition C.2, the sequence 0 ← V ⊠ V ′ ← P ⊠ P′ is allowable and the chain
objects in P ⊠ P′ are relatively projective. For exactness, we can assume that A ∼= A-mod
and A′ ∼= A′-mod for some k-algebras A and A′ [EGNO, §1.8]. Then A⊠A′ ∼= (A⊗ A′)-mod.
Objects (resp. morphisms) in A, A′ and A⊠A′ are in particular k-vector spaces (resp. linear
maps), so it suffices to check exactness in vectk. This is classical: Künneth formula (165)
ensures that P⊠P′ is exact at strictly positive degrees. The first terms sequence

0← V ⊠ V ′ d0⊠d′0←−−− P0 ⊠ P ′
0

(
d1⊠idP ′

0

)
⊕(idP0

⊠d′1)
←−−−−−−−−−−−−− (P1 ⊠ P ′

0)⊕ (P0 ⊠ P ′
1). (166)

is exact as well by the formulas for images and kernels of tensor products of linear maps.
2. We use the notations from item 1. Recall that Ext•A,B(V,W ) is the cohomology of the cochain
complex HomA(P,W ). The Hom’s are vector spaces because we work with linear categories.
By [EGNO, Prop. 1.11.2] we have

HomA⊠A′(P⊠P′,W ⊠W ′) ∼= HomA(P,W )⊗ HomA′(P′,W ′)

and Künneth formula gives the result.
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