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École polytechnique

CMAP, UMR 7641,
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Abstract

In this paper, we present a novel analysis
of FedAvg with constant step size, relying
on the Markov property of the underlying
process. We demonstrate that the global it-
erates of the algorithm converge to a sta-
tionary distribution and analyze its result-
ing bias and variance relative to the prob-
lem’s solution. We provide a first-order bias
expansion in both homogeneous and hetero-
geneous settings. Interestingly, this bias de-
composes into two distinct components: one
that depends solely on stochastic gradient
noise and another on client heterogeneity. Fi-
nally, we introduce a new algorithm based on
the Richardson-Romberg extrapolation tech-
nique to mitigate this bias.

1 INTRODUCTION

Federated averaging (FedAvg) (McMahan et al.,
2017) has become a cornerstone of federated learning.
It allows multiple clients to collaborate on a shared op-
timization problem without having to exchange their
local data directly. While FedAvg has proven practi-
cal efficiency in many federated learning scenarios, its
convergence can be significantly affected by the hetero-
geneity of clients. In fact, FedAvg performs several
local updates to speed up the training process and re-
duce communication costs. However, this leads to the
local drift phenomenon (Karimireddy et al., 2020): as
the number of local steps increases, each client tends
to converge to an optimum that matches its local data,
rather than the global optimum of the entire coalition,
leading to biases in the resulting conclusions.

Several methods have been proposed to mitigate the
bias of FedAvg caused by the heterogeneity across
clients. These approaches typically fall into two cat-
egories: control variates-based methods (Karimireddy
et al., 2020; Mishchenko et al., 2022; Malinovsky et al.,
2022) and primal-dual proximal approaches (Sadiev
et al., 2022; Grudzień et al., 2023). These techniques
allow for more local steps while complying with lower
bounds on the number of communications required for
federated learning (Arjevani and Shamir, 2015).

Recently, it was found that FedAvg suffers from a
second type of bias known as iterate bias. This bias
appeared in multiple analyse of federated averaging
Khaled et al. (2020); Glasgow et al. (2022); Wang
et al. (2024), as an additional term that scales with
the variance of the gradients and the number of local
steps. This bias arises from the use of local stochas-
tic gradients, similar to what was observed in previous
work on SGD (Pflug, 1986; Dieuleveut et al., 2020). In
this paper, we propose a new analysis of FedAvg for
strongly convex and smooth local objective functions,
which provides new insights into the convergence and
allows us to design a simple mechanism that reduces
the bias. Our main contributions are as follows:

• We start with a refined analysis of FedAvg, with
more than one local step, in the deterministic set-
ting, where the local gradients are exact. We show
that under these conditions and in the presence of
client heterogeneity, FedAvg suffers from a bias:
it does not converge to the global optimum of the
coalition, but rather to a point that lies in an
O(γH) neighborhood of this optimum, where γ is
the step size and H the number of local updates.
We derive a first-order expansion in γH of this
bias, showing that the local drift phenomenon is
not due to stochasticity.
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• Second, we extend this analysis to FedAvg with
stochastic gradients. Exploiting the Markov prop-
erty of FedAvg’s iterates and assumptions simi-
lar to those in Dieuleveut et al. (2020), we show
that this sequence admits a unique stationary dis-
tribution and converges exponentially fast in the
second-order Wasserstein distance. This allows us
to provide a sharp analysis of FedAvg, establish-
ing an explicit first-order expansion of its bias in
O(γH). We show that the bias can be decom-
posed into two terms: one depending solely on
the covariance of the stochastic gradients, and an-
other one depending solely on client heterogeneity.
The scaling of these terms is influenced by both
gradient and Hessian dissimilarity, which extends
existing results. Furthermore, our analysis does
not rely on restrictive assumptions on the gra-
dient noise, allowing for a polynomially growing
gradient variance.

• We propose a novel approach for mitigating
bias, addressing both heterogeneity and stochas-
tic noise using the Richardson-Romberg extrap-
olation procedure. In contrast to Scaffold,
this method does not use control variates, and
thus does not incur additional memory cost at
the client level. To the best of our knowledge,
this is the first method capable of reducing the
stochastic bias inherent in FedAvg. We validate
this approach numerically, demonstrating that
it can outperform existing bias-correction tech-
niques, such as Scaffold, particularly in scenar-
ios where gradient variance is substantial.

Notation. In this paper, we denote by ⟨·, ·⟩ the eu-
clidean dot product, and ∥·∥ the associated norm. Vec-
tors are column vectors, and we denote Id the identity
matrix, and 1n the vector of size n with all compo-
nents equal to 1. For a three times differentiable func-
tion f and i ∈ {1, 2, 3} we denote ∇if its i-th order
derivatives. For a sequence of matrices M1, . . .Mk, we
denote the product by

∏k
ℓ=1 Mℓ = MkMk−1 · · ·M1.

For two matrices A,B, we denote A ⊗ B the lin-
ear operator M 7→ AMB, where A,B and M are
matrices of compatible sizes. Furthermore, we de-
note M⊗k the kth tensor power of a tensor M . Let
B(Rd) be the Borel σ-field of Rd. For two proba-
bility measures λ, ν over Rd with finite second mo-
ment, we define the second-order Wasserstein distance
as W2

2(λ, ν) = infξ∈Π(λ,ν)

∫
∥θ − ϑ∥2ξ(dθ,dϑ), where

Π(λ, ν) is the set of probability measures on Rd × Rd

such that ξ(A×Rd) = λ(A) and ξ(Rd × A) = ν(A) for
all A ∈ B(Rd).

2 PRELIMINARIES

Federated Averaging. We study the federated
stochastic optimization problem

θ⋆∈ min
θ∈Rd

f(θ)=
1

N

N∑
c=1

fc(θ) , fc(θ) = E
[
F

Zc
c (θ)

]
, (1)

where for each c ∈ {1, . . . , N}, Zc is a random vari-
able with the distribution ξc, which takes on values in
a measurable set (Z,Z), and (z, θ) 7→ F z

c (θ) are mea-
surable functions. To solve (1), we consider N clients
indexed by c ∈ 1, . . . , N , and assume that each client
c has access to its own function fc through stochas-

tic sampling of F
Zc
c . In this case, FedAvg solves

the problem (1) by performing local stochastic gra-
dient updates on each client. These local iterations
are sent at regular intervals to a central server, which
aggregates them by calculating the average and sends
this updated estimate back to the clients. The clients
then restart their local updates based on this new esti-
mate. Starting from a common initial point θ0 shared
by all clients and the server, in each round t ∈ N∗

the server sends its current estimate θt to each client
c ∈ 1, . . . , N . Then each client c starts with this up-
dated value and sets θ0c,t = θt, and performs H ∈ N∗

local updates: for h ∈ {0, . . . ,H − 1},

θh+1
c,t = θhc,t − γ∇F

Zh
c,t

c (θhc,t) ,

where γ > 0 is a common step size shared by the

clients, and {Z h̃
c̃,t̃

: c̃ ∈ {1, . . . , N}, h̃ ∈ {0, . . . ,H −
1}, t̃ ∈ N} are independent random variables, so that
for each c̃ ∈ {1, . . . , N}, h̃ ∈ {0, . . . ,H − 1} and t̃ ∈ N,
Z h̃
c̃,t̃

has distribution ξc. Once the local updates are
complete, each client sends its last iteration θHc,t to the
central server, which updates the global parameters:

θt+1 = N−1
N∑
c=1

θHc,t . (2)

We give the pseudocode of FedAvg in Algorithm 1.
The main challenge with this algorithm is that using
local updates introduces bias when the clients’ local
functions are heterogeneous, a phenomenon that we
formally characterize in Section 4 and Section 5.

Assumptions. Throughout this paper, we consider
the following assumptions.

A1 (Regularity). For every c ∈ {1, . . . , N}, the func-
tion fc is three times differentiable. In addition, sup-
pose that for every c ∈ {1, . . . , N}:

(a) The function fc is µ-strongly convex with µ > 0,
that is ∇2fc(θ) ≽ µId.
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Algorithm 1 FedAvg

Input: step size γ > 0, initial θ0 ∈ Rd, number of
rounds T > 0, number of clients N > 0, number of
local steps H > 0

1: for t = 0 to T − 1 do
2: for c = 1 to N do
3: Initialize θ0c,t = θt
4: for h = 0 to H − 1 do
5: Receive random state Zh+1

c,t

6: Set θh+1
c,t = θhc,t − γ∇F

Zh+1
c,t

c (θhc,t)
7: end for
8: end for
9: Average: θt+1 = 1

N

∑N
c=1 θ

H
c,t

10: end for
11: Return: θT

(b) There exists a constant L > 0 such that, for all
z ∈ Z, the function F z

c is L-smooth. In particular,
for all θ, ϑ ∈ Rd, it holds that

∥∇FZc
c (θ) −∇FZc

c (ϑ)∥2 ≤
L⟨θ − ϑ,∇F z

c (θ) −∇F z
c (ϑ)⟩ .

(c) For all θ ∈ Rd, it holds that ∇2fc(θ) ≼ LId.

Note that under A 1, N−1
∑N

c=1 fc is µ-strongly con-
vex and therefore has a unique minimizer θ⋆, and the
operator Id ⊗∇2f(θ⋆) + ∇2f(θ⋆) ⊗ Id is invertible.

A2 (Heterogeneity Measure). There exist ζ⋆,1, ζ⋆,2 >
0 such that for any c ∈ {1, . . . , N}, with θ⋆ as in (1),

1

N

N∑
c=1

∥∇ifc(θ
⋆) −∇if(θ⋆)∥2 ≤ ζ2⋆,i for i ∈ {1, 2} ,

where we recall that ∇f(θ⋆) = 0.

Note that when the solution of (1) is unique, which is
notably the case under A1, this assumption also holds.

3 RELATED WORK

Analysis of Federated Averaging. FedAvg was
first introduced by McMahan et al. (2017). Since
then, numerous analyses have been developed. Initial
studies primarily relied on assumptions of homogene-
ity (Stich, 2019; Wang and Joshi, 2018; Haddadpour
and Mahdavi, 2019; Yu et al., 2019b; Wang and Joshi,
2018; Li et al., 2019). Several works have proposed to
study FedAvg a fixed-point method by Malinovskiy
et al. (2020); Wang et al. (2021), and multiple works
have shown convergence of FedAvg with determin-
istic gradients to a biased point, whose distance to
the solution depends on the number of local steps and

heterogeneity levels (Malinovskiy et al., 2020; Charles
and Konečnỳ, 2021; Pathak and Wainwright, 2020),
with an explicit characterization of the bias in the
quadratic case. Over time, various heterogeneity mea-
sures have been proposed to derive upper bounds on
the error of FedAvg. Among the most common as-
sumptions is bounded gradient dissimilarity (Yu et al.,
2019a; Khaled et al., 2020; Karimireddy et al., 2020;
Reddi et al., 2021; Zindari et al., 2023; Crawshaw et al.,
2024). Other measures include second-order similarity
(Arjevani and Shamir, 2015; Khaled et al., 2020), re-
laxed first-order heterogeneity (Glasgow et al., 2022),
and average drift at the optimum (Wang et al., 2024;
Patel et al., 2023). It has also been demonstrated that
FedAvg can achieve linear speed-up in the number of
clients (Yang et al., 2021; Qu et al., 2021, 2023).

Correcting Heterogeneity Bias. A first approach
for addressing heterogeneity is based on control vari-
ates, pioneered by the Scaffold algorithm (Karim-
ireddy et al., 2020). Mishchenko et al. (2022) later
demonstrated that Scaffold effectively accelerates
training, and since then, other control variates schemes
have been developed (Condat and Richtárik, 2022; Ma-
linovsky et al., 2022; Condat et al., 2022; Grudzień
et al., 2023; Mangold et al., 2024). In addition, a class
of algorithms relying on dual-primal approaches has
been proposed to address heterogeneity (Sadiev et al.,
2022; Grudzień et al., 2023). While both approaches
allow for more local training steps and effectively cor-
rect heterogeneity bias, they do not address the bias
caused by stochasticity when using fixed steps ize.

Stochastic Bias. Even in the single-client setting,
SGD with fixed step size have been shown to exhibit
bias (Lan, 2012; Défossez and Bach, 2015; Dieuleveut
and Bach, 2016; Chee and Toulis, 2017). Dieuleveut
et al. (2020) proposed framing SGD iterates with a
constant step size as a Markov chain, drawing con-
nections to established results in stochastic processes
(Pflug, 1986). Stochastic bias has also been observed
in the analysis of federated learning methods. For
instance, Khaled et al. (2020) identified this bias in
their bounds on client drift, and similar observations
were made in the convergence analyses of Glasgow
et al. (2022); Wang et al. (2024), which compared
SGD’s iterates to those of deterministic gradient de-
scent. In this work, we investigate the iterate bias of
FedAvg, demonstrating that the stationary distribu-
tion of SGD’s iterates is inherently biased.

Richardson-Romberg. The Richardson-Romberg
extrapolation technique, originally introduced by
Richardson (1911), is a classical method in numeri-
cal analysis. This approach has been widely applied
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across various fields, including time-varying autore-
gressive processes (Moulines et al., 2005), data science
(Bach, 2021), and many others (Stoer and Bulirsch,
2013). Specifically, it has been utilized in the context
of SGD by Dieuleveut et al. (2020) and Sheshukova
et al. (2024). In this work, we extend these ideas to
the federated learning setting, demonstrating that this
form of extrapolation effectively mitigates both hetero-
geneity and stochastic bias.

4 DETERMINISTIC FEDAVG

In this section, we present a new analysis of FedAvg
with deterministic gradients (FedAvg-D), where
F z
c = fc for all c ∈ {1, . . . , N} and z ∈ Z. This analysis

highlights the core philosophy of the method developed
in this paper. Unlike previous analyses, we demon-

strate that FedAvg-D converges to a point θ̄
(γ,H)
det that

differs from the optimal solution θ⋆. We then provide
an explicit expression for the distance between these
two points, allowing us to establish tight upper bounds
on the bias of FedAvg-D.

In the FedAvg-D setting, we use the formulation of
FedAvg-D using fixed-point methods (Malinovskiy
et al., 2020). We thus define the local updates of the
client c by induction, starting from the point θ ∈ Rd:

T(γ,h+1)
c (θ)

∆
= (Id−γ∇f (c))(T(γ,h)

c (θ)) , T(γ,0)
c (θ)

∆
= θ ,

where h ∈ {0, . . . ,H − 1}. The global updates from
(2) can thus be rewritten as

T(γ,H)(θ)
∆
=

1

N

N∑
c=1

T(γ,H)
c (θ) ,

or, equivalently, we can write T(γ,H)(θ) = θ −
γg(γ,H)(θ), with the pseudo-gradient

g(γ,H)(θ)
∆
=

1

N

N∑
c=1

H−1∑
h=0

∇fc(T
(γ,h)
c (θ)) .

First, we show that FedAvg-D with deterministic up-
dates converges to a fixed point of T(γ,H).

Proposition 1 (Stationary Point of FedAvg-D). As-
sume A 1. Then for all H > 0 and γ ≤ 1/(2L),

FedAvg-D converges to a unique point θ̄
(γ,H)
det that sat-

isfies T(γ,H)(θ̄
(γ,H)
det ) = θ̄

(γ,H)
det and g(γ,H)(θ̄

(γ,H)
det ) = 0.

Moreover, the iterates of FedAvg-D satisfy

∥θt − θ̄
(γ,H)
det ∥2 ≤ (1 − γµ)Ht∥θ0 − θ̄

(γ,H)
det ∥2 .

We note that similar results have been derived by Ma-
linovskiy et al. (2020); Pathak and Wainwright (2020);
Charles and Konečnỳ (2021), using the fact that local

updates are contractive. Nonetheless, we provide a
proof of this statement in Appendix A for complete-
ness. This result shows that taking a larger number of
local updates H effectively speeds up the process, al-

though this can also move the limit point θ̄
(γ,H)
det away

from the solution θ⋆.

To characterize this stationary point, we derive an ex-

plicit expression for the bias θ̄
(γ,H)
det − θ⋆ of FedAvg.

We define the matrices, for h ∈ {1, . . . ,H},

D̄(γ,h)
c =

∫ 1

0

∇2fc(uT
(γ,h)
c (θ̄

(γ,h)
det ) + (1 − u)θ⋆)du .

We also define the following matrix products, that al-
low expressing the update of the error when starting

from the point θ̄
(γ,H)
det

𭟋⋆,h+1:H
c =

H−1∏
ℓ=h+1

(
Id − γD̄(γ,ℓ)

c

)
, 𭟋⋆ =

1

N

N∑
c=1

𭟋⋆
c , (3)

where 𭟋⋆
c = 𭟋⋆,1:H

c . We now provide an expression
and an upper bound on the bias of FedAvg-D.

Proposition 2 (Bias of FedAvg-D). Assume A1 and
A2. Then for all H > 0 and γ ≤ 1/(2L), we have

θ̄
(γ,H)
det − θ⋆ =

1

N

N∑
c=1

H∑
h=1

Υ(γ,h)
c ∇fc(θ

⋆) ,

where Υ
(γ,h)
c = (Id − 𭟋⋆)−1𭟋⋆,h+1:H

c and 𭟋⋆
c ,𭟋⋆ are

defined in (3). Furthermore, if γµH ≤ 1, then

∥θ̄(γ,H)
det − θ⋆∥ ≤ γ(H − 1)C1 , with C1 = Lζ⋆,1/µ .

We prove Proposition 2 in Appendix A, using the fact

that T(γ,H)(θ̄
(γ,H)
det ) = θ̄

(γ,H)
det from Proposition 1. Im-

portantly, when H = 1, the bias of FedAvg com-
pletely vanishes, recovering the fact that gradient de-
scent converges. Based on Proposition 2, we further
propose a first-order expansion of the bias of FedAvg-
D. This highlights that (i) the bias of FedAvg-D
solely depends on heterogeneity, and (ii) the conver-
gence bound derived in Proposition 2 is sharp for small
values of the product γH.

Theorem 1 (First-Order Bias of FedAvg-D). As-
sume A 1 and A 2. Then for all H > 0 and γ ≤
1/(2L) ∧ 1/H, we have

θ̄
(γ,H)
det − θ⋆ =

γ(H−1)

2
bh + O(γ2H2) ,

where and the heterogeneity bias bh is given by

bh =
1

N

N∑
c=1

∇2f(θ⋆)−1(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) ,

and the explicit expression of the reminder term
O(γ2H2) is given in Appendix A.
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The proof of Theorem 1 is given in Appendix A. This

statement shows that the scale of θ̄
(γ,H)
det − θ⋆ depends

on the scale of local gradients at θ⋆, but also on the
difference of Hessians at the solution.

Furthermore, as a byproduct of Propositions 1 and 2,
we obtain the following corollary, establishing the con-
vergence of FedAvg-D to a neighborhood of θ⋆.

Corollary 1 (Convergence Rate of Deterministic Fe-
dAvg-D). Assume A 1 and A 2. Let H > 0 and
γ ≤ 1/(2L) such that γµH ≤ 1. Then the global iter-
ates of FedAvg-D satisfy

∥θt − θ⋆∥2 ≤ 2(1 − γµ)Ht∥θ0 − θ̄
(γ,H)
det ∥2

+ 2γ2(H − 1)2C2
1 .

This result shows that the iterates of FedAvg-D con-
verge linearly to a neighborhood of the solution θ⋆.
The radius of this neighborhood is determined by the
level of heterogeneity among the clients, quantified by
ζ⋆,1, and the number of local steps H.

5 STOCHASTIC FEDAVG

In this section, we present our main findings, includ-
ing the first-order expansion of the bias in FedAvg
when using stochastic gradients. We demonstrate that
FedAvg is affected by two types of bias: one due to
heterogeneity and the other one due to stochasticity.
Our analysis is structured into three scenarios, with
progressive complexity.

• First, when the functions fc are quadratic, we show
that, similar to the single-client setting, there is no
stochastic bias, but only a bias due to heterogeneity.

• Second, assuming homogeneous functions, we show
that the bias in FedAvg still arises due to the use of
stochastic gradients, demonstrating that FedAvg is
biased even when functions are homogeneous.

• Finally, in the general heterogeneous case, we show
that both sources of bias are observed, and that the
overall bias of FedAvg is the sum of the biases ob-
served in the two previous settings.

A summary of our results can be found in Table 1. For
our analysis, we introduce the following assumption,
which provides an upper bound on the variance of the
stochastic gradient. This bound is expressed as the
variance at the solution θ⋆, along with an additional
polynomial term. For all z ∈ Z and θ ∈ Rd, we denote
the centered stochastic gradient by

εzc(θ)
∆
= ∇F z

c (θ) −∇fc(θ) . (4)

A 3 (Gradient’s Variance). There exist constants
τ, k ≥ 0 such that for any θ ∈ Rd, p ∈ {1, 2, 3}, and

c ∈ {1, . . . , N}, it holds with a random variable Zc

with distribution ξc and εzc(θ) as in (4), that

E1/p
[
∥εZc

c (θ)∥2p
]
≤ τ2

{
1 + ∥θ − θ⋆∥k

}
.

In particular, we have ∥E[ε
Zc
c (θ⋆)⊗2]∥ ≤ τ .

FedAvg Generating Operators. Now we extend
the methodology described in the deterministic case
to FedAvg with stochastic gradients. For a vec-

tor Z1:H
1:N = {Z h̃

c̃ : c̃ ∈ {1, . . . , N}, h̃ ∈ {1, . . . ,H}},
and any c ∈ {1, . . . , N}, we recursively define

T̃
(γ,h)
c (θ;Z1:h

c ) as an operator generating the local up-
dates of FedAvg starting form θ. That is, we set

T̃
(γ,0)
c = Id, and for h ≥ 0, we define

T̃(γ,h+1)
c (θ;Z1:h+1

c )=
(

Id−γ∇F
Zh+1

c
c

)(
T̃(γ,h)
c (θ;Z1:h

c )
)
.

We then define T̃(γ,H)(θ;Z1:H
1:N ) as an operator generat-

ing the global updates of FedAvg. That is, for θ ∈ Rd,
we let

T̃(γ,H)
(
θ;Z1:H

1:N

) ∆
=

1

N

N∑
c=1

T̃(γ,H)
c (θ;Z1:H

c ) . (5)

Note that (5) can also be written as T̃(γ,H)
(
θ;Z1:H

1:N

)
=

θ − γG(γ,H)(θ;Z1:H
1:N ), where

G(γ,H)(θ;Z1:H
1:N )

∆
=

1

N

N∑
c=1

H−1∑
h=0

∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) .

With the notations above, we have that the iterates
defined in (2) can be written, for any t ≥ 0, as

θt+1 = T̃(γ,H)
(
θt;Z

1:H
1:N,t

)
, (6)

with Z1:H
1:N,t the random states at global iteration t. We

now study the properties of the sequence {θt}t∈N.

Properties of {θt}t∈N as a Markov chain. Equa-
tion (6) shows that FedAvg’s global iterates define a
time-homogeneous Markov chain with the correspond-
ing Markov kernel κ on (Rd,B(Rd)) defined as

κ(θ,B) = E[1B(T̃(γ,H)(θ, Z1:H
1:N ))] ,

for all B ∈ B(Rd) and θ ∈ Rd.

Next we define, for t ≥ 1, the iterates of κ as κ1 = κ,
and, with B ∈ B(Rd), θ ∈ Rd,

κt+1(θ,B) =

∫
κt(θ,dϑ)κ(ϑ,B) .

For any probability measure ρ on B(Rd) and t ∈ N∗,
ρκt is the distribution of the iterates θt of FedAvg
when started from θ0 ∼ ρ. We now show that the
iterates of FedAvg converge to a unique stationary
distribution, giving the counterpart of Proposition 1
to the stochastic regime.
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Assumption Stochastic Bias Heterogeneity Bias

Deterministic (Thm. 1) N/A γ(H−1)
2N ∇2f(θ⋆)−1

∑N
c=1(∇2fc(θ

⋆)−∇2f(θ⋆))∇fc(θ
⋆)

Quadratic (Thm. 2) 0 γ(H−1)
2N ∇2f(θ⋆)−1

∑N
c=1(∇2fc(θ

⋆)−∇2f(θ⋆))∇fc(θ
⋆)

Homogeneous (Thm. 3) γ
2N∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) 0

Heterogeneous (Thm. 4) γ
2N∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) γ(H−1)

2N ∇2f(θ⋆)−1
∑N

c=1(∇2fc(θ
⋆)−∇2f(θ⋆))∇fc(θ

⋆)

Table 1: Summary of our main results. Each row indicates, for one of our four possible setups, which biases
FedAvg suffers from, and the leading term in the expansion of the bias value for small values of γH.

Proposition 3 (Bias of FedAvg-D). Assume A1 and
let γ ≤ 1/(2L). Then the iterates of FedAvg converge
to a unique stationary distribution π(γ,H), admitting
a finite second moment. Furthermore, for any initial
distribution ρ and t ∈ N∗,

W2
2(ρκt, π(γ,H)) ≤ (1 − γµ)HtW2

2(ρ, π(γ,H)) .

The proof is postponed to Appendix B.1. Proposi-
tion 3 shows that the Markov kernel κ is geometrically
ergodic in 2-Wasserstein distance. Moreover, the dis-
tribution of θt converges to the limiting distribution
π(γ,H) at a linear rate (1 − µ/(2L)), for a step size
of 1/(2L), with the exponent given by the number of
effective steps H × t. As with the deterministic algo-
rithm, a larger number of local steps H speeds up the
convergence, but leads to additional bias.

Under the conditions of Proposition 3 we define the
mean and the covariance matrix of the parameters un-
der the invariant distribution π(γ,H), that is,

θ̄
(γ,H)
sto

∆
=

∫
ϑπ(γ,H)(dϑ) ,

Σ̄
(γ,H)
sto

∆
=

∫
{ϑ− θ⋆}⊗2π(γ,H)(dϑ) .

(7)

In the remainder of this section, we derive expansions

in γ and γH for the bias θ̄
(γ,H)
sto − θ⋆ and Σ̄

(γ,H)
sto . To

this end, we define for c ∈ {1, . . . , N} the matrices

Γ⋆
c

∆
=
(
Id − γ∇2fc(θ

⋆)
)H

, Γ⋆ ∆
=

1

N

N∑
c=1

Γ⋆
c . (8)

Note that Γ⋆
c and Γ⋆ are analogous to the matrices

introduced in (3), but, contrarily to (3), we use the
Hessian of fc at θ⋆. We also define the following op-
erator A and matrix C(θ⋆), that will appear in our
analysis of bias and variance of the parameters in the
stationary distribution π(γ,H),

A
∆
= (Id ⊗∇2f(θ⋆) + ∇2f(θ⋆) ⊗ Id)−1 ,

C(θ⋆)
∆
= E

[ 1

N

N∑
c=1

ε11(θ⋆)⊗2
]
.

(9)

Quadratic Functions. When the functions fc are
quadratic, we show that FedAvg’s bias only comes
from heterogeneity.

A4. Assume that for c ∈ {1, . . . , N} it holds

fc(θ) = 1
2∥(Āc)

1/2(θ − θ⋆c )∥2 ,

where Āc ∈ Rd×d is a positive semi-definite matrix,
and θ⋆c ∈ Rd.

Note that θ⋆ generally differ from N−1
∑N

c=1 θ
⋆
c when

not all the θ⋆c ’s or the Āc’s are equal.

Theorem 2 (Bias of FedAvg, Quadratic Functions).
Assume A1, A2, A3, A4, and γ ≤ 1/L. Then, using
notations from (8), the bias of FedAvg is given by

θ̄
(γ,H)
sto − θ⋆ =

1

N

N∑
c=1

(Id − Γ⋆)−1(Id − Γ⋆
c)(θ⋆ − θ⋆c ) .

Furthermore, when γµH ≤ 1, it holds that

∥θ̄(γ,H)
sto − θ⋆∥ ≤ γ(H − 1)ζ⋆,2ζ⋆,1/µ ,

and the following expansion holds, using notations
from (7),

θ̄
(γ,H)
sto − θ⋆ =

γ(H−1)

2
bh + O(γ2H2) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H2 + γ2H) ,

where A and C(θ⋆) are defined in (9) and the hetero-
geneity bias bh is given in Theorem 1.

The proof is given in Appendix B.3. This result shows
that in quadratic problems the bias of FedAvg is
solely driven by heterogeneity. Moreover, its size is
bounded above by the product of the heterogeneity
of gradient and Hessian heterogeneities: There is no
bias if either of these terms is zero. This refines previ-
ous bounds in the quadratic setting (Wang et al., 2024;
Mangold et al., 2024). Moreover, we confirm that there
is no bias when H = 1, i.e., when only a single local
step is performed. It is also shown that the variance
of the stationary distribution of FedAvg scales with
1
N , which ensures a linear speedup with the number of
clients — a crucial feature for federated learning.
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Homogeneous Functions. When the functions fc
are homogeneous, we demonstrate that FedAvg re-
mains biased, with the bias arising solely from the
stochasticity of the gradients. Namely, we consider
the following assumption.

A 5 (Homogeneity). The problem (1) is homoge-
neous, that is, the functions are equal fc = f and
F z
c = F z, and the distributions ξc are identical for

all c ∈ {1, . . . , N} and z ∈ Z.

Under this assumption, the following theorem holds.

Theorem 3 (Bias of FedAvg, Homogeneous). As-
sume A 1, A 3 and A 5. Let γ ≤ 1/(8L) ∧ 1/H, then
the bias and variance of FedAvg, as per (7), under
the stationary distribution π(γ,H) are

θ̄
(γ,H)
sto − θ⋆ =

γ

2N
bs + O(γ2H + γ3/2) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H + γ3/2) ,

where A and C(θ⋆) are defined in (9), and the stochas-
ticity bias bs is given by

bs
∆
= ∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) .

The proof of Theorem 3 is given in Appendix B.4.
Theorem 3 shows that FedAvg is biased whenever the
function f is not quadratic. This bias is proportional
to the third-order derivative of f and the variance of
the gradients at the solution. Crucially, this bias exists
even if the clients are homogeneous. It is very similar
to the bias of SGD given in Dieuleveut et al. (2020) for
N = 1 and results from the fact that the third deriva-
tive of fc is non-zero. Remarkably, Theorem 3 guaran-
tees that as long as γH is small enough, both the bias
and the variance of FedAvg decrease inversely pro-
portional to the number of clients N , leading to the
desired linear speed-up property.

It is worth noting that the bias of FedAvg in homoge-
neous settings was previously identified as iterate bias.
Khaled et al. (2020); Wang et al. (2024) showed that
this iterate bias scales with a uniform bound on the
gradient variance, and Glasgow et al. (2022) provided
a refined upper bound using constraints on the third-
order derivative of f . Our paper goes beyond these
results and provides a precise first-order expansion of
the bias. Importantly, our estimate scales with the
variance at θ⋆ and does not require a uniform bound
on the gradient variance.

Heterogeneous Functions. Finally, we present the
bias of FedAvg in the general case, encompassing
non-quadratic and heterogeneous functions.

Theorem 4 (Bias of FedAvg, Heterogeneous). As-
sume A 1, A 2 and A 3. Let γ ≤ 1/(25L) ∧ 1/H, then

the bias and variance of FedAvg, as defined in (7),
are

θ̄
(γ,H)
sto −θ⋆ =

γ

2N
bs+

γ(H−1)

2
bh+O(γ2H2+γ3/2H) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H2+γ3/2H) ,

where A and C(θ⋆) are defined in (9), and bh and bs

are defined in Theorems 2 and 3 respectively.

The proof of Theorem 4 is given in Appendix B.5. This
result shows that the bias of FedAvg with heteroge-
neous clients consists of two terms: one due to hetero-
geneity, which exactly matches the bias of FedAvg in
quadratic settings, and one due to stochasticity, which
exactly matches the bias of FedAvg for homogeneous
functions. Again, in this result, we show that when
H is of order O(1/N), FedAvg achieves the linear
speed-up with respect to the number of clients N .

6 RICHARDSON-ROMBERG FOR
FEDERATED AVERAGING

In this section, we outline the application of
Richardson-Romberg extrapolation to FedAvg in the
context of stochastic gradients and heterogeneous
clients. This approach builds upon the bias expres-
sion derived from Theorems 2 to 4 to define new es-
timators by running FedAvg twice, using different
step sizes or varying the number of local updates, and
then combining the resulting iterates. Specifically, for

t ∈ {0, . . . , T}, let θ
(γ,H)
t represent the iterates of Fe-

dAvg with parameters γ and H, and θ
(2γ,H)
t represent

the iterates with parameters 2γ and H. Using these,
we can define

ϑ
(γ,H)
t = 2θ

(γ,H)
t − θ

(2γ,H)
t , ϑ̄

(γ,H)
T =

1

T

T−1∑
t=0

ϑ
(γ,H)
t .

Then, we obtain the following result from Proposi-
tion 1 and Theorem 4.

Theorem 5 (Richardson-Romberg). Assume A1, A2
and A 3. Let γ ≤ 1/(25L) ∧ 1/(2H), then the iterates

{ϑ̄(γ,H)
T }T≥1 converge to ϑ̄

(γ,H)
sto = 2θ̄

(γ,H)
sto − θ̄

(2γ,H)
sto ,

that is

lim
T→∞

E
[
∥ϑ̄(γ,H)

T − ϑ̄
(γ,H)
sto ∥2

]
= 0 .

In addition, ϑ̄
(γ,H)
sto satisfies

ϑ̄
(γ,H)
sto − θ⋆ = O(γ2H2+γ3/2H) .

Consequently, this implies that, when γH is small,
the averaged iterates of FedAvg with Richardson-
Romberg extrapolation have a smaller bias than
vanilla FedAvg.
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Figure 1: Mean squared error on the synthetic noisy (first line) and on the synthetic heterogeneous dataset
(second line), as a function of the number of communications, for H ∈ {10, 100}. In Figures 1a, 1c, 1e and 1g
(labelled Iterates), we plot the MSE for global iterates of the three methods, while in Figures 1b, 1d, 1f and 1h
(labelled Averaged), we plot the MSE for first 10% of iterates, and then plot the MSE of the averaged iterates
for the last 90% of the iterates. We plot the average over 10 runs, with standard deviation.

Remarkably, this procedure is able to reduce the bias of
FedAvg without requiring the clients to store an ad-
ditional variable. This method is thus very well suited
for use with devices that have limited computational
resources.

Note that, in contrast to Dieuleveut et al. (2020),
we do not deal with the variance of FedAvg and
therefore its Richardson-Romberg approximation, i.e.,
we do not quantify the rate of convergence to 0 of

E[∥T−1
∑T−1

t=0 ϑ
(γ,H)
t − θ̄

(γ,H)
sto ∥2]. Solving this question

is an interesting direction for future work.

Remark 1. When H > 1, one could define a
Richardson-Romberg estimator by varying the number

of local steps, resulting in the construction ω
(γ,H)
t =

(2H − 1)/(H − 1)θ
(γ,H)
t − θ

(2γ,H)
t and ω̄

(γ,H)
T =

T−1
∑T−1

t=0 ω
(γ,H)
t . The sequence {ω̄(γ,H)

T }T≥1 con-

verges to (2H − 1)/(H − 1)θ̄
(γ,H)
sto − θ̄

(γ,2H)
sto =

γbs/(2N)+O(γ2H2+γ3/2H1/2), removing heterogene-
ity bias but not stochasticity bias. The iterates ob-
tained through this procedure therefore have a bias
close to the one of the homogeneous setting.

7 NUMERICAL EXPERIMENTS

This section illustrates our theoretical findings using
regularized logistic regression problems. This problem
can be formulated as (1), using z = (x, y) where x
and y are respectively the data features and label, and

λ > 0 is a regularization parameter

fc(θ) = E
[
log(1 + exp(1 − ycx

⊤
c θ)) + λ/2∥θ∥2

]
,

where, for each c ∈ {1, . . . , N}, the sample zc =
(xc, yc) is drawn from client c’s local distribution.

We evaluate our approach on two synthetic datasets
with N = 10 clients. The first dataset, coined
synthetic noisy, is made of two blobs with large
variance, split uniformly among clients. It is thus
homogeneous, but contains very noisy data. On
the opposite, the second dataset, coined synthetic

heterogeneous, is made of 2 blobs with small vari-
ance. Half of the clients receive part of the observa-
tions directly, while the other half receive perturbed
records with shuffled labels. In this second dataset,
data is very heterogeneous but has little noise.

We evaluate three algorithms on these datasets:
(i) vanilla FedAvg, (ii) FedAvg with Richardson-
Romberg extrapolation, as described in Section 6, and
(iii) Scaffold (Karimireddy et al., 2020). For all ex-
periments, we use N = 10 and run the algorithm for a
total of TH = 10, 000 estimation of the full gradient,
using batch size one and step size γ = 0.01.

We plot the results of these experiments in Figure 1.
In all results, FedAvg with Richardson-Romberg per-
forms at least as good as vanilla FedAvg, which
is in line with our theory. However, in non-noisy,
stochastic settings (second line of Figure 1), it can
only partly remove the bias due to heterogeneity; on
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the opposite, Scaffold handles this bias successfully.
More remarkably, when clients are homogeneous, but
have noisy data (first line of Figure 1), FedAvg with
Richardson-Romberg can reduce the bias, while Scaf-
fold fails. This further confirms our theory, and
highlights the fact that FedAvg with Richardson-
Romberg extrapolation effectively reduces FedAvg’s
bias due to stochasticity.

8 CONCLUSION

In this paper, we introduced a novel perspective on
FedAvg, centered on the idea that the global iterates
of the algorithm converge to a stationary distribution.
We conducted a detailed analysis of this distribution,
deriving an exact first-order expression for both the
bias and variance of FedAvg’s iterates. Notably, our
results demonstrate that, as long as the number of
local steps is not excessively large, the bias of Fe-
dAvg decreases at a rate of 1/N . Moreover, we es-
tablished that FedAvg’s bias consists of two distinct
components: one arising purely from data heterogene-
ity and the other from the stochastic nature of the
gradients. Crucially, this proves that FedAvg remains
biased even in perfectly homogeneous settings. Build-
ing on this key insight, we applied the Richardson-
Romberg extrapolation technique to introduce a new
method for mitigating FedAvg’s bias. Unlike exist-
ing approaches, our method can reduce both sources
of bias—heterogeneity bias and gradient stochasticity
bias—offering a more comprehensive solution. This
opens novel perspectives for the design of federated
learning methods with local training.
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Supplementary Materials

A Refined Analysis of FedAvg

A.1 Convergence and Bias – Proof of Propositions 1 and 2 and Corollary 1

To study the convergence of FedAvg-D, we first recall the notations introduced in Section 4. Namely, we recall
that the local updates of FedAvg-D for θ ∈ Rd and 0 ≤ h ≤ H − 1 are denoted as

T(γ,0)
c (θ)

∆
= θ ,

T(γ,h+1)
c (θ)

∆
= T(γ,h)

c (θ) − γ∇fc(T
(γ,h)
c (θ)) .

Additionally, we recall that T(γ,H) = 1
N

∑N
c=1 T

(γ,H)
c . First, we show that the local operators are contractions.

Lemma 1 (Contraction of FedAvg-D’s Local Iterates). Assume A 1. Then, for any γ ≤ 1/L, θ, ϑ ∈ Rd, and
c ∈ {1, . . . , N}, it holds that

∥(θ − γ∇fc(θ)) − (ϑ− γ∇fc(ϑ))∥2 ≤ (1 − γµ)∥θ − ϑ∥2 .

Proof. Using strong convexity and co-coercivity, we have for any c ∈ {1, . . . , N}, that

∥(θ − γ∇fc(θ)) − (ϑ− γ∇fc(ϑ))∥2 = ∥θ − ϑ∥2 + γ2∥∇fc(θ) −∇fc(ϑ)∥2 − 2γ⟨θ − ϑ,∇fc(θ) −∇fc(ϑ)⟩
≤ ∥θ − ϑ∥2 − 2γ(1 − γL/2)⟨θ − ϑ,∇fc(θ) −∇fc(ϑ)⟩
≤ ∥θ − ϑ∥2 − 2γµ(1 − γL/2)∥θ − ϑ∥2 .

To conclude, it remains to note that γ ≤ 1/L.

Lemma 2 (Contraction of FedAvg-D’s Global Iterates). Assume A 1. Then for any H > 0, γ ≤ 1/L, and
θ, ϑ ∈ Rd, the operator T(γ,H) satisfies

∥T(γ,H)(θ) − T(γ,H)(ϑ)∥2 ≤ (1 − γµ)H∥θ − ϑ∥2 .

Proof. First, we show that T
(γ,h)
c is a strict contraction for any h ∈ {1, . . . ,H}. Note that for any θ, ϑ ∈ Rd,

T(γ,h+1)
c (θ) − T(γ,h+1)

c (ϑ) = (T(γ,h)
c (θ) − γ∇fc(T

(γ,h)
c (θ))) − (T(γ,h)

c (ϑ) − γ∇fc(T
(γ,h)
c (ϑ))) .

Thus, it follows from Lemma 1 that

∥T(γ,h+1)
c (θ) − T(γ,h+1)

c (ϑ)∥2 ≤ (1 − γµ)∥T(γ,h)
c (θ) − T(γ,h)

c (ϑ)∥2 . (10)

Using Jensen’s inequality and applying (10) recursively, we obtain

∥T(γ,H)(θ) − T(γ,H)(ϑ)∥2 ≤ 1

N

N∑
c=1

∥T(γ,H)
c (θ) − T(γ,H)

c (ϑ)∥2 ≤ (1 − γµ)H∥θ − ϑ∥2 ,

which concludes the proof.

We now have all the tools required to prove Proposition 1, that we restate here for readability.
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Proposition 1 (Restated). Assume A1. Then for all H > 0 and γ ≤ 1/(2L), FedAvg-D converges to a unique

point θ̄
(γ,H)
det that satisfies T(γ,H)(θ̄

(γ,H)
det ) = θ̄

(γ,H)
det and g(γ,H)(θ̄

(γ,H)
det ) = 0. Moreover, the iterates of FedAvg-D

satisfy

∥θt − θ̄
(γ,H)
det ∥2 ≤ (1 − γµ)Ht∥θ0 − θ̄

(γ,H)
det ∥2 .

Proof. By Lemma 2, T(γ,H) is a contraction mapping. Thus, by Banach fixed point theorem, there exists a

unique stationary point θ̄
(γ,H)
det to which FedAvg-D converges, and this point satisfies the fixed-point equation

T(γ,H)(θ̄
(γ,H)
det ) = θ̄

(γ,H)
det , or, equivalently, g(γ,H)(θ̄

(γ,H)
det ) = 0.

Then, we study the convergence rate of the algorithm. Let t > 0, and θt+1 be the (t + 1)-th global iterate of

FedAvg. Since T(γ,H)(θ̄
(γ,H)
det ) = θ̄

(γ,H)
det , we write

θt+1 − θ̄
(γ,H)
det = T(γ,H)(θt) − T(γ,H)(θ̄

(γ,H)
det ) .

Thus, by Lemma 2, we have

∥θt+1 − θ̄
(γ,H)
det ∥2 = ∥T(γ,H)(θt) − T(γ,H)(θ̄

(γ,H)
det )∥2 ≤ (1 − γµ)H∥θt − θ̄

(γ,H)
det ∥2 ,

and the result follows by induction.

Proposition 2 (Restated). Assume A1 and A2. Then for all H > 0 and γ ≤ 1/(2L), we have

θ̄
(γ,H)
det − θ⋆ =

1

N

N∑
c=1

H∑
h=1

Υ(γ,h)
c ∇fc(θ

⋆) ,

where Υ
(γ,h)
c = (Id −𭟋⋆)−1𭟋⋆,h+1:H

c and 𭟋⋆
c ,𭟋⋆ are defined in (3). Furthermore, if γµH ≤ 1, then

∥θ̄(γ,H)
det − θ⋆∥ ≤ γ(H − 1)C1 , with C1 = Lζ⋆,1/µ .

Proof. Starting from θ̄
(γ,H)
det , we write

T(γ,h+1)
c (θ̄

(γ,H)
det ) = T(γ,h)

c (θ̄
(γ,H)
det ) − γ∇fc(T

(γ,h)
c (θ̄

(γ,H)
det ))

= T(γ,h)
c (θ̄

(γ,H)
det ) − γ(∇fc(T

(γ,h)
c (θ̄

(γ,H)
det )) −∇fc(θ

⋆)) − γ∇fc(θ
⋆) .

Using the hessian matrix of fc, we write the previous identity as

T(γ,h+1)
c (θ̄

(γ,H)
det ) = T(γ,h)

c (θ̄
(γ,H)
det ) − γD̄(γ,h)

c (T(γ,h)
c (θ̄

(γ,H)
det ) − θ⋆) − γ∇fc(θ

⋆) , (11)

where D̄
(γ,h)
c =

∫ 1

0
∇2fc(tT

(γ,h)
c (θ̄

(γ,H)
det ) + (1 − t)θ⋆)dt. Applying (11) recursively, we have

T(γ,H)
c (θ̄

(γ,H)
det ) − θ⋆ = 𭟋⋆,1:H

c (θ̄
(γ,H)
det − θ⋆) − γ

H∑
h=1

𭟋⋆,h+1:H
c ∇fc(θ

⋆) ,

where we set, for h ∈ {1, . . . ,H}, the quantity

𭟋⋆,h:H
c =

H−1∏
ℓ=h

(
Id − γD̄

(θ⋆
c,ℓ,θ

⋆)
c

)
.

Averaging over all clients, we obtain

T(γ,H)(θ̄
(γ,H)
det ) − θ⋆ = 𭟋⋆(θ̄

(γ,H)
det − θ⋆) − γ

N

N∑
c=1

H∑
h=1

𭟋⋆,h+1:H
c ∇fc(θ

⋆) .
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We now use the fact that θ̄
(γ,H)
det is the fixed point of T(γ,H), i.e., T(γ,H)(θ̄

(γ,H)
det ) = θ̄

(γ,H)
det , and subtract 𭟋⋆(θ̄

(γ,H)
det −

θ⋆) on both sides to obtain

(Id −𭟋⋆)(θ̄
(γ,H)
det − θ⋆) = − γ

N

N∑
c=1

H∑
h=1

𭟋⋆,h+1:H
c ∇fc(θ

⋆) ,

which gives the first part of the result after multiplying by (Id − 𭟋⋆)−1 and introducing Υ
(γ,h)
c = (Id −

𭟋⋆)−1𭟋⋆,h+1:H
c . Now we introduce an additional notation for

𭟋⋆,h:H
avg =

H−1∏
ℓ=h

(
Id − γ

N

N∑
c=1

D̄
(θ⋆

c,ℓ,θ
⋆)

c

)
. (12)

With 𭟋⋆,h:H
avg defined in (12), we get the following identity:

θ̄
(γ,H)
det − θ⋆ = − γ

N
(Id −𭟋⋆)−1

N∑
c=1

H∑
h=1

𭟋⋆,h+1:H
c ∇fc(θ

⋆)

(a)
=

γ

N

N∑
c=1

H∑
h=1

(Id −𭟋⋆)−1(𭟋⋆,h+1:H
avg −𭟋⋆,h+1:H

c )∇fc(θ
⋆) (13)

(b)
=

γ

N

N∑
c=1

H∑
h=1

∞∑
k=0

(𭟋⋆)k(𭟋⋆,h+1:H
avg −𭟋⋆,h+1:H

c )∇fc(θ
⋆) ,

where (a) comes from
∑N

c=1 ∇fc(θ
⋆) = 0, and (b) is the Neumann series. Note that∥∥∥𭟋⋆,h+1:H

avg −𭟋⋆,h+1:H
c

∥∥∥ =
∥∥∥ H∑

ℓ=h+1

𭟋⋆,h+1:ℓ−1
avg (γD̄

(θ⋆
c,ℓ,θ

⋆)
c − γ

N

∑N
c′=1D̄

(θ⋆
c′,ℓ,θ

⋆)

c′ )𭟋⋆,ℓ+1:H
avg

∥∥∥
≤ γ

H∑
ℓ=h+1

∥∥∥D̄(θ⋆
c,ℓ,θ

⋆)
c − 1

N

∑N
c′=1D̄

(θ⋆
c′,ℓ,θ

⋆)

c′

∥∥∥ .

Thus, we have
∥∥∥𭟋⋆,h+1:H

avg −𭟋⋆,h+1:H
c

∥∥∥ ≤ 2γ(H − h)L. This gives

∥θ̄(γ,H)
det − θ⋆∥ ≤ γ

N

∞∑
k=0

N∑
c=1

H∑
h=1

∥(𭟋⋆)k∥
∥∥∥𭟋⋆,h+1:H

avg −𭟋⋆,h+1:H
c

∥∥∥∥∇fc(θ
⋆)∥

≤ γ

N

∞∑
k=0

N∑
c=1

H∑
h=1

2(1 − γµ)Hkγ(H − h)L∥∇fc(θ
⋆)∥ ,

where we also used that ∥𭟋⋆∥ ≤ (1 − γµ)H . Consequently, when γµH ≤ 1, we obtain

∥θ̄(γ,H)
det − θ⋆∥ ≤ γ2LH(H − 1)

1 − (1 − γµ)H
1

N

N∑
c=1

∥∇fc(θ
⋆)∥ ≤ γL(H − 1)

µ

1

N

N∑
c=1

∥∇fc(θ
⋆)∥ ≤ γL(H − 1)

µ
ζ⋆,1 , (14)

which is the first part of the result. From (14), it holds that ∥θ̄(γ,H)
det − θ⋆∥ = O(γH). We now prove that the

same result holds for the local iterates T(γ,h)(θ̄
(γ,H)
det ). Let h ∈ {0, . . . ,H−1}. Then, using the triangle inequality

and the fact that ∇f(θ⋆) = 0, we obtain

∥T(γ,h+1)
c (θ̄

(γ,H)
det ) − θ⋆∥

= ∥T(γ,h)
c (θ̄

(γ,H)
det ) − γ∇fc(T

(γ,h)
c (θ̄

(γ,H)
det )) − (θ⋆ − γ∇fc(θ

⋆)) + γ(∇fc(θ
⋆) −∇f(θ⋆))∥

≤ ∥T(γ,h)
c (θ̄

(γ,H)
det ) − γ∇fc(T

(γ,h)
c (θ̄

(γ,H)
det )) − (θ⋆ − γ∇fc(θ

⋆))∥ + γ∥∇fc(θ
⋆) −∇f(θ⋆)∥ . (15)

Applying Lemma 1 and (15) recursively, then A2, we obtain

∥T(γ,h+1)
c (θ̄

(γ,H)
det ) − θ⋆∥ ≤ ∥T(γ,h)

c (θ̄
(γ,H)
det ) − θ⋆∥ + γ∥∇fc(θ

⋆) −∇f(θ⋆)∥ ≤ ∥θ̄(γ,H)
det − θ⋆∥ + γHζ⋆,1 = O(γH) ,

which proves the second part of the result.
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Corollary 2 (Convergence Rate of FedAvg). Let H > 0 and γ ≤ 1/L. Then the global iterates of FedAvg
satisfy

∥θt − θ⋆∥2 ≤ 2(1 − γµ)Ht∥θ0 − θ̄
(γ,H)
det ∥2 +

2γ2L2(H − 1)2ζ2⋆,1
µ2

.

Proof. We start with the upper bound

∥θt − θ⋆∥2 ≤ 2∥θt − θ̄
(γ,H)
det ∥2 + 2∥θ̄(γ,H)

det − θ⋆∥2 .

Then, we apply Proposition 1 to bound the first term, and Proposition 2 to bound the second term.

A.2 Expansion of the Bias – Proof of Theorem 1

Theorem 6 (Expansion of FedAvg-D’s Bias, Restated from Theorem 1). Assume A 1, A 2. Let H > 0,
γ ≤ 1/(2L) such that γµH ≤ 1, then the bias of FedAvg-D can be expanded as

θ̄
(γ,H)
det − θ⋆ =

γ(H − 1)

2N
∇2f(θ⋆)−1

N∑
c=1

(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) + γHR(θ̄
(γ,H)
det ) ,

where the expression of R(θ̄
(γ,H)
det ) = O(γH) is given in (19).

Proof. Starting from (13), we have

θ̄
(γ,H)
det − θ⋆ =

γ

N

N∑
c=1

H∑
h=1

(Id −𭟋⋆)−1(𭟋⋆,h+1:H
avg −𭟋⋆,h+1:H

c )∇fc(θ
⋆) . (16)

We start by writing the expansion of D̄
(γ,h)
c . Note that, for t ∈ (0, 1), we can write

tT(γ,h)
c (θ̄

(γ,H)
det ) + (1 − t)θ⋆ = θ⋆ + t(T(γ,h)

c (θ̄
(γ,H)
det ) − θ⋆) .

Thus, we can expand the Hessian

∇2fc(tT
(γ,h)
c (θ̄

(γ,H)
det ) + (1 − t)θ⋆) = ∇2fc(θ

⋆) + rc1,h,t(T
(γ,h)
c (θ̄

(γ,H)
det )) ,

where rc1,h,t : Rd → Rd is such that supϑ∈Rd∥rc1,h,t(ϑ)∥/∥ϑ − θ⋆∥ < +∞. Hence, combining this bound and the

definition of D̄
(γ,h)
c , we obtain

D̄(γ,h)
c =

∫ 1

0

{
∇2fc(θ

⋆) + rc1,h,t(T
(γ,h)
c (θ̄

(γ,H)
det ))

}
dt = ∇2fc(θ

⋆) + rc1,h(T(γ,h)
c (θ̄

(γ,H)
det )) ,

where rc1,h : ϑ 7→
∫ 1

0

{
rc1,h,t(ϑ− θ⋆)

}
dt is such that

sup
ϑ∈Rd

∥rc1,h(ϑ)∥/∥ϑ− θ⋆∥ < +∞ . (17)

Using (17) and Proposition 2, we can expand 𭟋⋆,h+1:H
c =

∏H−1
ℓ=h

(
Id − γD̄

(θ⋆
c,ℓ,θ

⋆)
c

)
and (Id − Γ⋆)−1 as

𭟋⋆,h+1:H
c = Id − γ(H − h− 1)∇2fc(θ

⋆) + γHRc
1,h(θ̄

(γ,H)
det ) ,

𭟋⋆,h+1:H
avg = Id − γ(H − h− 1)∇2f(θ⋆) + γHR1,h(θ̄

(γ,H)
det ) ,

(Id − Γ⋆)−1 = (γH∇2f(θ⋆))−1 + R1(T(γ,h)
c (θ̄

(γ,H)
det )) ,

where Rc
1,h : Rd → Rd×d, R1,h = 1

N

∑N
c=1 Rc

1,h, and R1 : Rd → Rd×d are such that

sup
ϑ∈Rd

∥Rc
1,h(ϑ)∥/∥ϑ− θ⋆∥ < +∞ , and sup

ϑ∈Rd

∥R1(ϑ)∥/∥ϑ− θ⋆∥ < +∞ . (18)
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Plugging the two identities above in (16), we obtain

θ̄
(γ,H)
det − θ⋆ =

γ

N

N∑
c=1

H∑
h=1

{
(γH∇2f(θ⋆))−1 + R1(θ̄

(γ,H)
det )

}
×
{
γ(H − h− 1)(∇2fc(θ

⋆) −∇2favg(θ⋆)) + γH(R1,h(θ̄
(γ,H)
det ) −Rc

1,h(θ̄
(γ,H)
det )))

}
∇fc(θ

⋆)

=
γ

NH

N∑
c=1

H∑
h=1

(H − h− 1)∇2f(θ⋆)−1(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) + γHR(θ̄
(γ,H)
det ) ,

where

R(θ̄
(γ,H)
det ) =

1

NH

N∑
c=1

H∑
h=1

∇2f(θ⋆)−1(R1,h(θ̄
(γ,H)
det ) −Rc

1,h(θ̄
(γ,H)
det ))∇fc(θ

⋆)

+
1

NH

N∑
c=1

H∑
h=1

γ(H − h− 1)R1(θ̄
(γ,H)
det )(∇2fc(θ

⋆) −∇2f(θ⋆))∇fc(θ
⋆)

+
1

NH

N∑
c=1

H∑
h=1

γHR1(θ̄
(γ,H)
det )(R1,h(θ̄

(γ,H)
det ) −Rc

1,h(θ̄
(γ,H)
det ))∇fc(θ

⋆) .

(19)

Since
∑H

h=1 h = H(H−1)
2 , we obtain from above inequalities that

θ̄
(γ,H)
det − θ⋆ =

γ(H − 1)

2N

N∑
c=1

∇2f(θ⋆)−1(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) + γHR(θ̄
(γ,H)
det ) .

The result follows from (18), which ensures that supϑ∈Rd∥R(ϑ)∥/∥ϑ−θ⋆∥ < +∞, and Proposition 2, which gives

∥θ̄(γ,H)
det − θ⋆∥ = O(γH) and thus the upper bound on the remainder γHR(θ̄

(γ,H)
det ) = O(γ2H2).

B Analysis of Stochastic FedAvg

B.1 Convergence to a Stationary Distribution – Proof of Proposition 3

In the stochastic setting, we recall the following operators that generate the iterates of FedAvg. That is, for
θ ∈ Rd, we let

T̃(γ,0)
c (θ)

∆
= θ ,

T̃(γ,h+1)
c (θ;Z1:h+1

c )
∆
= T̃(γ,h)

c (θ;Z1:h
c ) − γ∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) ,

and define the global update

T̃(γ,H)
(
θ;Z1:H

1:N

) ∆
=

1

N

N∑
c=1

T̃(γ,H)
c (θ;Zc

1:H) .

Here Z1:H
1:N = {Z h̃

c̃ : c̃ ∈ {1, . . . , N}, h̃ ∈ {1, . . . ,H}} is a sequence of independent random variable, such that Z h̃
c̃

has distribution ξc̃. Additionally, FedAvg’s global updates are of the form θt+1 = θt − γG(γ,H)(θt;Z
1:H
1:N ), where

G(γ,H)(θ;Z1:H
1:N ) =

1

N

N∑
c=1

H−1∑
h=0

∇F
Zh+1
c (T̃(γ,h)

c (θ;Z1:h
c )) ,

where θc,0(Z), θc,1(Z), . . . , θc,H(Z) is the sequence obtained using the stochastic local update rule, and Z =
(Z1, . . . , ZH) is a sequence of i.i.d. random variables.

Contrarily to FedAvg-D, the stochastic variant of FedAvg does not converge to a single point. Thus, we rather
study the convergence of its global iterates to a stationary distribution. To this end, we start with the following
two lemma, that are analogous to Lemma 1 and Lemma 2 in the stochastic setting.
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Lemma 3 (Contraction of FedAvg’s Local Iterates). Assume A1. Let θ, ϑ be random vectors, F be a σ-algebra,
such that θ, ϑ are F-measurable. Moreover, let c ∈ {1, . . . , N} and Zc ∼ ξc be independent of F . Then for any
γ ≤ 1/(2L), it holds that

E
[
∥(θ − γ∇F

Zc
c (θ)) − (ϑ− γ∇F

Zc
c (ϑ))∥2

]
≤ (1 − γµ)E

[
∥θ − ϑ∥2

]
.

Proof. We start by expanding the norm as

∥(θ − γ∇F
Zc
c (θ)) − (ϑ− γ∇F

Zc
c (ϑ))∥2

= ∥θ − ϑ∥2 + γ2∥∇FZc
c (θ) −∇FZc

c (ϑ)∥2 − 2γ⟨θ − ϑ,∇FZc
c (θ) −∇FZc

c (ϑ)⟩ .

By the expected smoothness property (see A1), we have

E
[
γ2∥∇FZc

c (θ) −∇FZc
c (ϑ)∥2

∣∣ F] ≤ 2Lγ2⟨θ − ϑ,∇fc(θ) −∇fc(ϑ)⟩ .

Then, strong convexity gives

E
[
−γ⟨θ − ϑ,∇FZc

c (θ) −∇FZc
c (ϑ)⟩

∣∣ F] = −γ⟨θ − ϑ,∇fc(θ) −∇fc(ϑ)⟩ ≤ −γµ∥θ − ϑ∥2 .

Combining the above inequalities, we obtain

E
[
∥(θ − γ∇F

Zc
c (θ)) − (ϑ− γ∇F

Zc
c (ϑ))∥2

∣∣∣ F] ≤ (1 − γµ)∥θ − ϑ∥2 − γ(1 − 2Lγ)⟨θ − ϑ,∇fc(θ) −∇fc(ϑ)⟩ ,

and the result follows from γ ≤ 1/2L and the tower property of conditional expectations.

Lemma 4 (Contraction of FedAvg’s Global Updates). Assume A 1. Let H > 0 and Z1:H
1:N = {Z h̃

c̃ : c̃ ∈
{1, . . . , N}, h̃ ∈ {1, . . . ,H}} be a sequence of independent random variable, such that Z h̃

c̃ has distribution ξc̃. Let

F be a sub-σ-algebra and θ, ϑ ∈ Rd be two F-measurable random variables. Then for the operator T̃
(γ,H)
c (·;Z1:H

1:N )
it holds, for γ ≤ 1/(2L), that

E
[
∥T̃(γ,H)

c (θ;Z1:H
1:N ) − T̃(γ,H)

c (ϑ;Z1:H
1:N )∥2

]
≤ (1 − γµ)HE

[
∥θ − ϑ∥2

]
.

Proof. First, remark that

T̃(γ,h+1)
c (θ;Z1:h+1

c ) − T̃(γ,h+1)
c (ϑ;Z1:h+1

c )

= (T̃(γ,h)
c (θ;Z1:h

c ) − γ(∇FZh
c (T̃(γ,h)

c (θ;Z1:h
c ))) − (T̃(γ,h)

c (ϑ;Z1:h
c ) − γ∇FZh

c (T̃(γ,h)
c (ϑ;Z1:h

c ))) .

Therefore, by Lemma 3, we have

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − T̃(γ,h+1)

c (ϑ;Z1:h+1
c )∥2

]
≤ (1 − γµ)E

[
∥T̃(γ,h)

c (θ;Z1:h
c ) − T̃(γ,h)

c (ϑ;Z1:h
c )∥2

]
.

Thus, using this inequality H times recursively, together with Jensen’s inequality, we obtain

E
[
∥T̃(γ,H)(θ;Z1:H

1:N ) − T̃(γ,H)(ϑ;Z1:H
1:N )∥2

]
≤ 1

N

N∑
c=1

E
[
∥T̃(γ,H)

c (θ;Z1:H
c ) − T̃(γ,H)

c (ϑ;Z1:H
c )∥2

]
≤ (1 − γµ)HE

[
∥θ − ϑ∥2

]
,

which implies the statement.

We now use the above lemma to show that the iterates of FedAvg converge to a stationary distribution.

Proposition 3 (Restated). Assume A1 and let γ ≤ 1/(2L). Then the iterates of FedAvg converge to a unique
stationary distribution π(γ,H), admitting a finite second moment. Furthermore, for any initial distribution ρ and
t ∈ N∗,

W2
2(ρκt, π(γ,H)) ≤ (1 − γµ)HtW2

2(ρ, π(γ,H)) .
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Proof. The proof is similar to Dieuleveut et al. (2020, Proposition 2), but we give it for completeness. Let λ1, λ2

be two probability measures on Rd. By Villani et al. (2009), Theorem 4.1, there exists two random variables θ0
and ϑ0 such that

W2
2(λ1, λ2) = E

[
∥θ0 − ϑ0∥2

]
.

For t ≥ 0, let Z1:H
1:N,t = {Z h̃

c̃,t : c̃ ∈ {1, . . . , N}, h̃ ∈ {1, . . . ,H}, } is a sequence of independent random variables,

such that Z h̃
c̃,t has distribution ξc̃, and define recursively the two sequences for t ≥ 0,

θt+1 = T̃(γ,H)(θt;Z
1:H
1:N,t) , ϑt+1 = T̃(γ,H)(ϑt;Z

1:H
1:N,t) ,

corresponding to two trajectories of FedAvg, sampled with the same noise but with different initializations. In
the following, we use the filtration Ft = σ{Z1:H

1:N,s : s ≤ t}. By the definition of the Wasserstein distance, and
using Lemma 4, we obtain, for any k ≥ 0,

W2
2(λ1κ

t, λ2κ
t) ≤ E

[
∥θt − ϑt∥2

]
= E

[
E
[
∥T̃(γ,H)(θt−1;Z1:H

1:N,t) − T̃(γ,H)(ϑt−1;Z1:H
1:N,t−1)∥2

∣∣∣ Ft−1

]]
≤ (1 − γµ)HE

[
∥θt−1 − ϑt−1∥2

]
.

Applying Lemma 4 resursively, we obtain

W2
2(λ1κ

t, λ2κ
t) ≤ (1 − γµ)Ht∥θ0 − ϑ0∥2 = (1 − γµ)HtW2

2(λ1, λ2) .

Taking λ2 = λ1κ, this implies that

W2
2(λ1κ

t, λ1κ
t+1) ≤ (1 − γµ)HtW2

2(λ1, κλ1) ,

which guarantees that (λ1κ
t)t≥0 is a Cauchy sequence with values in the space probability distributions on Rd

that have a second moment. Consequently, this series has a limit π
(γ,H)
λ1

that may depend on λ1.

We now show that this distribution is independent from the initial distribution. Indeed, take λ1 and λ2 with

associated limit distributions π
(γ,H)
λ1

and π
(γ,H)
λ2

. Then, by triangle inequality, we have, for any t ≥ 0,

W2
2(π

(γ,H)
λ1

, π
(γ,H)
λ2

) ≤ W2
2(π

(γ,H)
λ1

, λ1κ
t+1) + W2

2(λ1κ
t, λ2κ

t+1) + W2
2(λ2κ

t, π
(γ,H)
λ2

) ,

which gives W2
2(π

(γ,H)
λ1

, π
(γ,H)
λ2

) = 0 by taking the limit as t → +∞. Thus, π
(γ,H)
λ1

= π
(γ,H)
λ2

and the limit

distribution is unique, and we denote it π(γ,H). Similarly, we remark that for any probability distribution λ on
Rd, and for all t ≥ 0, it holds that

W2
2(π(γ,H)κ, π(γ,H) ≤ W2

2(π(γ,H)κ, π(γ,H)κt) + W2
2(π(γ,H)κt, π(γ,H)κ) ,

and taking the limit as t → +∞, we obtain that π(γ,H)κ = π(γ,H), which guarantees that it is a stationary
distribution.

B.2 Crude Bounds on FedAvg’s Convergence

In this section, we give crude bounds on the moments of FedAvg’s stationary distribution, that will be used to
bound higher-order terms in the expansions below.

B.2.1 Homogeneous Functions

For homogeneous functions, we can prove that the errors of FedAvg’s global and local iterates at stationarity
are of order O(γ). This is stated in the next lemma, whose proof follows the lines of classical analysis of SGD,
but only uses the fact that gradients ∇fc’s at solution have the same expectation.
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Lemma 5 (Crude Bound, Homogeneous Functions). Assume A 1, A 3, and let A 2 holds with ζ⋆,1 = 0. Let
γ ≤ 1/(2L), and γµH ≤ 1, then

E[∥θt − θ⋆∥2] ≤ (1 − 2γµ(1 − γL))HtE[∥θ − θ⋆∥2] +
γ

µ(1 − γL)
τ2 .

This implies that, for θ ∼ π(γ,H), where π(γ,H) is the stationary distribution of FedAvg with step size γ and H
local updates, it holds that∫

∥θ − θ⋆∥2π(γ,H)(dθ) = O(γ) , and

∫
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2π(γ,H)(dθ) = O(γ) .

Remark 2. Lemma 5 only assumes that ∇fc(θ
⋆) = 0 for all c ∈ {1, . . . , N}. This notably holds under A5, but

is in fact a stronger result.

Proof. First, we rewrite the local updates of FedAvg, for c ∈ {1, . . . , N} and h ∈ {0, . . . ,H − 1},

T̃(γ,h+1)
c (θ;Z1:h+1

c ) = T̃(γ,h)
c (θ;Z1:h

c ) − γ∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) .

Thus, we have

∥T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2

= ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 − 2γ⟨∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩ + ∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))∥2 .

Decomposing the gradient of ∇F
Zh+1

c
c (T̃

(γ,h)
c (θ;Z1:h

c )) using the fact that, since ζ⋆,1 = 0, the functions fc’s satisfy
∇fc(θ

⋆) = 0, we obtain

∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) = ∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆) + ∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆) ,

and using Young’s inequality, we obtain

∥T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2 ≤ ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 − 2γ⟨∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+ 2γ2∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥2 + 2γ2∥∇F
Zh+1

c
c (θ⋆) −∇fc(θ

⋆)∥2 .

Now, we define the filtration Fh,c = σ(Zℓ
c : ℓ ≤ h), and take the conditional expectation to obtain

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥2

∣∣∣ Fh,c

]
≤ ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 − 2γ⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩

+ 2γ2E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥2

∣∣∣ Fh,c

]
+ 2γ2E

[
∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2

∣∣∣ Fh,c

]
.

By A1-(a), A1-(b), and using that ∇fc(θ
⋆) = 0, we have

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥2

∣∣∣ Fh,c

]
≤ ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 − 2γ(1 − γL)⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩

+ 2γ2E
[
∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2

∣∣∣ Fh,c

]
≤ (1 − 2γµ(1 − γL))∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 + 2γ2E

[
∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2

∣∣∣ Fh,c

]
. (20)

Using the definition of (4), taking the expectation and unrolling the above inequality we obtain

E[∥T̃(γ,H)
c (θ;Z1:H

c ) − θ⋆∥2] ≤ (1 − 2γµ(1 − γL))HE[∥θ − θ⋆∥2] + 2γ2HE[∥εZ
h+1
c

c (θ⋆)∥2 .
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Therefore, using Jensen’s inequality, A2 and A3, we obtain the following bound:

E[∥T̃(γ,H)(θ;Z1:H
1:N ) − θ⋆∥2] ≤ (1 − 2γµ(1 − γL))HE[∥θ − θ⋆∥2] + 4γ2H(τ2 + ζ2⋆,1) . (21)

Denoting θt the global iterates of FedAvg, and using (21) recursively, we obtain

E[∥θt − θ⋆∥2] ≤ (1 − 2γµ(1 − γL))HtE[∥θ − θ⋆∥2] +
2γ

µ(1 − γL)
τ2 ,

which is the first part of the result. Taking θ ∼ π(γ,H) and using the fact that π(γ,H) is the stationary distribution
of FedAvg’s global iterates, θt and θ are identically distributed, then taking the limit as t → +∞ gives the
second part of the result. Finally, using (20) we obtain

E[∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2] ≤ E[∥θ − θ⋆∥2] + 2γ2h(τ2 + ζ2⋆,1) = O(γ + γ2h) = O(γ) ,

since γh = O(1), which gives the last part of the result.

Lemma 6. Assume A1, A3, and let A2 holds with ζ⋆,1 = 0. Furthermore, assume that E1/3
[
∥εZc

c (θ⋆)∥6
]
≤ τ2.

Let γ ≤ 1/8L, and γµH ≤ 1 then there exist a universal constant β > 0 such that

E1/3
[
∥θt − θ⋆∥6

]
≤ (1 − γµ/3)HtE1/3[∥θ − θ⋆∥6] +

3βγ

µ
τ2 .

Moreover, for θ ∼ π(γ,H), where π(γ,H) is the stationary distribution of FedAvg with step size γ and H local
updates, it holds that, for p ∈ {2, 3},∫

∥θ − θ⋆∥2pπ(γ,H)(dθ) = O(γp) , and

∫
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2pπ(γ,H)(dθ) = O(γp) .

Proof. We now extend the results of Lemma 5 to higher moments of ∥θ − θ⋆∥2, with θ ∼ π(γ,H). First, we
prove a bound on the moment of order 6. To this end, we start by deriving an upper bound for local updates,
decomposing the update between a contraction and an additive term due to stochasticity. Starting from a point
θ ∈ Rd, we first expand the squared norm, as in the proof of Lemma 5, as

∥T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2

= ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 − 2γ⟨∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩ + ∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))∥2 .

To reach the sixth power, we take this equation at the power three. We use the fact that, for a, b, c ∈ R, it holds
that (a + b + c)3 = a3 + 3a2b + 3ab2 + b3 + 3a2c + 6abc + 3b2c + 3ac2 + 3bc2 + c3. Thus,

(a2 − 2γb + γ2c2)3

= a6 − 6γa4b + 3γ2a4c2 + 12γ2a2b2 − 6γ3a2bc2 + 3γ4a2c4 − 8γ3b3 + 12γ4b2c2 − 6γ5bc4 + γ6c6 .

If a, b, c satisfy |b| ≤ ac, we have

(a2 − 2γb + γ2c2)3

≤ a6 − 6γa4b + 3γ2a4c2 + 12γ2a4c2 + 6γ3a3c3 + 3γ4a2c4 + 8γ3a3c3 + 12γ4a2c4 + 6γ5ac5 + γ6c6

= a6 − 6γa4b + 15γ2a4c2 + 14γ3a3c3 + 15γ4a2c4 + 6γ5ac5 + γ6c6 . (22)

Now, we take a = ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥, b = ⟨∇F
Zh+1

c
c (T̃

(γ,h)
c (θ;Z1:h

c )), T̃
(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩, and c =

∥∇F
Zh+1

c
c (T̃

(γ,h)
c (θ;Z1:h

c ))∥. Note that we indeed have b ≤ ac using the Cauchy-Schwarz inequality.

At this point, we have the following bound, for 2 ≤ k ≤ 6,

E
[
ck
∣∣ Fh

c

]
= E

[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))∥k
∣∣∣ Fh

c

]
≤ 2k−1

{
E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥k

∣∣∣ Fh
c

]
+ E

[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))∥k
∣∣∣ Fh

c

]}
≤ 2k−1

{
E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥k

∣∣∣ Fh
c

]
+ τk

}
.
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Then, by A1, and since ∇fc(θ
⋆) = 0, we have

E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥k

∣∣∣ Fh
c

]
≤ Lk−2∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥k−2E

[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥k

∣∣∣ Fh
c

]
(23)

≤ Lk−1∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥k−2⟨∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩ .

This guarantees that

E
[
ck
∣∣ Fh

c

]
≤ 2k−1Lk−1∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥k−2⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩ + 2k−1τk .

Which in turn proves that

E
[
γka6−kck

∣∣ Fh
c

]
≤ 2k−1γkLk−1∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6−k+k−2⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+ 2k−1γk∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kτk

= 2k−1γkLk−1∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥4⟨∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+ 2k−1γk∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kτk .

Then, we remark that

E
[
−6γa4b

∣∣ Fh
c

]
≤ −6γ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥4⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩ .

Plugging this in the conditional expectation of (22), we obtain

(a2 − 2γb + γ2c2)3 ≤ a6 +
(
− 6γ + 2 · 15γ2L + 4 · 14γ3L2 + 8 · 15γ4L3 + 16 · 6γ5L4 + 32γ6L5

)
× ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥4⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩

+ 15

6∑
k=2

2k−1γk∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kτk .

Taking γL ≤ 1/8, we have 2 · 15γ2L+ 4 · 14γ3L2 + 8 · 15γ4L3 + 16 · 6γ5L4 + 32γ6L5 ≤ 5γ, which, combined with
the following inequality, which holds by A1,

−γ⟨∇fc(T̃
(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩ ≤ −γµ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 ,

ensures that

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

∣∣∣ Fh
c

]
≤ (1 − γµ)∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6 + 15

6∑
k=2

2k−1∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−k(γτ)k .

We now express this sum as a third-power of a sum of two terms: one contraction, and one additive term due
to stochasticity. Let k = 2ℓ + 1 ∈ {2, . . . , 6} be an odd number, which implies ℓ = 1 or ℓ = 2. Since k ≥ 2, then
ℓ ≥ 1, and k ≥ 3. Using the fact that for odd values of k = 2ℓ + 1, then k − 1 = 2ℓ ≥ 2 is even, we have

∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−k(γτ)k = ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥5−2ℓ(γτ)2ℓ+1

= ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥4−2ℓ(γτ)2ℓ
(
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥γτ

)
≤ ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥4−2ℓ(γτ)2ℓ

(
2∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 + 2γ2τ2

)
.
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Using this fact, as well as the above inequalities, Hölder’s inequality, and following the lines of proof of Dieuleveut
et al. (2020)’s Lemma 13, there exists a constant β > 0 such that

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

]
≤
(

(1 − γµ/3)E
[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ βγ2τ2

)3

. (24)

Consequently, we have

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

]1/3
≤ (1 − γµ/3)E

[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ βγ2τ2 .

Iterating this for H iterations, we obtain that

E
[
∥T̃(γ,H)

c (θ;Z1:H
c ) − θ⋆∥6

]1/3
≤ (1 − γµ/3)HE

[
∥θ − θ⋆∥6

]1/3
+ βHγ2τ2 .

Then, combining this inequality with Minkowski’s inequality, we obtain, for any θ ∈ Rd,

E
[
∥T̃(γ,H)(θ;Z1:H

1:N,t) − θ⋆∥6
]1/3

≤ 1

N

N∑
c=1

E
[
∥T̃(γ,H)

c (θ;Z1:H
1:N,t) − θ⋆∥6

]1/3
≤ (1 − γµ/3)HE

[
∥θ − θ⋆∥6

]1/3
+ βHγ2τ2 ,

and the first part of the result follows from iterating this inequality T times, starting from θT .

The second part of the result for p = 3 directly follows from the previous inequality. To obtain the result for
p = 2, we use Hölder inequality and remark that∫

∥θ − θ⋆∥4π(γ,H)(dθ) =

∫
∥θ − θ⋆∥ × ∥θ − θ⋆∥3π(γ,H)(dθ)

≤
(∫

∥θ − θ⋆∥2π(γ,H)(dθ)

)1/2(∫
∥θ − θ⋆∥6π(γ,H)(dθ)

)1/2

= O
(

(γ × γ3)1/2
)

,

where the last equality comes from Lemma 5 and from the first part of this Lemma.

B.2.2 Heterogeneous Functions

Lemma 7. Assume A1, A2, A3, let γ ≤ 1/L, and γµH ≤ 1. Then we have

E
[
∥θt − θ⋆∥2

]
≤
(

1 − γµ

2

)Ht

∥θ − θ⋆∥2 +
H(H − 1)

µ

(
4γ3L2 +

2γ2L2

µ

)
ζ2⋆,1 +

8γ

µ
τ2 .

This implies that, for θ ∼ π(γ,H), where π(γ,H) is the stationary distribution of FedAvg with step size γ and H
local updates, it holds that∫

∥θ − θ⋆∥2π(γ,H)(dθ) = O(γ + γ2H2) , and

∫
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2π(γ,H)(dθ) = O(γ + γ2H2) .

Proof. We start from θt+1 = θt − γG(γ,H)(θ;Z1:H
1:N ), with G(γ,H)(θ;Z1:H

1:N ) as defined in Section 5, and use
1
N

∑N
c=1 ∇fc(θ

⋆) = 0, to obtain

θt+1 = θt −
γ

N

N∑
c=1

H−1∑
h=0

{
∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)
}

.

Using Jensen’s inequality, we have

∥θt+1 − θ⋆∥2 ≤ 1

N

N∑
c=1

∥∥∥θt − γ

N

N∑
c=1

H−1∑
h=0

{
∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)
}∥∥∥2 .
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To derive an upper bound on this value, we study the following sequence of iterates, that correspond to the local
parameters with recentered gradients, defined for h ∈ {0, . . . ,H − 1},

Ṽ(γ,H)
c (θ;Z1:H

c )
∆
= T̃(γ,H)

c (θ;Z1:H
c ) − γh∇fc(θ

⋆) , (25)

which allows to rewrite the above inequality as ∥θt+1 − θ⋆∥2 ≤ 1
N

∑N
c=1∥Ṽ

(γ,H)
c (θ;Z1:H

c )− θ⋆∥2. Next, we bound
each term of this sum independently. We start by expanding the norm

∥Ṽ(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2 = ∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ(∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆))∥2

= ∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 + γ2∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)∥2

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)⟩ .

We now take the expectation using the filtration Fh
c = σ(Zℓ

c : ℓ ≤ h), for h ∈ {0, . . . ,H − 1},

E
[
∥Ṽ(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥2

∣∣∣ Fh
c

]
= ∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2

+ γ2E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)∥2

∣∣∣ Fh
c

]
− 2γ⟨Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆,∇fc(T̃

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)⟩ .

Now, we remark that

∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆) = ∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)

+ ∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) + ∇F
Zh+1

c
c (θ⋆) −∇fc(θ

⋆) ,

which allows to decompose the term E
[
∥∇F

Zh+1
c

c (T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)∥2

∣∣∣ Fh
c

]
using Young’s inequality

twice, followed by A1 and A3,

E
[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)∥2

∣∣∣ Fh
c

]
≤ 2E

[
∥∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥2

∣∣∣ Fh
c

]
+ 4E

[
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥2

∣∣∣ Fh
c

]
+ 4E

[
∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2

∣∣∣ Fh
c

]
≤ 2E

[
∥∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥2

∣∣∣ Fh
c

]
+ 4L2∥T̃(γ,h)

c (θ;Z1:h
c ) − Ṽ(γ,h)

c (θ;Z1:h
c )∥2 + 4τ2

= 2E
[
∥∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥2

∣∣∣ Fh
c

]
+ 4L2γ2h2∥∇fc(θ

⋆)∥2 + 4τ2 ,

where the last equality comes from the definition of Ṽ
(γ,h)
c (θ;Z1:h

c ). Furthermore, we have

γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)⟩ = γ⟨Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆,∇fc(Ṽ

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)⟩

+ γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(Ṽ
(γ,h)
c (θ;Z1:h

c ))⟩

Then, we bound the second term using Young’s inequality A1 and the definition of Ṽ
(γ,h)
c (θ;Z1:h

c ),

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(Ṽ
(γ,h)
c (θ;Z1:h

c ))⟩

≤ γµ

2
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 +

2γ

µ
∥∇fc(T̃

(γ,h)
c (θ;Z1:h

c )) −∇fc(Ṽ
(γ,h)
c (θ;Z1:h

c ))∥2

≤ γµ

2
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 +

2γ3h2L2

µ
∥∇fc(θ

⋆)∥2 .

Finally, we remark that

∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 + 2E
[
∥∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (θ⋆)∥2

∣∣∣ Fh
c

]
− 2γ⟨Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆,∇fc(Ṽ

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)⟩

≤ (1 − γµ)∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 .
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We now plug the bounds we obtained in the expansion above to obtain

E
[
∥Ṽ(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥2

∣∣∣ Fh
c

]
≤
(

1 − γµ

2

)
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 +

(
4γ4h2L2 +

2γ3h2L2

µ

)
∥∇fc(θ

⋆)∥2 + 4γ2τ2 .

Taking the expectation and unrolling the inequality, we obtain

E
[
∥Ṽ(γ,H)

c (θ;Z1:h+1
c ) − θ⋆∥2

]
≤
(

1 − γµ

2

)H
∥θ − θ⋆∥2 +

H2(H − 1)

2

(
4γ4L2 +

2γ3L2

µ

)
∥∇fc(θ

⋆)∥2 + 4γ2Hτ2 .

Which gives the following inequality, that links two consecutive updates,

E
[
∥T̃(γ,h)

c (θ;Z1:H
1:N ) − θ⋆∥2

]
≤
(

1 − γµ

2

)H
∥θ − θ⋆∥2 +

H2(H − 1)

2

(
4γ4L2 +

2γ3L2

µ

)
ζ2⋆,1 + 4γ2Hτ2 .

Unrolling this inequality starting from a point θ0 ∈ Rd, we obtain

E
[
∥θt − θ⋆∥2

]
≤
(

1 − γµ

2

)Ht

∥θ − θ⋆∥2 +
H(H − 1)

µ

(
4γ3L2 +

2γ2L2

µ

)
ζ2⋆,1 +

8γ

µ
τ2 ,

which gives the first part of the Lemma. The second part follows the same lines as the second part of Lemma 5.

Lemma 8. Assume A 1, A 2 and A 3. Furthermore, assume that E1/3
[
∥εZc

c (θ⋆)∥6
]
≤ τ2. Let γ ≤ 1/25L, and

γµH ≤ 1 then there exist a universal constant β > 0 such that

E1/3
[
∥θt − θ⋆∥6

]
≤ (1 − γµ/6)HE

[
∥θ − θ⋆∥6

]1/3
+ 6β

γ2(H − 1)Hζ⋆,1
µ2

+
12βγ

µ
τ2 .

This implies that, for θ ∼ π(γ,H), where π(γ,H) is the stationary distribution of FedAvg with step size γ and H
local updates, it holds that, for p ∈ {2, 3},∫

∥θ − θ⋆∥2pπ(γ,H)(dθ) = O
(
γp + γ2pH2p

)
, and

∫
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2pπ(γ,H)(dθ) = O

(
γp + γ2pH2p

)
.

Proof. The proof follows the same lines as the proof of Lemma 6, with an additional heterogeneity term that is
O(γ2H2) that plays a role similar to the one of τ . We start with the expansion of the local updates, recentered
by γh∇fc(θ

⋆), as defined in Equation (25), in the proof of Lemma 7,

∥Ṽ(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2 = ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ(∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆))∥2

= ∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 + γ2∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)∥2

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)⟩

= ∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 + γ2∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)∥2

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)⟩

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c ))⟩ .

We first bound the following quantity, following the derivations from Lemma 7,

∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)∥2

≤ 2∥∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥2

+ 4∥∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c ))∥2 + 4∥∇F
Zh+1

c
c (θ⋆) −∇fc(θ

⋆)∥2 ,
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Then, we bound the last term, without the expectation, and with slightly different constants,

− 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c ))⟩

≤ γµ

6
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 +

6γ

µ
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥2 .

Using the same derivations as in the proof of Lemma 7, we obtain

∥Ṽ(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆∥2

≤ (1 + γµ/6)∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 − 2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)⟩

+ 2γ2∥∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥2

+
10γ

µ
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥2 + 4γ2∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2 ,

where we also used 4γ2 ≤ 4γ
L ≤ 4γ

µ . Then, we expand the third moment of this equation, using the same
derivations as in Lemma 6, with

a2 = (1 + γµ/6)∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥2 ,

−2γb = −2γ⟨Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆,∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇fc(θ

⋆)⟩

γ2c2 = 2γ2∥∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥2

+
10γ

µ
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥2 + 4γ2∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥2 ,

and use the fact that (1 + γµ/6)3 ≤ (1 + γµ/2). We notice that we indeed have −γb ≤ −γµ
2 a2, and that b ≤ ac.

Now, we remark, since the function x 7→ x1/2 is sub-additive, and (x + y + z)k ≤ 3k−1(xk + yk + zk) for all
x, y, z ≥ 0, we have that, for k ≥ 2,

ck ≤ 3k−12k∥∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥k

+
3k−110k

γk/2µk/2
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥k + 3k−14k∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥k

= 2 · 6k−1∥∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c )) −∇F

Zh+1
c

c (θ⋆)∥k

+
10 · 30k−1

γk/2µk/2
∥∇F

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) −∇F
Zh+1

c
c (Ṽ(γ,h)

c (θ;Z1:h
c ))∥k + 4 · 12k−1∥∇F

Zh+1
c

c (θ⋆) −∇fc(θ
⋆)∥k .

Similarly to the homogeneous case, we use A1, A3, as well as the definition of Ṽ
(γ,h)
c (θ;Z1:h

c ) in (25) to obtain

E
[
ck
∣∣ Fh

c

]
≤ 2 · 6k−1Lk−2∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥k−2E

[
∥∇F

Zh+1
c

c (Ṽ(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆)∥2

∣∣∣ Fh
c

]
+

10 · 30k−1γ3k/2Lkh2k

µk/2
∥∇fc(θ

⋆)∥k + 4 · 12k−1τk

≤ 2 · 6k−1Lk−1∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥k−2⟨∇fc(Ṽ
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+
10 · 30k−1γ3k/2Lkh2k

µk/2
∥∇fc(θ

⋆)∥k + 4 · 12k−1τk .

Which in turn proves that

E
[
γka6−kck

∣∣ Fh
c

]
≤ 2 · 6k−1Lk−2∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6−k+k−2⟨∇fc(Ṽ

(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+
10 · 30k−1γ5k/2Lkh2k

µk/2
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6−k∥∇fc(θ

⋆)∥k + 4 · 12k−1γk∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kτk

≤ 2k−1γkLk−1∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥4⟨∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) −∇fc(θ
⋆), T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆⟩

+
10 · 30k−1γ5k/2Lkh2k

µk/2
∥Ṽ(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6−k∥∇fc(θ

⋆)∥k + 4 · 12k−1γk∥Ṽ(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kτk .
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Proceeding as in (23), we plug this bound in the conditional expectation of (22), and take γL ≤ 1/25, which
gives

(a2 − 2γb + γ2c2)3 ≤ a6 +
(
− 6γ + 6 · 15γ2L + 62 · 14γ3L2 + 63 · 15γ4L3 + 64 · 6γ5L4 + 65γ6L5

)
× ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥4⟨∇fc(T̃

(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩

+ 15

6∑
k=2

2k−1γk∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−k

{
10 · 30k−1γ5k/2Lkhk

µk/2
∥∇fc(θ

⋆)∥k + 4 · 12k−1γkτk
}

≤ a6 − γ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥4⟨∇fc(T̃
(γ,h)
c (θ;Z1:h

c )), T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆⟩

+ 2 · 15 · 30

6∑
k=2

2k−1γk∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−k min

{
γ3/2h

µ
∥∇fc(θ

⋆)∥, ·12γτ

}k

.

We now express this sum as a third-power of a sum of two terms: one contraction, and one additive term due
to stochasticity. Let k = 2ℓ + 1 ∈ {2, . . . , 6} be an odd number, which implies ℓ = 1 or ℓ = 2. Since k ≥ 2, then
ℓ ≥ 1, and k ≥ 3. Using the fact that for odd values of k = 2ℓ+ 1, then k−1 = 2ℓ ≥ 2 is even, we have, denoting

Ξ = min
{

γ3/2h
µ1/2 ∥∇fc(θ

⋆)∥, ·12γτ
}

,

∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥6−kΞk = ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥5−2ℓΞ2ℓ+1

= ∥T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆∥4−2ℓΞ2ℓ
(
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥Ξ

)
≤ ∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥4−2ℓΞ2ℓ

(
2∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥2 + 2Ξ2

)
.

Following the lines of (24), using the above inequalities, Hölder’s inequality, and following Dieuleveut et al.
(2020)’s Lemma 13, there exists a constant β > 0 such that

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

]
≤
(

(1 + γµ/6)(1 − γµ/3)E
[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ βΞ2/2

)3

≤
(

(1 − γµ/6)E
[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ βΞ2/2

)3

.

Taking the third root, we have

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

]1/3
≤ (1 + γµ/6)(1 − γµ/3)E

[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ βΞ2/2

≤ (1 − γµ/6)E
[
∥T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆∥6

]1/3
+ β

γ3h2

µ
∥∇fc(θ

⋆)∥2 + 12βγ2τ2 .

After H iterations, we thus have, using Minkowski’s inequality, and A2 to bound 1
N

∑N
c=1∥∇fc(θ

⋆)∥2,

E
[
∥T̃(γ,h+1)

c (θ;Z1:h+1
c ) − θ⋆∥6

]1/3
≤ (1 − γµ/6)HE

[
∥θ − θ⋆∥6

]1/3
+ β

γ3(H − 1)H2

µ
ζ⋆,1 + 12βγ2τ2 ,

and the first part of the result follows from iterating this inequality T times, starting from θT .

The second part of the result for p = 2 follows from the previous inequality. To obtain the result for p = 2 we
use Hölder inequality and Lemma 7, and proceed as in Lemma 6.

B.3 Quadratic Setting – Proof of Theorem 2

B.3.1 Study of the Bias

In this section, we study the particular case where the functions fc’s are quadratic. Specifically, we assume that
there exist symmetric matrices Āc’s and vectors θ⋆c ’s such that

fc(θ) =
1

2

∥∥∥(Āc)
1/2(θ − θ⋆c )

∥∥∥2 .
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This implies that fc’s gradients are linear, and satisfy ∇fc(θ) = Āc(θ − θ⋆c ). Consequently, for all h ≤ H,

E[T̃
(γ,H)
c

(
θ;Z1:H

c

)
]− θ⋆c = (Id− γĀc)

h(θ− θ⋆c ). For further analysis, we recall the matrices introduced in (8) and
introduce the intermediate matrices Γ⋆,h+1:H

c ,

Γ⋆,h+1:H
c = (Id − γĀc)

H−h , Γ⋆
c = (Id − γĀc)

H , Γ⋆ =
1

N

N∑
c=1

Γ⋆
c . (26)

Refined Now, we give a proof of Theorem 2, that we restate here for readability.

Theorem 2 (Restated). Assume A1, A 2, A 3, A 4, and γ ≤ 1/L. Then, using notations from (8), the bias of
FedAvg is given by

θ̄
(γ,H)
sto − θ⋆ =

1

N

N∑
c=1

(Id − Γ⋆)−1(Id − Γ⋆
c)(θ⋆ − θ⋆c ) .

Furthermore, when γµH ≤ 1, it holds that

∥θ̄(γ,H)
sto − θ⋆∥ ≤ γ(H − 1)ζ⋆,2ζ⋆,1/µ ,

and the following expansion holds, using notations from (7),

θ̄
(γ,H)
sto − θ⋆ =

γ(H−1)

2
bh + O(γ2H2) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H2 + γ2H) ,

where A and C(θ⋆) are defined in (9) and the heterogeneity bias bh is given in Theorem 1.

We prove the explicit expression of the bias and the upper bound from Theorem 2 in Proposition 4, and give the
first-order expansion of the bias in Proposition 5.

Proposition 4 (Bias of FedAvg for Quadratics). Assume A 1, A 2, A 3, A 4, and γ ≤ 1/L, then the bias of
FedAvg with quadratic functions is

θ̄
(γ,H)
sto = θ⋆ + (Id − Γ⋆)−1 · 1

N

N∑
c=1

(Id − Γ⋆
c)(θ⋆ − θ⋆c ) .

Furthermore, when γµH ≤ 1, it holds that∥∥∥θ̄(γ,H)
sto − θ⋆

∥∥∥ ≤ γ(H − 1)ζ⋆,2ζ⋆,1
2µ

.

Proof. Using derivations similar to the proof of Proposition 2, or following the decomposition derived in the
Section 3 of Mangold et al. (2024), we have, for any point θ ∈ Rd, it holds, for c ∈ {1, . . . , N}, that

T̃(γ,H)
c

(
θ;Z1:H

c

)
− θ⋆ = T̃(γ,H)

c

(
θ;Z1:H

c

)
− θ⋆c + θ⋆c − θ⋆

= Γ⋆
c(θ − θ⋆c ) + γ

H∑
h=1

Γ⋆,h+1:H
c ε

Z1:h
c

c T̃(γ,h)
(
θ;Z1:h

c

)
+ θ⋆c − θ⋆

= Γ⋆
c(θ − θ⋆) + (Γ⋆

c − Id)(θ⋆ − θ⋆c ) + γ

H∑
h=1

Γ⋆,h+1:H
c ε

Z1:h
c

c T̃(γ,h)
(
θ;Z1:h

c

)
, (27)

where εzc is defined in (4). Taking the average of (27) for c = 1 · · ·N and taking the expectation, we obtain

E[T̃(γ,H)
(
θ;Z1:H

1:N

)
− θ⋆] =

1

N

N∑
c=1

Γ⋆
c(θ − θ⋆) + (Γ⋆

c − Id)(θ⋆ − θ⋆c ) .
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When θ ∼ π(γ) is sampled from the stationary distribution of FedAvg’s iterates, we have θ̄
(γ,H)
sto = E[θ] =

E[T̃
(Z )
H θ]. This gives the equation

θ̄
(γ,H)
sto − θ⋆ = Γ⋆(θ̄

(γ,H)
sto − θ⋆) +

1

N

N∑
c=1

(Γ⋆
c − Id)(θ⋆ − θ⋆c ) .

Subtracting Γ⋆(θ̄
(γ,H)
sto − θ⋆c ) on both side, and multiplying by (Id−Γ⋆)−1, we obtain the following expression for

θ̄
(γ,H)
sto as a function of θ⋆,

θ̄
(γ,H)
sto = θ⋆ + (Id − Γ⋆)−1 · 1

N

N∑
c=1

(Id − Γ⋆
c)(θ⋆c − θ⋆) ,

which gives the first part of the result. Then, using the Neumann series together with Lemma 9, we obtain

θ̄
(γ,H)
sto = θ⋆ +

∞∑
t=0

(Γ⋆)t · 1

N

N∑
c=1

H∑
h=0

γΓ⋆,h+1:H
c Āc(θ

⋆ − θ⋆c )

= θ⋆ +

∞∑
t=0

(Γ⋆)t · 1

N

N∑
c=1

H∑
h=0

γ
(
Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg

)
Āc(θ

⋆ − θ⋆c ) ,

where we defined the notation Γ⋆,h+1:H
avg =

∏H
h+1(Id − γĀ), and the second inequality comes from the fact that

Γ⋆,h+1:H
avg

∑N
c=1 Āc(θ

⋆ − θ⋆c ) = 0. Now, we note that

Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg =

H∑
ℓ=h+1

Γ⋆,h+1:ℓ−1
c (γĀc − γĀ)Γ⋆,ℓ+1:H

avg .

Therefore, we have

1

N

N∑
c=1

(Id − Γ⋆
c)(θ⋆c − θ⋆) =

1

N

N∑
c=1

H∑
h=0

γ
(
Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg

)
Āc(θ

⋆ − θ⋆c )

=
γ2

N

N∑
c=1

H∑
h=0

H∑
ℓ=h+1

Γ⋆,h+1:ℓ−1
c (Āc − Ā)Γ⋆,ℓ+1:H

avg . (28)

This yields, using the triangle inequality,∥∥∥θ̄(γ,H)
sto − θ⋆

∥∥∥ ≤
∞∑
t=0

(1 − γµ)Ht ·
H∑

h=0

∥∥∥ 1

N

N∑
c=1

γ
(
Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg

)
Āc(θ

⋆ − θ⋆c )
∥∥∥

=

∞∑
t=0

(1 − γµ)Ht ·
H∑

h=0

∥∥∥ 1

N

N∑
c=1

γ

H∑
ℓ=h+1

Γ⋆,h+1:ℓ−1
c (γĀc − γĀ)Γ⋆,ℓ+1:H

avg Āc(θ
⋆ − θ⋆c )

∥∥∥
≤

∞∑
t=0

(1 − γµ)Ht · γ2
H∑

h=0

H∑
ℓ=h+1

∥∥∥ 1

N

N∑
c=1

Γ⋆,h+1:ℓ−1
c (Āc − Ā)Γ⋆,ℓ+1:H

avg Āc(θ
⋆ − θ⋆c )

∥∥∥ .

And we obtain∥∥∥θ̄(γ,H)
sto − θ⋆

∥∥∥
≤

∞∑
t=0

(1 − γµ)Ht · γ2
H∑

h=0

H∑
ℓ=h+1

(
1

N

N∑
c=1

∥∥∥Γ⋆,h+1:ℓ−1
c (Āc − Ā)Γ⋆,ℓ+1:H

avg

∥∥∥2)1/2(
1

N

N∑
c=1

∥Āc(θ
⋆ − θ⋆c )∥

)1/2

≤
∞∑
t=0

(1 − γµ)Htγ2H(H − 1)

2
ζ⋆,2ζ⋆,1 =

γ(H − 1)ζ⋆,2ζ⋆,1
2µ

,

which is the second part of the result.
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Proposition 5 (Expansion of FedAvg’s Bias and Variance for Quadratics). Assume A1, A2, A3, A4, γ ≤ 1/L

and γH ≤ 1, then we can express θ̄
(γ,H)
sto as

θ̄
(γ,H)
sto − θ⋆ = −γ(H − 1)

2N
∇2f(θ⋆)−1

N∑
c=1

(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) + O(γ2H2) ,∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

γ

N
AC (θ⋆) + O(γ2H2 + γ2H) .

Proof. Expansion of the Bias (Quadratic Case). We start from the expression in Proposition 4. As in

Proposition 4, we use Lemma 9 and the fact that Γ⋆,h+1:H
avg

∑N
c=1 Āc(θ

⋆ − θ⋆c ) = 0 to obtain

θ̄
(γ,H)
sto = θ⋆ + (Id − Γ⋆)−1 · 1

N

N∑
c=1

H∑
h=0

γ
(
Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg

)
Āc(θ

⋆ − θ⋆c ) .

Then, following the proof of Theorem 6, we expand

Γ⋆,h+1:H
c − Γ⋆,h+1:H

avg = (Id − γ(H − h− 1)Āc + O(γ2H2) − (Id − γĀ + O(γ2H2)

= γ(H − h− 1)(Ā − Āc) + O(γ2H2) ,

(Id − Γ⋆)−1 = (Id − (Id − γHĀ + O(γ2H2)))−1 = (γHĀ)−1 + O(γH) .

Therefore, we obtain

θ̄
(γ,H)
sto = θ⋆ +

(
(γHĀ)−1 + O(γH)

)
· 1

N

N∑
c=1

H−1∑
h=0

γ
(
γ(H − h− 1)(Ā − Āc) + O(γ2H2)

)
Āc(θ

⋆ − θ⋆c )

= θ⋆ + (γHĀ)−1 1

N

N∑
c=1

{
γ2H(H − 1)

2
(Ā − Āc)Āc(θ

⋆ − θ⋆c )

}
+ O(γ2H2)

= θ⋆ − γ(H − 1)

2N
Ā−1

N∑
c=1

{
(Āc − Ā)Āc(θ

⋆ − θ⋆c )
}

+ O(γ2H2) .

Then, the result follows from ∇2fc(θ
⋆) = Āc, ∇2f(θ⋆) = Ā and ∇fc(θ

⋆) = Āc(θ
⋆ − θ⋆c ).

Expansion of the Variance (Quadratic Case). Starting from (27), and summing for c = 1 to N , we have

T̃(γ,H)
c

(
θ;Z1:H

1:N

)
− θ⋆ = Γ⋆(θ − θ⋆) +

1

N

N∑
c=1

(Γ⋆
c − Id)(θ⋆ − θ⋆c ) +

γ

N

H∑
h=1

Γ⋆,h+1:H
c ε

Z1:h
c

c T̃(γ,h)
(
θ;Z1:h

c

)
.

Taking the square and expectation of this equation, and using the fact that agents’ local random variables Z1:H
c

are independent from one agent to another, we have

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

∫ (
Γ⋆(θ − θ⋆) +

1

N

N∑
c=1

(Γ⋆
c − Id)(θ⋆ − θ⋆c )

)⊗2

π(γ,H)(dθ)

+
γ2

N

N∑
c=1

H∑
h=1

Γ⋆,h+1:H
c C

(
T̃(γ,h)(θ;Z1:h

c )
)

Γ⋆,h+1:H
c ,

where C(θ) = E
[

1
N

∑N
c=1 ε

1
1(θ)⊗2

]
. Then, since (Γ⋆

c − Id)(θ⋆ − θ⋆c ) does not depend on θ, and by (28) we have

1

N

N∑
c=1

(Γ⋆
c − Id)(θ⋆ − θ⋆c ) = O(γ2H2) ,
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and using the bound from Proposition 4 which guarantees that
∫

(θ − θ⋆)π(γ,H)(dθ) = O(γH), we obtain∫
(Γ⋆(θ − θ⋆) + (Γ⋆ − Id)(θ⋆ − θ⋆c ))

⊗2
π(γ,H)(dθ) = Γ⋆

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆ + O(γ3H3) .

Expanding Γ⋆ = Id − γHĀ and using A3 together with Lemma 7, we have∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) = (Id − γHĀ)

∫
(θ − θ⋆)⊗2π(γ,H)(dθ)(Id − γHĀ) +

γ2H

N
C (θ⋆) + O(γ3H3 + γ3H2) .

Simplifying this equation, and using Lemma 7 again, we obtain

(Id ⊗ Ā + Ā ⊗ Id)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

γ

N
C (θ⋆) + O(γ2H2 + γ2H) ,

and the result follows from A = (Id ⊗∇2f(θ⋆) + ∇2f(θ⋆) ⊗ Id)−1 with ∇2f(θ⋆) = Ā, as defined in (9).

B.4 General Functions, with Homogeneous Agents – Proof of Theorem 3

When functions are not quadratic and gradients are stochastic, local iterates are inherently biased. We start
in the simpler case where agents are homogeneous, which will serve as a skeleton for the general heterogeneous
case. In this setting, the functions fc are all identical, therefore we simply denote them f .

To study this case, we define the following matrices, for h = 0 to H, that are the counterparts of the matrices
defined in (26) in the quadratic setting, using the Hessian at the solution θ⋆,

Γ⋆,h =
(
Id − γ∇2f(θ⋆)

)h
, Γ⋆ = (Id − γĀc)

H .

Crucially, in the homogeneous setting, all agents have the same local matrices. Note that this will not be the
case anymore in the next section, where agents will be heterogeneous. We now prove Theorem 3, that we restate
here for readability.

Theorem 3 (Restated). Assume A 1, A 3 and A 5. Let γ ≤ 1/(8L) ∧ 1/H, then the bias and variance of
FedAvg, as per (7), under the stationary distribution π(γ,H) are

θ̄
(γ,H)
sto − θ⋆ =

γ

2N
bs + O(γ2H + γ3/2) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H + γ3/2) ,

where A and C(θ⋆) are defined in (9), and the stochasticity bias bs is given by

bs
∆
= ∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) .

Proof. Expansion of Local Updates (Homogeneous Case). We start by studying the local iterates of the
algorithm, when starting from a point θ drawn from the local distribution of FedAvg. Using a second-order
Taylor expansion of the gradient of ∇f at θ⋆, we have

∇f(T̃(γ,h)
c (θ;Z1:h

c ))

= ∇f(θ⋆) + ∇2f(θ⋆)(T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆) +
1

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 + Rc

3,h(T̃(γ,h)
c (θ;Z1:h

c ))

= ∇2f(θ⋆)(T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆) +
1

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 + Rc

3,h(T̃(γ,h)
c (θ;Z1:h

c )) ,

where we used ∇fc(θ
⋆) = 0 due to homogeneity, and Rc

3,h is a function that satisfies

sup
θ∈Rd

∥Rc
3,h(θ)∥/∥θ − θ⋆∥3 < +∞ .

We stress here that, although the local functions are all the same, the noise variables drawn by each agent are
different from each other. Consequently, local iterates are different from each other.
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We can use the above expression to expand FedAvg’s recursion as

T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆

= T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ∇f(T̃(γ,h)
c (θ;Z1:h

c )) − γε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

= T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆

− γ

(
∇2f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆) +

1

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 + Rc

3,h(T̃(γ,h)
c (θ;Z1:h

c ))

)
− γε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))

=
(
Id − γ∇2f(θ⋆)

)
(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)

− γ

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 − γRc

3,h(T̃(γ,h)
c (θ;Z1:h

c )) − γε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) .

Unrolling this recursion, we obtain

T̃(γ,H)
c (θ;Z1:H

c ) − θ⋆ = Γ⋆,H
c (θ − θ⋆)

− γ

H−1∑
h=0

Γ⋆,H−h−1

(
1

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 + Rc

3,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

)
.

Expansion of E
[
(T̃

(γ,h)
c (θ;Z1:h

c ) − θ⋆)⊗2
]
(Homogeneous Case). We start with the expression

T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ = θ − θ⋆ − γ

h−1∑
ℓ=0

∇fc(T̃
(γ,ℓ)
c (θ;Z1:ℓ

c )) + ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c )) .

We use second-order Taylor expansion of the gradient to obtain

T̃(γ,h)
c (θ;Z1:h

c )−θ⋆ = θ−θ⋆ − γ

h−1∑
ℓ=0

∇2fc(θ
⋆)(T̃(γ,ℓ)

c (θ;Z1:ℓ
c )−θ⋆) + Rc

2,h(T̃(γ,ℓ)
c (θ;Z1:ℓ

c )) + ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c )) ,

where Rc
2,h is such that supϑ∈Rd∥Rc

2,h(ϑ)∥/∥ϑ− θ⋆∥2 < +∞. Expanding the square of this equation, and taking
the expectation, we get∫

E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

π(γ,H)(dθ) =

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)

− γ

∫
(θ − θ⋆) ⊗

(
h−1∑
ℓ=0

∇2fc(θ
⋆)(ET̃(γ,ℓ)

c (θ;Z1:ℓ
c ) − θ⋆) + ERc

2,ℓ(T̃
(γ,ℓ)
c (θ;Z1:ℓ

c ))

)
π(γ,H)(dθ)

− γ

∫ (h−1∑
ℓ=0

∇2fc(θ
⋆)(ET̃(γ,ℓ)

c (θ;Z1:ℓ
c ) − θ⋆) + ERc

2,ℓ(T̃
(γ,ℓ)
c (θ;Z1:ℓ

c ))

)
⊗ (θ − θ⋆)π(γ,H)(dθ)

+ γ2

∫
E

(
h−1∑
ℓ=0

∇2fc(θ
⋆)(T̃(γ,ℓ)

c (θ;Z1:ℓ
c ) − θ⋆) + Rc

2,ℓ(T̃
(γ,ℓ)
c (θ;Z1:ℓ

c )) + ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c ))

)⊗2

π(γ,H)(dθ) .

From this expansion, Hölder inequality, the definition of Rc
2,ℓ, the bound γH ≤ 1, A 3, Lemma 6, and the fact

that the Z1:H
c are independent from an agent to another, we obtain∫

E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

π(γ,H)(dθ) =

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ2h) . (29)

Expression of the Global Update (Homogeneous Case). After averaging the expression obtained for the
local updates, we get an expression of the global update,

T̃(γ,H)(θ;Z1:H
1:N ) − θ⋆ = Γ⋆,H(θ − θ⋆)

− γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1

(
1

2
∇3f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c − θ⋆)⊗2 + Rc

3,h(T̃(γ,h)
c (θ;Z1:h

c ) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )

)
.
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Integrating over π(γ,H) and taking the expectation, we obtain

θ̄
(γ,H)
sto − θ⋆ = Γ⋆,H(θ̄

(γ,H)
sto − θ⋆)

− γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1

∫ {
1

2
∇3f(θ⋆)E(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆)⊗2 + ERc

3,h(T̃(γ,h)
c (θ;Z1:h

c )

}
π(γ,H)(dθ) .

Using the expression (29), Hölder inequality, Lemma 6, and the definition of Rc
3,h, we can simplify this expression

as

(Id − Γ⋆,H)
(
θ̄
(γ,H)
sto − θ⋆

)
= −γ

2

H−1∑
h=0

Γ⋆,H−h−1∇3f(θ⋆)

∫
(θ − θ⋆)⊗2π(γ,H)(dθ) + O(γ2h) + O(γ3/2) ,

To give a simpler expression, we remark that Lemma 9 gives the following equality

−γ

2

H−1∑
h=0

Γ⋆,H−h−1 =
1

2

(
Id − Γ⋆,H

)
∇2f(θ⋆)−1 .

Therefore, starting from the previous equation, reorganizing the terms and using this equality, we obtain

(Id − Γ⋆,H)
(
θ̄
(γ,H)
sto − θ⋆

)
=

1

2
(Id − Γ⋆,H)

{
∇2f(θ⋆)−1∇3f(θ⋆)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ2h) + O(γ3/2)

}
.

Multiplying by (Id − Γ⋆,H)−1, we obtain

θ̄
(γ,H)
sto − θ⋆ =

1

2
∇2f(θ⋆)−1∇3f(θ⋆)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ2H) + O(γ3/2) . (30)

Bound the Variance (Homogeneous Case). To bound
∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ), we proceed as above but
with one less term in the expansion, and study the square. We get

T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆

= T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ
(
∇2f(θ⋆)(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆) + Rc

2(T̃(γ,h)
c (θ;Z1:h

c ))
)
− γε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))

=
(
Id − γ∇2f(θ⋆)

)
(T̃(γ,h)

c (θ;Z1:h
c ) − θ⋆) − γRc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) − γε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c )) .

Unrolling this recursion and averaging over all agents, we get

T̃(γ,H)(θ;Z1:H
1:N ) − θ⋆ = Γ⋆,H(θ − θ⋆) − γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
{
Rc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

}
.

Taking the second order moment of this equation, and using the fact that T̃
(γ,h+1)
c (θ;Z1:h+1

c ) follows the same
distribution as θ, we obtain∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ)

=

∫ (
Γ⋆,H(θ − θ⋆) − γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
{
Rc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

})⊗2

π(γ,H)(dθ)

=

∫ (
Γ⋆,H(θ − θ⋆)

)⊗2
π(γ,H)(dθ)

− γ

N

N∑
c=1

∫ (
Γ⋆,H(θ − θ⋆)

)
⊗

(
H−1∑
h=0

Γ⋆,H−h−1
{
Rc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

})
π(γ,H)(dθ)

− γ

N

N∑
c=1

∫ (H−1∑
h=0

Γ⋆,H−h−1
{
Rc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

})
⊗
(
Γ⋆,H(θ − θ⋆)

)
π(γ,H)(dθ)

+
γ2

N2

∫ ( N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
{
Rc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) + ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

})⊗2

π(γ,H)(dθ) .
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Which gives, using Hölder inequality, Lemma 6, A3, the definition of Rc
2,h, the definition of C, and after taking

the expectation,∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) = Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H +

γ2

N

H−1∑
h=0

EC(T̃(γ,h)
c (θ;Z1:h

c )) + O(γ5/2H) .

Now, using A3 and Lemma 6, we have EC(T̃
(γ,h)
c (θ;Z1:h

c )) = C(θ⋆) + O(γ), which results in the identity∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) = Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H +

γ2H

N
C(θ⋆) + O(γ5/2H) .

We now use the fact that Γ⋆,H = Id − γH∇2fc(θ
⋆) + O(γ2H2), which allows to rewrite∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ) =
(
Id − γH∇2fc(θ

⋆)
) ∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ)
(
Id − γH∇2fc(θ

⋆)
)

+
γ2H

N
C(θ⋆) + O(γ5/2H) + O(γ3H2) .

Simplifying this expression, we obtain∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

γ

N
AC(θ⋆) + O(γ3/2) + O(γ2H) ,

where we recall that

A =
(
Id ⊗∇2f(θ⋆) + ∇2f(θ⋆) ⊗ Id

)−1
,

Plugging this expression in (30)

θ̄
(γ,H)
sto − θ⋆ =

γ

2N
∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) + O(γ2H) + O(γ3/2) ,

which is the result

B.5 General Functions, with Heterogeneous Agents – Proof of Theorem 4

When functions are not quadratic nor homogeneous, local iterates are inherently biased. There are thus two
sources of bias: heterogeneity, as in the quadratic case, and ”iterate bias”, that is due to stochasticity of gradients
and the fact that derivatives of order greater than two are non zero.

To study this case, we define the following matrices, for h = 0 to H, that will be central in the analysis

Γ⋆,h
c =

(
Id − γ∇2fc(θ

⋆)
)h

.

Note that, contrarily to the homogeneous setting, the Γ⋆,h
c ’s differ from an agent to another. This will result in

additional bias due to heterogeneity. We now prove Theorem 4, that we restate here for readability.

Theorem 4 (Restated). Assume A 1, A 2 and A 3. Let γ ≤ 1/(25L) ∧ 1/H, then the bias and variance of
FedAvg, as defined in (7), are

θ̄
(γ,H)
sto −θ⋆ =

γ

2N
bs+

γ(H−1)

2
bh+O(γ2H2+γ3/2H) ,

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) + O(γ2H2+γ3/2H) ,

where A and C(θ⋆) are defined in (9), and bh and bs are defined in Theorems 2 and 3 respectively.

Proof. Expansion of Local Updates (Heterogeneous Case). We start by studying the local iterates of the
algorithm. Using a second-order Taylor expansion of the gradient of ∇fc at θ⋆, we have

T̃(γ,h+1)
c (θ;Z1:h+1

c ) = ∇fc(θ
⋆) + ∇2fc(θ

⋆)(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆)

+
1

2
∇3fc(θ

⋆)(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆)⊗2 + Rc
3,h(T̃(γ,h)

c (θ;Z1:h
c )) ,
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where Rc
3 is a function that satisfies supθ∈Rd

{
∥Rc

3,h(θ)∥
∥θ−θ⋆∥3

}
< +∞. We can use this expression to expand FedAvg’s

recursion as

T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆ = T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ∇fc(T̃
(γ,h)
c (θ;Z1:h

c )) − γε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))

= T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ − γ
(
∇fc(θ

⋆) + ∇2fc(θ
⋆)(T̃(γ,h)

c (θ;Z1:h
c )) − θ⋆)

+
1

2
∇3fc(θ

⋆)(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆)⊗2 + Rc
3,h(T̃(γ,h)

c (θ;Z1:h
c ))

)
− γε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )

=
(
Id − γ∇2fc(θ

⋆)
)

(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆) − γ∇fc(θ
⋆)

− γ

2
∇3fc(θ

⋆)(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆)⊗2 − γRc
3,h(T̃(γ,h)

c (θ;Z1:h
c )) − γε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )) .

Unrolling this recursion, we obtain

T̃(γ,H)
c (θ;Z1:H

c ) − θ⋆ = Γ⋆,H
c (θ − θ⋆) − γ

H−1∑
h=0

Γ⋆,H−h−1
c

(
∇fc(θ

⋆) +
1

2
∇3fc(θ

⋆)(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆)⊗2 (31)

+Rc
3,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c )
)

.

Expansion of Global Updates (Heterogeneous Case). We start by summing (31) over all agents

1

N

N∑
c=1

θcH − θ⋆ = Γ⋆,H(θ − θ⋆) − γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

(
∇fc(θ

⋆) +
1

2
∇3fc(θ

⋆)
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

+Rc
3,h(T̃(γ,h)

c (θ;Z1:h
c ))

)
.

Similarly to the homogeneous setting, we integrate over π(γ,H), take the expectation and use the fact that
1
N

∑N
c=1 θ

c
H follows the same distribution as θ, to obtain

(Id − Γ⋆,H)(θ̄
(γ,H)
sto − θ⋆) = − γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇fc(θ

⋆) (32)

− γ

2N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇3fc(θ

⋆)

∫ {
E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

+ ERc
3,h(T̃(γ,h)

c (θ;Z1:h
c ))

}
π(γ,H)(dθ) .

Now we use Lemma 9 to write −γ
∑H−1

h=0 Γ⋆,H−h−1
c =

(
Id − Γ⋆,H

c

)
∇2fc(θ

⋆)−1, and plug it in (32) to obtain

(Id − Γ⋆,H)
(
θ̄
(γ,H)
sto − θ⋆

)
=

1

N

N∑
c=1

(Id − Γ⋆,H
c )∇2fc(θ

⋆)−1∇fc(θ
⋆) (33)

− γ

2N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇3fc(θ

⋆)

∫ (
E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

+ ERc
3,h(T̃(γ,h)

c (θ;Z1:h
c ))

)
π(γ,H)(dθ) .

Interestingly, Equation (33) is composed of two terms. The first term is due to heterogeneity, and is the same as
in the quadratic setting. From Proposition 4, we thus know that this term is of order O(γH). The second one
reflects the bias of FedAvg that is due to stochasticity of the gradients.

Expansion of
∫ (

T̃
(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

π(γ,H)(dθ) (Heterogeneous Case). We start with the following

explicit expression of one round of the local updates

T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆ = θ − θ⋆ − γ

h−1∑
ℓ=0

∇fc(T̃
(γ,ℓ)
c (θ;Z1:ℓ

c )) + ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c )) .
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We use the first-order Taylor expansion of the gradient at θ⋆ to obtain

T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆

= θ − θ⋆ − γ

h−1∑
ℓ=0

∇fc(θ
⋆) + ∇2fc(θ

⋆)(T̃(γ,ℓ)
c (θ;Z1:ℓ

c ) − θ⋆) + Rc
2,ℓ(T̃

(γ,ℓ)
c (θ;Z1:ℓ

c )) + ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c )) ,

where Rc
2,ℓ : Rd → Rd is a function such that supϑ∈Rd∥Rc

2,ℓ(()ϑ)∥/∥ϑ − θ⋆∥2 < +∞. Expanding the square of

this equation, integrating over π(γ,H) and taking the expectation, we get∫
E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

π(γ,H)(dθ) =

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)

− γ

∫
(θ − θ⋆) ⊗

(
h−1∑
ℓ=0

∇fc(θ
⋆) + ∇2fc(θ

⋆)(ET̃(γ,ℓ)
c (θ;Z1:ℓ

c ) − θ⋆) + ERc
2,ℓ(T̃

(γ,ℓ)
c (θ;Z1:ℓ

c ))

)
π(γ,H)(dθ)

− γ

∫ (h−1∑
ℓ=0

∇fc(θ
⋆) + ∇2fc(θ

⋆)(ET̃(γ,ℓ)
c (θ;Z1:ℓ

c ) − θ⋆) + ERc
2,ℓ(T̃

(γ,ℓ)
c (θ;Z1:ℓ

c ))

)
⊗ (θ − θ⋆)π(γ,H)(dθ)

+γ2

∫
E

(
h−1∑
ℓ=0

∇fc(θ
⋆)+∇2fc(θ

⋆)(T̃(γ,ℓ)
c (θ;Z1:ℓ

c ) − θ⋆)+Rc
2,ℓ(T̃

(γ,ℓ)
c (θ;Z1:ℓ

c ))+ε
Zℓ+1

c
c (T̃(γ,ℓ)

c (θ;Z1:ℓ
c ))

)⊗2

π(γ,H)(dθ) .

From this expansion, Hölder inequality, the definition of Rc
2,ℓ, A3 and Lemma 8, we obtain∫

E
(
T̃(γ,h)
c (θ;Z1:h

c ) − θ⋆
)⊗2

π(γ,H)(dθ) =

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ3/2H + γ2H2) . (34)

Expression of the Global Update (Heterogeneous Case). Plugging (34) in (33), using Lemma 8 to bound∫
Rc

3,h(T̃
(γ,h)
c (θ;Z1:h

c ))π(γ,H)(dθ) = O(γ3/2h3/2), and expanding the first term of (33) as in the quadratic setting
(see Proposition 5), we now obtain

θ̄
(γ,H)
sto − θ⋆ = −γ(H − 1)

2N
∇2f(θ⋆)−1

N∑
c=1

(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) + O(γ2H2)

− γ

2N
(Id − Γ⋆,H)−1

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇3fc(θ

⋆)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ3/2H + γ2H2) .

Use Lemma 9, that is, −γ
∑H−1

h=0 Γ⋆,H−h−1
c =

(
Id − Γ⋆,H

c

)
∇2fc(θ

⋆)−1, again, we obtain

θ̄
(γ,H)
sto − θ⋆ = −γ(H − 1)

2N
∇2f(θ⋆)−1

N∑
c=1

(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆) (35)

− 1

2N
∇2f(θ⋆)−1∇3f(θ⋆)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) + O(γ3/2H + γ2H2) .

Expansion of the Variance (Heterogeneous Case). To bound
∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ), we proceed as above
but with one less term in the expansion, and study the square. We get

T̃(γ,h+1)
c (θ;Z1:h+1

c ) − θ⋆

=
(
Id − γ∇2fc(θ

⋆)
)

(T̃(γ,h)
c (θ;Z1:h

c )) − θ⋆) − γ∇fc(θ
⋆) − γRc

2,h(T̃(γ,h)
c (θ;Z1:h

c )) − γε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ) .

Unrolling this recursion and averaging over all agents, we get

T̃(γ,H)
c (θ;Z1:H

1:N ) − θ⋆ = Γ⋆,H(θ − θ⋆)

− γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

{
∇fc(θ

⋆) + Rc
2,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))
}

.



Refined Analysis of Federated Averaging’s Bias and Richardson-Romberg

Taking the second order moment of this equation, using the fact that 1
N

∑N
c=1 θ

c
H follows the same distribution

as θ, and integrating over π(γ,H), we obtain∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)

=

∫ (
Γ⋆,H(θ − θ⋆)− γ

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

{
∇fc(θ

⋆) + Rc
2,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))
})⊗2

π(γ,H)(dθ)

= Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H

−γ

∫ (
Γ⋆,H(θ − θ⋆)

)
⊗

(
1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

{
∇fc(θ

⋆) + Rc
2,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))
})

π(γ,H)(dθ)

−γ

∫ (
1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

{
∇fc(θ

⋆) + Rc
2,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))
})

⊗
(
Γ⋆,H(θ−θ⋆)

)
π(γ,H)(dθ)

+ γ2

∫ (
1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c

{
∇fc(θ

⋆) + Rc
2,h(T̃(γ,h)

c (θ;Z1:h
c )) + ε

Zh+1
c

c (T̃(γ,h)
c (θ;Z1:h

c ))
})⊗2

π(γ,H)(dθ) .

Now, we expand Γ⋆,H−h−1
c and use the fact that 1

N

∑N
c=1 ∇fc(θ

⋆) = 0, which gives

1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇fc(θ

⋆) =
1

N

N∑
c=1

H−1∑
h=0

∇fc(θ
⋆) − γH∇2fc(θ

⋆)∇fc(θ
⋆) + O(γ2H2)

=
1

N

N∑
c=1

H−1∑
h=0

−γH∇2fc(θ
⋆)∇fc(θ

⋆) + O(γ2H2) ,

which, combined with γH ≤ 1, implies that

1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇fc(θ

⋆) = O(γH2) , and

(
1

N

N∑
c=1

H−1∑
h=0

Γ⋆,H−h−1
c ∇fc(θ

⋆)

)⊗2

= O(γ2H4) .

Combining the expansions above with Hölder inequality, the definition of Rc
2,ℓ, A3 and Lemma 8, we obtain∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ) = Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H

+
γ2

N

H−1∑
h=0

∫
E

[
1

N

N∑
c=1

ε
Zh+1

c
c (T̃(γ,h)

c (θ;Z1:h
c ))⊗2

]
π(γ,H)(dθ) + O(γ3H3) + O(γ5/2H2)

= Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H +

γ2

N

H−1∑
h=0

∫
C(T̃(γ,h)

c (θ;Z1:h
c ))π(γ,H)(dθ) + O(γ3H3) + O(γ5/2H2) .

Now, using A 3 and Lemma 8 we have
∫
C(T̃

(γ,h)
c (θ;Z1:h

c ))π(γ,H)(dθ) = C(θ⋆) + O(γH), which results in the
identity∫

(θ − θ⋆)
⊗2

π(γ,H)(dθ) = Γ⋆,H

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)Γ⋆,H +

γ2H

N
C(θ⋆) + O(γ3H3) + O(γ5/2H2) .

We now use the fact that Γ⋆,H = Id − γH∇2f(θ⋆) + O(γ2H2), which allows to rewrite∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

(
Id − γH∇2f(θ⋆)

) ∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)

(
Id − γH∇2f(θ⋆)

)
+

γ2H

N
C(θ⋆) + O(γ3H3) + O(γ5/2H2) .
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Developing this expression and using Lemma 8, we get∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)

− γH∇2f(θ⋆)

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) − γH

∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ)∇2f(θ⋆)

+
γ2H

N
C(θ⋆) + O(γ3H3) + O(γ5/2H2) .

Simplifying this expression, we obtain∫
(θ − θ⋆)

⊗2
π(γ,H)(dθ) =

γ

N
AC(θ⋆) + O(γ2H2) + O(γ3/2H) ,

where we recall that

A =
(
Id ⊗∇2f(θ⋆) + ∇2f(θ⋆) ⊗ Id

)−1
,

Plugging this expression in (35), we obtain

θ̄
(γ,H)
sto − θ⋆ = −γ(H − 1)

2N
∇2f(θ⋆)−1

N∑
c=1

(∇2fc(θ
⋆) −∇2f(θ⋆))∇fc(θ

⋆)

− γ

N
∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆) + O(γ2H2) + O(γ3/2H) ,

which is the result of the theorem.

B.6 Proof of Theorem 5

Finally, we prove the following theorem.

Theorem 5 (Restated). Assume A 1, A 2 and A 3. Let γ ≤ 1/(25L) ∧ 1/(2H), then the iterates {ϑ̄(γ,H)
T }T≥1

converge to ϑ̄
(γ,H)
sto = 2θ̄

(γ,H)
sto − θ̄

(2γ,H)
sto , that is

lim
T→∞

E
[
∥ϑ̄(γ,H)

T − ϑ̄
(γ,H)
sto ∥2

]
= 0 .

In addition, ϑ̄
(γ,H)
sto satisfies

ϑ̄
(γ,H)
sto − θ⋆ = O(γ2H2+γ3/2H) .

Proof. The only statement to show is that for γ ≤ 1/(25L) ∧ 1/(2H), then the iterates {θ̄(γ,H)
T }T≥1 defined as

θ̄
(γ,H)
T =

1

T

T−1∑
t=0

θ
(γ,H)
t ,

converge in L2 to θ̄
(γ,H)
sto . This is a consequence of (Durmus et al., 2024, Theorem 8) whose assumptions are

satisfied by Lemma 6 and Proposition 3.

Then, the identity ϑ̄
(γ,H)
sto −θ⋆ = O(γ2H2+γ3/2H) follows from the expansion of the bias given in Theorem 4.

C Technical Lemma on Matrix Products

Lemma 9. For any matrix-valued sequences (Mk)k∈N, (M ′
k)k∈N and for any K ∈ N, it holds that:

K∏
k=1

Mk −
K∏

k=1

M ′
k =

K∑
k=1

{
k−1∏
ℓ=1

Mℓ

}(
Mk −M ′

k

){ M∏
ℓ=k+1

M ′
ℓ

}
.


