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Abstract

Convex functions and their gradients play a critical role in mathematical imaging, from proximal
optimization to Optimal Transport. The successes of deep learning has led many to use learning-based
methods, where fixed functions or operators are replaced by learned neural networks. Regardless of
their empirical superiority, establishing rigorous guarantees for these methods often requires to impose
structural constraints on neural architectures, in particular convexity. The most popular way to do
so is to use so-called Input Convex Neural Networks (ICNNs). In order to explore the expressivity of
ICNNs, we provide necessary and sufficient conditions for a ReLU neural network to be convex. Such
characterizations are based on product of weights and activations, and write nicely for any architecture
in the path-lifting framework. As particular applications, we study our characterizations in depth
for 1 and 2-hidden-layer neural networks: we show that every convex function implemented by a 1-
hidden-layer ReLU network can be also expressed by an ICNN with the same architecture; however
this property no longer holds with more layers. Finally, we provide a numerical procedure that allows
an exact check of convexity for ReLU neural networks with a large number of affine regions.

1 Introduction

There exists a strong demand for neural net-
works that implement expressive convex functions.
Here are a few use cases. In image processing,
Plug-and-Play (PnP) methods [1] replace explicit
proximal operators by learned denoisers using neu-
ral networks [2–5]. Since proximal operators are
(sub)gradients of convex functions [6], an impor-
tant ingredient in the mathematical analysis of
PnP schemes is to enforce the learned denoiser to
be the gradient of a convex function – e.g. through
automatic differentiation of a convex neural net-
work [7]. More generally, handling convex priors in
inverse problems is often beneficial [8, 9]. Another

example is in optimal transport, where Brenier’s
theorem [10] states that any Monge map which
moves an absolutely continuous distribution to
another distribution while minimizing a quadratic
cost is the gradient of a convex function. Hence,
many applications which build upon the optimal
transport framework seek to train convex neural
networks to learn Monge maps [11–14].

Though there exist alternatives [7, 15, 16],
Input Convex Neural Networks (ICNNs) [17] are
by far the most-used solution when it comes to
implementing convex functions with neural net-
works. ICNNs are a simple approach to enforce
convexity which only requires slight modifications
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to popular architectures (e.g. ResNets, Convolu-
tional Neural Networks, etc). In short, clipping to
zero the negative weights of all hidden layers of
a ReLU neural network (except the first one) is
sufficient to obtain a convex neural network.

Besides providing a very easy-to-implement
approach to get convex neural networks and being
widespread in practice,ICNNs are also grounded
on the theoretical side: Chen et al. [18] show that
ICNNs are rich enough to approximate any convex
function over a compact domain in the sup norm.

But is the story over? Not quite. First, ICNNs
have shown poor scalability properties [19] and
there remains a need for more expressiveness, as
suggested by the introduction of several variants
of the standard ICNN architecture [11, 20]. Sec-
ond, the architecture that Chen et al. [18] exhibit
has one neuron per layer and as many layers as
affine pieces in the implemented function, which
is far from what one would use in practice. These
observations lead us to the following:

Given a ReLU neural network architecture with
set depth and widths, do ICNNs cover all convex

functions that are implementable with this
architecture?

In this paper, we first give a positive answer
for neural networks with one hidden-layer: we can-
not hope to do better than ICNNs. Yet, with 2
hidden layers, we can already exhibit a network
which does not abide by the non-negativity con-
straint of ICNNs but still implements a convex
function. Moreover, we show that no ICNN with
the same number of layers and neurons per layer
can implement this function. These results stem
from our work to provide exact characterizations
of ReLU neural network parameters (on general
deep ReLU architectures that notably allow mod-
ern features such as skip connections: connections
– weighted or not – between neurons of non-
consecutive layers) which yield convex functions,
beyond ICNNs.

Since the functions implemented by such net-
works are continuous and piecewise affine, the
first stage of our analysis is to characterize the
convexity of such functions. This characterization
is reminiscent of global convexity conditions for
piecewise convex functions [21], but is somehow
made “minimal” by finely exploiting the affine
nature of the pieces.

The paper is organized as follows: Section 2
formalizes the considered neural network architec-
tures, and provides (Proposition 2.1) our simple,
two-hidden-layer motivating counter-example of
a convex ReLU network that cannot be imple-
mented by an ICNN with the same architecture.
Then, we characterize convexity of continuous
piecewise affine functions (Section 3) and provide
a first translation of these conditions to one-
hidden-layer ReLU networks (Section 4), showing
(Proposition 4.9) that in this simple case ICNNs
“are all you need”.

The characterization of convexity conditions
in the one- and two-hidden-layer case (Sections 4
and 5) serve as a gentle entrypoint to handle
more general ReLU networks in Sections 6 and 7.
The path-lifting formalism of [22] for such DAG
(Directed Acyclic Graph) networks is recalled in
Section 6 where we translate the convexity con-
ditions of Section 3 to necessary conditions for
DAG ReLU networks. Sufficient convexity condi-
tions for DAG networks are expressed in Section 7.
Finally, we use these theoretical results to derive
in Section 8 a practical algorithm that is able to
check convexity on small networks.

2 Convex ReLU networks

Our goal throughout this paper is to study how
well ReLU networks can express convex functions.
Two key observations will guide our study:

1. Functions implemented by ReLU networks are
Continuous PieceWise Linear (CPWL) [23].

2. Convex CWPL functions can uniformly
approximate arbitrarily well any Lipschitz-
continuous convex function on a compact
domain [18].

In other words, the ability of a given ReLU
neural network architecture to approximate convex
functions comes down to its capability to represent
convex CPWL functions. Therefore, we will focus
on how effectively ReLU networks can implement
convex CPWL functions.

2.1 ReLU MLPs and ICNNs

We consider a ReLU neural network associated to
a function fθ : Rd → R which is a function of the
input x ∈ Rd and some parameters θ.
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In the case of a multilayer perceptron
(MLP) or its variants with weighted input skip-
connections, let L ≥ 2 denote the number of
(linear) layers. The set of neurons is partitioned
into Nin = N0 the input layer (|Nin| = d),
N1, . . . NL−1 the hidden layers, and Nout = NL

the last (output) layer (to implement convex func-
tions we focus on scalar-valued networks, so that
|NL| = 1). We denote H := ∪L−1

ℓ=1 Nℓ the set of all
hidden neurons.

The neural network function fθ is implemented
as follows: starting from an input x ∈ Rd, we iter-
atively compute the pre-activation zℓ ∈ RNℓ of
each layer ℓ to obtain the network output as

z1(x, θ) := affine function of x,

zℓ(x, θ) := affine function of ReLU(zℓ−1) and x,

ℓ ∈ {2, . . . , L},
fθ(x) := zL(x, θ),

where θ represents the collection of weights and
biases in the network’s linear functions. We can
also define the pre-activation of a neuron1 ν ∈ Nℓ

as zν(x, θ) = (zℓ(x, θ))ν .

hidden layersinput output

weighted input skip connections
Fig. 1: Architecture of a SkipMLP network. ICNN
imposes weights W2, . . . ,WL−1, wL to be non-
negative entry-wise.

ICNNs are a subset of Multi Layers Percep-
trons (MLPs) including linear, weighted, input
skip connections with the additional requirement

1It will be convenient to consider neurons as distinct ele-
ments of the set N := ∪L

ℓ=0Nℓ (with N0 := Nin) rather than

indices 1 ≤ i ≤ nℓ := |Nℓ|. Hence the notation RNℓ instead of

Rnℓ . Accordingly Wℓ ∈ RNℓ×Nℓ−1 and bℓ ∈ RNℓ .

of non-negativity of certain weights. Based on this
difference, we now formalize two classes of func-
tions (see Figure 1): the general class of MLPs
with weighted input skip connections (uncon-
strained) and the constrained subset correspond-
ing to ICNNs. To specify an architecture, we
denote n = (nℓ)

L−1
ℓ=1 the tuple of widths, exclud-

ing the width nL of the last layer as we focus on
scalar-valued networks (nL = 1). Given n:

• SkipMLPd(n) is the set of all functions f :
Rd → R that can be implemented as a neu-
ral network with L layers (L− 1 hidden layers)
and each hidden layer Nℓ, ℓ ∈ {1, . . . , L − 1}
has at most nℓ ReLU neurons. In addition are
allowed weighted input skip connections, linking
the input x to each layer ℓ ≥ 1. In this setting,
each pre-activation for ℓ ≥ 2 writes as

zℓ(x, θ) := Wℓ ReLU(zℓ−1(x, θ)) + Vℓx+ bℓ,

and θ = (W1, b1,W2, V2, b2, . . . , wL, vL, bL).
• ICNNd(n) ⊆ SkipMLPd(n) corresponds to the
subset of functions implemented by ICNNs:
MLPs with weighted input skip connections
with the additional constraint that the weight
matrices/vectors (W2, . . . ,WL−1, wL) have non-
negative entries. Noticeably, no non-negativity
constraint is imposed on W1 nor Vℓ, 2 ≤ ℓ ≤ L.

We will usually index weights matrices or bias
vectors by neurons: e.g. given two neurons µ
and ν in consecutive layers Nℓ−1 and Nℓ with
ℓ ∈ {1, . . . , L}, the weight connecting µ to ν is
Wℓ[ν, µ].

We also refer to standard MLPs when we con-
sider MLPs without input skip connections: they
can be retrieved from the previous classes by
imposing zero weights on the input skip con-
nections, i.e., Vℓ = 0. Finally, in Section 6, we
will consider a general family of ReLU neural
networks with Directed Acyclic Graphs (DAGs)
architectures.

2.2 Convexity of ICNNs

The convexity of ICNNs is based on rules for
composition of convex functions: the composition
f ◦ g of a convex function g with a non-decreasing
convex function f is convex [24, Sec. 3.2.4], and
so is any linear combination of convex functions
using non-negative coefficients. By recursion over
the layers, the entry-wise non-negative weight
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constraints Wℓ ≥ 0 (ℓ ≥ 2) of ICNNs ensure
convexity of each neuron’s pre-activation, and of
the overall function. Indeed, the first layer imple-
ments an affine function, so each component of
z1 is convex. Then, all the subsequent opera-
tions are non-decreasing and convex: using convex
non-decreasing activation functions (ReLU in our
case) and non-negative weight matrices preserves
convexity. Besides, this approach also allows for
weighted input skip-connections of unconstrained
sign between the input and any layer as the sum
of a convex function and a linear function remains
convex.

2.3 Limits of ICNNs

While Chen et al. [18] have shown that any con-
vex CPWL function can be implemented with
an ICNN, the corresponding implementation has
a very peculiar architecture, of depth equal to
the number of affine pieces of the function. This
seems potentially suboptimal, and indeed we show
in this section that to implement some convex
CPWL functions, ICNNs require more neurons
or layers that their unconstrained counterpart. In
other words, there are convex CPWL functions
in SkipMLPd(n) \ ICNNd(n). To establish this, we
simply provide a concrete example.

Proposition 2.1. Let fEX : R2 → R defined by

fEX

(
x1

x2

)
=
(
1 1
)
ReLU

((
−1 1
2 1

)
ReLU

(
x1

x2

)
+

(
−1
−0.5

))
. (1)

This function is convex and CPWL (see
Figure F3). By its very definition, it can be imple-
mented by a network in SkipMLP((2, 2)), i.e., an
MLP with 2 hidden layers, each made of 2 neu-
rons. Yet, it cannot be implemented by any ICNN
network with the same architecture, i.e belonging
to ICNN2((2, 2)).

The proof is in Appendix F. This example
was constructed from a careful study of necessary
and sufficient conditions for convexity of CPWL
functions, that we detail in the next section.

3 Convex CPWL functions

Our characterization of the convexity of functions
implemented by ReLU networks leverages a gen-
eral machinery to characterize convexity of CPWL
functions, that we establish in this section.

3.1 CPWL functions: definition

Several ways of defining CPWL functions can be
found in the literature: either from their linear
pieces [25], or from the notion of polyhedral com-
plex and cells [26, 27], or also from the notion
of polyhedral partition and regions [28]. We fol-
low the latter approach as it removes some ter-
minology related to polyhedra while allowing a
rather simple connection with ReLU networks.
A brief complementary reminder is provided in
Appendix A.

Definition 3.1 (Polyhedral partition, [28]). A
finite family of convex polyhedral sets (Rk)

K
k=1 is

said to form a polyhedral partition of Rd if

(i) Rd = ∪K
k=1Rk,

(ii) int(Rk) ̸= ∅ for every k ∈ {1, . . . ,K},
(iii) int(Rk) ∩ int(Rℓ) = ∅ for every k, ℓ ∈

{1, . . . ,K}, k ̸= ℓ.

The sets (Rk)
K
k=1 are called regions of Rd.

Definition 3.2 (CPWL function). A function f :
Rd → R is said to be continuous and piecewise lin-
ear (CPWL) if it is continuous and if there exists a
polyhedral partition (Rk)

K
k=1 of Rd such that f|Rk

is affine for each k ∈ {1, . . . ,K}.

In Definition 3.2, the polyhedral partition
(Rk)

K
k=1 is not uniquely defined.

Definition 3.3 (Compatible partition). A com-
patible partition for a CPWL function f refers to
any polyhedral partition of Rd for which f is affine
on each set of the partition.

In what follows, we introduce a few notions
that will come in handy when studying the con-
vexity of CPWL functions. We have not found any
equivalent to these definitions in the literature.

Definition 3.4 (Neighboring regions). Two
regions Rk and Rl of a polyhedral partition are
neighboring regions if k ̸= ℓ and Rk and Rℓ share
a facet, i.e. the affine hull of Rk ∩ Rℓ is an affine
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hyperplane. We denote Rk ∼ Rℓ or k ∼ ℓ in short
the neighboring relationship between Rk and Rℓ.

Definition 3.5 (Frontiers). Given a polyhedral
partition (Rk)

K
k=1, the frontier Fk,ℓ between neigh-

boring regions Rk and Rℓ is the relative interior
of Rk ∩Rℓ.

A visualization of neighbouring regions and
their frontier is given in Figure C1.

3.2 “Minimal” convexity conditions

We consider in this section a CPWL function
f : Rd → R and investigate convexity conditions.
Given a compatible polyhedral partition (Rk)

K
k=1,

we denote uk ∈ Rd and bk ∈ R respectively the
slope of f|Rk

and its intercept:

f|Rk
: x 7→ ⟨uk, x⟩+ bk . (2)

This implies that the gradient of f is well-defined
at any x ∈ int(Rk), with ∇f(x) = uk.

Any convex function f must satisfy a well-
known monotonicity condition [29, Example 20.3]

⟨∇f(x)−∇f(y), x− y⟩ ≥ 0 (3)

at every points x, y ∈ Rd where f is differentiable.
To go further and obtain necessary and sufficient
conditions, Bauschke et al. [21] already stud-
ied conditions under which a piecewise-defined
and piecewise-convex function is globally convex.
CPWL functions fall under this framework. More
precisely, Bauschke et al. [21] provide sufficient
conditions that only need to be checked at bound-
aries between regions. They also show that a finite
number of points can be ignored when checking
convexity. Yet, as CPWL functions have the same
slope on each of their affine components, we are
able to derive “minimal” conditions for this spe-
cific case: convexity can be checked at only a finite
number of points. The following proposition ((i)
⇔(iv)) asserts that it suffices to check (3) on a
finite number of points (one pair of points around
each frontier Fk,ℓ) to assess convexity.

Proposition 3.6. Consider a CPWL function f :
Rd → R, and any compatible partition (Rk)

K
k=1.

Denote F :=
⋃

k∼ℓ Fk,ℓ the set of all frontier
points. The following are equivalent:

(i) The function f is convex on Rd.

(ii) For all frontier points x ∈ F and v ∈ Rd,
there is ϵ > 0 s.t. f|[x−ϵv,x+ϵv] is convex.

(iii) For all neighboring regions Rk ∼ Rℓ, there
are x ∈ Fk,ℓ, v ∈ Rd \span(Rk∩Rℓ−x) and
ϵ > 0 such that f|[x−ϵv,x+ϵv] is convex.

(iv) (Minimal characterization) For all neigh-
boring regions Rk ∼ Rℓ, there are xk ∈
int(Rk), xℓ ∈ int(Rℓ) such that2 [xk, xℓ] ∩
Fk,ℓ ̸= ∅ and

⟨∇f(xk)−∇f(xℓ), xk − xℓ⟩ ≥ 0 . (4)

(v) (Local characterization) For all frontier
points x ∈ F there exists a neighborhood N
of x such that for every x1, x2 ∈ N \ F , f
is differentiable at x1 and x2 and

⟨∇f(x1)−∇f(x2), x1 − x2⟩ ≥ 0 . (5)

The proof in Appendix C uses tools from
convex analysis reminded in Appendix B.

4 The one-hidden-layer case

In this section, we use Proposition 3.6 to show
that, for one hidden-layer networks, any convex
neural network is an ICNN. For this we first intro-
duce a few additional notations and definitions
for ReLU networks that are valid beyond the one-
hidden-layer case and will be re-used throughout
the paper.

4.1 Preliminaries

Checking the convexity of a CPWL function using
Proposition 3.6 involves checking certain proper-
ties near frontiers between regions. In the case
of ReLU networks, such frontiers are related to
changes in neuron activations.

We thus start by introducing some notations
regarding the activations of neurons of a neural
network. Let fθ ∈ SkipMLPd(n). It is a CPWL
function [23], as the composition and addition of
affine and continuous piecewise linear functions.
Given an input x ∈ Rd, ifN is a neighborhood of x
where all pre-activations zν of all hidden neurons
ν ∈ H have constant sign, then fθ is affine on N .
This observation leads us to define the (binary)

2[x, y] denotes a line segment, see (B2) in Appendix B.
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activation of a hidden neuron ν ∈ H:

aν(x, θ) := 1zν(x,θ)>0 ∈ {0, 1}. (6)

We define similarly the layer-wise activation pat-
tern aℓ := (aν)ν∈Nℓ

∈ {0, 1}Nℓ for the ℓ−th
hidden layer of ReLU neurons (1 ≤ ℓ ≤ L − 1).
Note that the function aν(·, θ) is piecewise con-
stant. To verify convexity of fθ, we want to look
at input points where the slope of fθ changes, i.e.
points around which the activation function of at
least one neuron is not constant. To study neces-
sary conditions for convexity, we will even focus
on points where only the activation of one specific
neuron changes.

Definition 4.1 (Isolated neuron). Given a
parameter θ, for each hidden neuron ν ∈ H :=
∪L−1
ℓ=1 Nℓ, we define3 Xν as the set of input points

for which in every small enough neighborhood4 ,
only the activation of neuron ν switches

Xν :=

{
x ∈ Rd : ∃ϵ0 > 0 : ∀ 0 < ϵ ≤ ϵ0,{

aµ(·, θ) constant on B(x, ϵ) ∀µ ̸= ν

aν(·, θ) not constant on B(x, ϵ)

}
.

A hidden neuron ν is said to be isolated if Xν ̸= ∅.

4.2 ICNNs are all you need

Consider a one-hidden-layer standard MLP (thus
without input skip-connection) and denote fθ the
CPWL function it implements, which thus reads:

fθ : x ∈ Rd 7→ w⊤
2 ReLU(W1x+ b1) + b2 ∈ R (7)

with w2, b1 ∈ RN1 and W1 ∈ RN1×N0 .
We prove non-negativity of the last layer w2

associated to isolated neurons when fθ is convex.

Lemma 4.2 (Non-negativity of the last layer).
Assume that fθ expressed as (7) is convex. Then,
for any isolated hidden neuron of the (only) hid-
den layer ν ∈ N1, the corresponding weight in the
last layer must be non-negative: w2[ν] ≥ 0.

3this set depends on θ, but for the sake of brevity we omit
it in the notation, as θ should always be clear from context

4B(x, ϵ) denotes the open ball (e.g. with respect to the
Euclidean metric) of radius ϵ > 0 centered at x

Proof. Consider an isolated neuron ν ∈ N1, x ∈
Xν ̸= ∅, and a neighborhood B(x, ϵ) where only
the activation of ν changes, as given by Defi-
nition 4.1. Using that ReLU(t) = 1t>0t it is
standard to rewrite fθ as

fθ : x 7→ w⊤
2 diag(a1(x, θ))(W1x+ b1) + b2 . (8)

The neuron ν being isolated, the layerwise activa-
tion pattern a1(·, θ) ∈ {0, 1}N1 takes two different
values on B(x, ϵ), denoted a+ and a− with a+µ =
a−µ for all hidden neurons µ ∈ N1 \ {ν} (because
aµ(·, θ) is constant on B(x, ϵ)). Wlog, we assume
a+ν = 1 and a−ν = 0. By construction, there
exists x+, x− ∈ B(x, ϵ) such that a1(x

+, θ) = a+,
a1(x

−, θ) = a+ and that fθ is differentiable at
both points. Denoting u+ = ∇fθ(x

+), u− =
∇fθ(x

−), we have:

(u+ − u−)⊤ = w⊤
2

(
diag(a+)− diag(a−)

)
W1

= w2[ν]W1[ν, :] .

Since a+ν = 1, the pre-activation of ν at x+ is
positive: zν(x

+, θ) > 0. Similarly, because a−ν = 0
we have zν(x

−, θ) ≤ 0. This rewrites

(W1x
+ + b1)[ν] > 0 , (W1x

− + b1)[ν] ≤ 0 ,

from which we get

W1[ν, :](x
+ − x−) > 0 . (9)

Combining with the above expression of u+ − u−,
we obtain

⟨u+ − u−, x+ − x−⟩ = w2[ν]W1[ν, :](x
+ − x−)︸ ︷︷ ︸

>0

.

Since fθ is convex, by monotonicity of the gradient
(cf Equation (3)) it holds ⟨u+ − u−, x+ − x−⟩ ≥ 0
from which we get w2[ν] ≥ 0. □

Remark 4.3. Even though we focus in this section
on the one-hidden-layer case, Lemma 4.2 extends
to any standard MLP with L layers with essen-
tially the same proof. In Proposition 6.3 we state
the most general result which applies to ReLU
networks of any depth, in their general DAG
(Directed Acyclic Graph) form.

We have just shown that if fθ is convex, any
weight w2[ν] corresponding to an isolated hidden
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neuron ν (i.e. a neuron which can be activated
independently of the other neurons) must be non-
negative. Before trivially extending the result to
one-hidden-layer ReLU networks with input skip
connections, we characterize one-hidden-layer net-
works where all hidden neurons ν ∈ N1 are
isolated.

Assumption 4.4. For all neurons ν of the first
hidden layer N1, we have W1[ν, :] ̸= 0. For all pair-
wise distinct neurons ν1 ̸= ν2 of this layer, the cor-
responding augmented rows (W1[ν1, :] | b1[ν1]) ∈
RN1+1 and (W1[ν2, :] | b1[ν2]) ∈ RN1+1 are not
co-linear.

Lemma 4.5. Consider a one-hidden-layer ReLU
network, possibly with weighted input skip connec-
tions. Assumption 4.4 holds if and only if every
neuron ν ∈ N1 is isolated.

Proof. We prove the forward implication (the
other implication is left to the reader). Denote
Hν := {x : W1[ν, :]x+ b1[ν] = 0} the 0-level set of
zν(·, θ) for ν ∈ N1. By Assumption 4.4:

• For every neuron ν ∈ N1, zν(·, θ) cannot be of
constant sign on Rd, as otherwise we would have
W1[ν, :] = 0. So, aν(·, θ) is not constant on Rd.

• Given two distinct neurons ν1 ̸= ν2 in the first
layer N1, the corresponding level sets Hν1

, Hν2

are hyperplanes, and are distinct.

Fix ν ∈ N1. Since all considered hyperplanes are
pairwise distinct, there exists x ∈ Hν such that
for every µ ̸= ν, we have x ̸∈ Hµ. Since x ∈ Hν

we have zν(x, θ) = 0 while since x /∈ Hµ we have
zµ(x, θ) ̸= 0 for every µ ̸= ν. As all functions
zµ(·, θ) are continuous, it follows that there exists
an open ball B(x, ϵ) on which sign(zµ(·, θ)) ̸= 0 is
constant for every µ ̸= ν. This implies that aµ(·, θ)
is constant on B(x, ϵ) for every µ ̸= ν and estab-
lishes x ∈ Xν , thus proving that Xν ̸= ∅, i.e. by
definition ν is isolated. Since this holds for every
ν ∈ N1 this proves the forward implication. □

We are now equipped to characterize the con-
vexity of fθ of the form (7) when all neurons are
isolated.

Proposition 4.6. Under Assumption 4.4, fθ of
the form (7) is convex if and only if its last layer
is non-negative: ∀ν ∈ N1, w2[ν] ≥ 0.

Remark 4.7. Assumption 4.4 cannot be simply
omitted: for example, consider the 1D example
fθ : R → R and take W1 = (1,−1)⊤, b1 = (0, 0)⊤

(2 hidden neurons), and w2 = (1,−1)⊤, then
fθ(x) = x, which is convex although w2 has a
negative entry.

Proof of Proposition 4.6 Assume fθ convex. By
Assumption 4.4 and Lemma 4.5, every neuron
ν ∈ N1 is isolated. By Lemma 4.2 it follows
that w2[ν] ≥ 0 for every ν ∈ N1. Conversely, if
w2[ν] ≥ 0 for every ν ∈ N1 then the network is an
ICNN, hence fθ is convex. □

The extension to one-hidden-layer ReLU net-
works with input skip connections is an immediate
corollary, and the main result of this section.

Corollary 4.8 (Convex one-hidden-layer
ReLU networks are ICNNs). Under
Assumption 4.4, the only convex one hidden-
layer ReLU networks with weighted input skip
connections are Input Convex Neural Networks,
i.e. networks which write as

fθ : x ∈ Rd 7→ w⊤
2 ReLU(W1x+ b1)+ b2 + v⊤2 x ,

with w2 ≥ 0.

Proof. By Proposition 4.6, under Assumption 4.4,
x ∈ Rd 7→ w⊤

2 ReLU(W1x + b1) + b2 is convex if
and only if w2 ≥ 0. Adding or removing the lin-
ear term x 7→ v⊤2 x (corresponding to a weighted
input skip connection) does not change the con-
vexity of the considered function, so x ∈ Rd 7→
w⊤

2 ReLU(W1x + b1) + b2 + v⊤2 x is convex if and
only if w2 ≥ 0. The condition w2 ≥ 0 is precisely
the ICNN requirement. □

Assumption 4.4 is not restrictive, as networks
which do not satisfy it can be rewritten as net-
works of the same depth and fewer neurons that
do satisfy it, leading to the following proposition.
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Proposition 4.9. Denote CvxCPwLd the class
of convex CPWL functions from Rd to R. Then,
it holds for any one-hidden-layer architecture
n = (n) with n ∈ N∗ and any dimension d ∈ N∗:

SkipMLPd(n) ∩ CvxCPwLd = ICNNd(n), (10)

i.e. a convex function implemented by a one-
hidden-layer ReLU network with weighted input
skip connections can always be also implemented
by a one-hidden-layer ICNN with the same
width.

Proof. Consider a one-hidden-layer architecture
n = (n) for some width n ∈ N∗ and let d ∈ N∗

be the input dimension. The inclusion ICNNd(n) ⊂
SkipMLPd(n)∩CvxCPwLd is trivial. Consider a con-
vex CPWL function f implemented by a network
SkipMLPd(n). If Assumption 4.4 is satisfied, then
by Corollary 4.8, f belongs to ICNNd(n). Other-
wise, we show that f can be implemented by some
one-hidden-layer Skip-MLP with width n′ ≤ n
which satisfies Assumption 4.4:

• if W1[ν, :] = 0 for some ν ∈ N1, this neuron can
be removed from the network architecture, with
no impact on the implemented function f , up
to adjusting the bias of the last layer.

• if two neurons have co-linear augmented rows
(or equivalently have the same hyperplanes
Hν1

= Hν2
), they can be merged (see the dis-

cussion on twin neurons in Stock and Gribonval
[30]). □

To summarize, once we exclude trivial degen-
eracies of network parameterizations correspond-
ing to Assumption 4.4, the only convex one-
hidden-layer ReLU networks (with or without
input skip connection) are Input Convex Neu-
ral Networks. Does this extend to deeper ReLU
networks? Clearly not: Proposition 2.1 yields a
non-ICNN two-hidden-layer ReLU network that
does implement a convex CPWL function. More-
over this function cannot be implemented with
any ICNN with the same depth and width. Next
we investigate extensions and adaptation beyond
the one-hidden-layer case of the necessary non-
negativity condition of Lemma 4.2.

5 The two-hidden-layer case

Before proving our most general result in Section 6
for any DAG ReLU network, we study a sim-
ple two-hidden-layer standard MLP. It implements
the CPWL function

fθ : x 7→ w⊤
3 ReLU(W2 ReLU(W1x+b1)+b2)+b3.

(11)
The obtained necessary conditions involve, as in
the one-hidden-layer case, non-negativity of the
last layer, but also of certain products of weights.

Regarding necessary convexity conditions on
the weights of the last layer, it is not difficult
to adapt the proof of Lemma 4.2 (by replacing
ν ∈ N1 with ν ∈ N2, and identifying proper
slope vectors u+, u−) to show that if fθ convex,
then all weights of the last layer associated to
isolated hidden neurons ν ∈ N2 are again non-
negative: w3[ν] ≥ 0. This necessary condition will
be proved formally in the general case of DAG
ReLU networks in the next section (Corollary 6.5).

Concerning other weights, we establish an
additional necessary condition associated to iso-
lated neurons of the first hidden layer, ν ∈ N1,
and illustrate on the example of Proposition 2.1,
as a sanity check, that this condition indeed holds.

5.1 Additional necessary condition

The additional condition involves the reachable
activation patterns of the second hidden-layer, i.e.
the image of Xν via a2(·, θ), cf. the notations of
Section 4.1.

Lemma 5.1. Consider a convex two-hidden-
layer ReLU network fθ : Rd → R of the form (11).
For each isolated neuron of the first hidden layer
ν ∈ N1, it holds

min
a∈a2(Xν)

⟨a, (w3 ⊙W2[:, ν])⟩ ≥ 0 , (12)

where ⊙ is the entry-wise (Hadamard) product,
and a2(Xν) = {a2(x, θ) : x ∈ Xν}.

The proof follows the same approach as the
one for non-negativity of the last layer in the one-
hidden-layer case (Lemma 4.2). More precisely, for
each isolated ν ∈ N1, it compares the two possible
slopes of fθ at points within a neighborhood of
a point where the activation of ν is non constant
while other neurons have constant activations.
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Proof of Lemma 5.1. Since ν ∈ N1 is isolated, we
can pick x ∈ Xν ̸= ∅ together with a ball B(x, ϵ)
given by Definition 4.1. The activation pattern of
the first layer a1(·, θ) ∈ {0, 1}N1 takes two dis-
tinct values on B(x, ϵ), denoted a+ and a−, with
(a+)ν = 1 and (a−)ν = 0. The patterns a+ and
a− are identical elsewhere. Regarding a2(·, θ) ∈
{0, 1}N2 , it takes a constant value a2 on B(x, ϵ) by
the very definition of this ball for the considered
isolated neuron ν. By definition of a+,a−, there
are x+, x− ∈ B(x, ϵ) such that a(x+, θ) = a+ and
a(x−, θ) = a− and f is differentiable at x+ and
x−. Denoting u+ = ∇fθ(x

+) and u− = ∇fθ(x
−)

we have

(u+ − u−)⊤ = w⊤
3 diag(a2)W2 diag(a

+ − a−)W1

= (w⊤
3 diag(a2)W2)[ν]W1[ν, :] .

Since (a+)ν = 1 (resp. (a−)ν = 0), we have
zν(x

+, θ) > 0 (resp. zν(x
−, θ) ≤ 0), i.e.

(W1x
+ + b1)[ν] > 0 , (W1x

− + b1)[ν] ≤ 0 ,

from which we get W1[ν, :](x
+ − x−) > 0 and

⟨u+ − u−, x+ − x−⟩ =(
w⊤

3 diag(a2)W2

)
[ν]W1[ν, :](x

+ − x−)︸ ︷︷ ︸
>0

.

Since fθ is convex, by monotonicity of its gradient
(cf Equation (3)) it holds ⟨u+−u−, x+−x−⟩ ≥ 0,
from which we get (w⊤

3 diag(a2)W2)[ν] ≥ 0, i.e.

(a2)
⊤(w3 ⊙W2[:, ν]) ≥ 0 . (13)

Since (13) must hold for every x ∈ Xν , i.e. for any
a ∈ a2(Xν), we recover Equation (12). □

5.2 Comparison to ICNN condition

We have already seen in Proposition 2.1 a convex
CPWL implemented by a non-ICNN two-hidden-
layer ReLU network. As a sanity check, and a
hands-on exercise to manipulate (12), let us verify
that this network does satisfy the non-negativity
condition of Lemma 5.1.

Example 5.2. Recall the parametrization of fEX,
which is a convex CPWL function:

w3 =

(
1
1

)
, W2 =

(
−1 1
2 1

)
, W1 = Id2,

b3 = 0, b2 =

(
−1
−0.5

)
, b1 = 02.

First, all neurons are isolated, see Section F.2 for a
proof. Second, w3 ≥ 0 satisfies the non-negativity
constraint on the last layer. We denote µ1 and
µ2 the two neurons of the first layer N1 with
their respective pre-activations given by zµ1(x) =
ReLU(x1) and zµ2(x) = ReLU(x2) where x =
(x1, x2)

⊤. Checking (12) for ν = µ2 is trivial since
w3 ⊙W2[:, µ2] = (1 1)⊤ is non-negative as well as
any activation a ∈ {0, 1}N2 . Since w3⊙W2[:, µ1] =
(−1 2)⊤, (12) holds for ν = µ1 if, and only if,

min
a∈a2(Xµ1

)
−a[1] + 2a[2] ≥ 0 . (14)

As a2(Xµ1
) = {(0, 0), (0, 1), (1, 1)} (see proof

in Section F.2), condition (14) indeed holds.
It is natural to wonder whether the necessary

convexity condition of Lemma 5.1 for two-hidden-
layer standard MLPs extends to two-hidden-layer
SkipMLPs, and whether it is also sufficient. Such
questions are directly investigated using the more
general path-lifting framework with DAG ReLU
networks in the next section.

6 DAG ReLU networks

The two-hidden-layer case has highlighted the
appearance of products of layer weights and their
inner product with activation patterns in the
exposed necessary conditions for convexity. Such
structures also appear naturally in the so-called
path-lifting framework introduced by Gonon et al.
[31] which encompasses very general deep ReLU
architectures including skip connections, max-
pooling, or convolutional layers. After recalling
the needed definitions, we show that they enable
a general characterization of necessary convexity
conditions in this framework.

For clarity we restrict the exposition in the
main text to DAG ReLU networks without max-
pooling. We discuss in Appendix E adaptations
of the definitions (of path activations, and of iso-
lated neurons) that yield the full extension to the
general framework of Gonon et al. [31].

6.1 The DAG ReLU model

Consider a ReLU network with parameters θ
which can be described as a Directed Acyclic
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Graph (DAG): each vertex represents a neuron
with weight θν (the bias), each oriented edge con-
nects neurons ν and µ with a parameter θν→µ.
The DAG, denoted G, can be described by the
tuple (N,E) made of respectively neurons ν ∈ N
(i.e. vertices of the graph) and directed edges
(µ, ν) ∈ E ⊆ N ×N .

To each neuron ν ∈ N we associate, with a
slight abuse of notation, a function ν : Rd → R
called its post-activation. For input ν ∈ Nin we
have ν(x) := xν (there is no nonlinearity); the pre-
activation of hidden neurons and output neurons
ν ∈ N \Nin is recursively given by an affine com-
bination of the post-activation of its antecedents
in the DAG, zν(x) =

∑
µ:(µ,ν)∈E θµ→νµ(x) + θν .

The post-activation of hidden neurons is given
by applying the ReLU to the corresponding pre-
activation ν(x) = ReLU(zν(x)). For output neu-
rons ν ∈ Nout, we usually have ν(x) = zν(x)
(as for input neuron, there is no nonlinearity).
The formalism below however also covers the case
where a ReLU is applied at the output.

We are now ready to define the path-lifting Φ
and path-activations A.

Definition 6.1 (Path-lifting and path activa-
tions, [31]). Consider a ReLU network described
by a DAG G and parametrized by θ, with all
hidden neurons equipped by a ReLU activation.

• Paths A path p is a sequence of neurons
(p0, . . . , pm) (of arbitrary path length m ≥ 0)
connected in the graph G. We denote it as
p = p0 → · · · → pm. The set P denotes the col-
lection of all paths ending at the output neuron5

of G (note that it includes paths which start at
hidden or output neurons).

• Path-lifting For each path p we define ϕp(θ)
as a product of parameters, depending on the
nature of the first neuron p0 ∈ p:

ϕp(θ) =


∏m

i=1 θ
pi−1→pi if p0 ∈ Nin

bp0

∏m
i=1 θ

pi−1→pi if p0 ∈ H

bp0 if p0 ∈ Nout

(15)
The path-lifting is Φ(θ) := (ϕp(θ))p∈P ∈ RP .

5Given our interest in scalar-valued function, we consider
only one output neuron for simplicity, but all the definitions
generalize easily (see [31]) to several output neurons.

• Path-activations The activation of a path p is

ap(x, θ) =

m∏
i=0

api(x, θ) ∈ {0, 1} (16)

where by convention aν(x, θ) ≡ 1 for every
linear neuron ν (all input neurons, and usu-
ally also the output neuron) In other words,
the activation of the path is 1 if all hid-
den neurons on it are active, and 0 otherwise.
We define a path-activation vector a(x, θ) :=
(ap(x, θ))p∈P ∈ {0, 1}P and the path-activations
matrix A(x, θ) ∈ RP×(Nin+1) as the matrix with
entries

Ap,ν(x, θ) =

{
ap(x, θ)1p0=ν if ν ∈ Nin,

ap(x, θ)1p0 /∈Nin
if ν /∈ Nin.

(17)
In the path-activations matrix, the columns
indexed by Nin collect the activation of paths in
P that start from input neurons, while the last
column gathers the activations starting from
hidden neurons (equipped with biases). Just as
the neuron-wise functions aν(·, θ), the matrix-
valued function A(·, θ) is piecewise constant.

Regarding our work, the main interest of these
objects is that they enable to write the network
output as a scalar product between Φ(θ) and
A(x, θ) [31, Lemma A.1]:

fθ(x) =

〈
Φ(θ), A(x, θ)

(
x
1

)〉
. (18)

From this, the piecewise affine nature of fθ is
clear: at each point x around which the activation
patterns are locally constant, the network output
is an affine function whose slope depends on the
path-lifting Φ(θ) and path activation A(x, θ).

6.2 Path-lifting factorization

It will also be convenient to manipulate variants
of the path-lifting and the path-activation matrix
associated to certain sub-graphs of G (and to the
associated subset of parameters).

Subgraphs and their paths. Given a hid-
den neuron ν, as illustrated on Figure 2, we denote
G→ν the largest (DAG) sub-graph of G with the
same input neurons Nin and with ν as the sin-
gle output neuron. Likewise, Gν→ is the largest

10



Fig. 2: DAG G and extracted subgraphs G→ν and
Gν→.

(DAG) sub-graph with ν as its single input neuron
and the same output neuron as G.

Path-lifting and activations on G→ν . The
pre-activation zν(x, θ) is implemented by the
restriction of the initial DAG ReLU network to
G→ν . Instantiating the above notions yields P→ν ,
the set of all paths of G→ν ending at (the only)
output neuron ν (by convention we equip it with a
linear activation instead of its original ReLU), and
with a slight abuse of notation (these functions
depend on a subset of entries of θ): the path-lifting
Φ→ν(θ); the path-activation vector a→ν(x, θ); and
the path-activation matrix A→ν(x, θ). By (18) we
have

zν(x, θ) =

〈
Φ→ν(θ), A→ν(x, θ)

(
x
1

)〉
. (19)

Modified definitions on Gν→. By analogy
with the above notions, and for later notational
convenience, we denote Pν→ the set of all paths on
Gν→ that start at ν and end at the output neuron.
The definition of the path-lifting Φν→ is:

Φν→(θ) :=

(
m∏
i=1

θpi−1→pi

)
p∈Pν→

∈ RPν→
. (20)

In contrast with the definitions of Φ and Φ→ν , ν
plays here a role analog to that of an input neuron
in Gν→, and we do not include its bias θν in the
path-lifting. The activation of r = r0 → . . . →
rm ∈ Pν→ is defined with a variant of (16)

aν→r (x, θ) :=

m∏
i=1

ari(x, θ) , (21)

(contrary to a and a→ν , the input neuron r0 = ν
is not part of the product) and we define, similarly
to above, the path-activation vector

aν→(x, θ) := (aν→r (x, θ))r∈Pν→ ∈ {0, 1}P
ν→

,
(22)

We insist that the definition of Pν→ and def-
initions (20)-(21) introduced on Gν→ differ from
the standard path-lifting not only because they are
restricted to paths that start at ν, but also because
the function aν→(x, θ) depends on x ∈ Rd which is
the input vector feeding the initial network defined
on G but not the scalar entry zν feeding the input
neuron ν of Gν→.

When x and θ are clear from context, we omit
them for brevity. We will exploit the following
useful lemma.

Lemma 6.2. With the above notations, consider
an arbitrary hidden neuron ν and any parameter
θ. The restriction of Φ = Φ(θ) ∈ RP (resp. of
a = a(x, θ) ∈ {0, 1}P) to paths starting from an
input neuron and “containing” ν (i.e. such that
pi = ν for some i; this is denoted p ∋ ν) satisfies

Φ[
p:

p∋ν
p0∈Nin

] = Φ→ν
[q:q0∈Nin]

⊗ Φν→ , (23)

a[
p:

p∋ν
p0∈Nin

] = aν ·
(
a→ν
[q:q0∈Nin]

⊗ aν→
)
. (24)

Finally,

A[
p:

p∋ν
p0∈Nin

,Nin

] = aν ·
(
A→ν

[q:q0∈Nin,Nin]
⊗ aν→

)
.

(25)

The proof in Appendix D uses that {p ∈ P :
p ∋ ν, p0 ∈ Nin} is in bijection with {q ∈ P→ν :
q0 ∈ Nin}×Pν→. While we choose to focus in this
paper on scalar function with a single output neu-
ron as we study convexity, Lemma 6.2 still holds
for networks with several output neurons.

6.3 Necessary convexity condition

Thanks to the path-lifting and activation for-
malism, we can express a necessary convexity
condition for generic DAG networks.
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Proposition 6.3 (Necessary condition for
convex DAG ReLU networks). Consider
a ReLU network described by a DAG and
parametrized by θ, which implements a convex
CPWL function fθ : Rd → R. For every isolated
hidden neuron ν ∈ H, it holds

min
x∈Xν

⟨aν→(x, θ),Φν→(θ)⟩ ≥ 0 . (26)

Remark 6.4. To simplify the exposition we only
introduced in the main text the path-lifting
and path-activations for DAG ReLU networks
in the special case where all hidden neurons are
equipped with the ReLU activation. As discussed
in Appendix E, these definitions can be extended
to also cover max-pooling neurons, again by lever-
aging the framework of Gonon et al. [31]. With a
proper adaptation of the notion of isolated neuron
and of the corresponding set Xν (Definition E.3),
Proposition 6.3 remains valid.

Introducing the finite set of possible activa-
tions of the paths Pν→ from ν to the output
neuron,

aν→(Xν) := {aν→(x, θ) : x ∈ Xν} ⊆ {0, 1}P
ν→

,

we get an equivalent expression of (26) which
emphasizes its analogy with the special case
of (12):

min
a∈aν→(Xν)

⟨a,Φν→(θ)⟩ ,

where for two-hidden-layer feedforward networks,
Φν→(θ) is exactly (w3 ⊙W2[:, ν]).

Before proceeding to the proof of Proposi-
tion 6.3, let us highlight a particular conse-
quence: a generalization of Lemma 4.2 on the
non-negativity of the last layer. The equivalent of
the last layer in a DAG G = (N,E) is the set of
hidden neurons ν ∈ H that are antecedents of the
output neurons. Here, since we focus on convex
functions, there is a single output neuron (Nout =
{µout}) and ant(µout) := {ν ∈ N : (ν, µout) ∈ E}.

Corollary 6.5 (Necessary condition:
non-negativity of the “last layer”). Iso-
lated hidden neurons in the “last layer”, i.e.
ν ∈ H ∩ ant(µout) such that Xν ̸= ∅, must have
non-negative outgoing weight θν→µout ≥ 0.

Remark 6.6. The reader may notice that the
above is only expressed for neurons in ant(µout)
that are hidden neurons: in the presence of input
skip connections, there can also be input neu-
rons in ant(µout), but there is no non-negativity
constraint on the corresponding weight.

Proof. When ν is in the “last layer” Gν→ is
reduced to a simple graph with two nodes: ν, µout

connected via a single edge ν → µout with weight
θν→µout . The only path p ∈ Pν→ starting from ν
is p = ν → µout, hence Φ

ν→(θ) = ϕp(θ) = θν→µout

and aν→(x, θ) = ap(x, θ) = 1. □

Remark 6.7. Informally, the non-negativity con-
straint (26) reads as follows. For every isolated
hidden neuron ν of the network, one has to check
sign of scalar products between

– the path-lifting for paths which begin at ν and
end at the output neuron, and

– the activations of these paths at input points
x ∈ RNin at which aν is the only activation
which switches, i.e. input points x such that
zν(x, θ) = 0 and zµ(x, θ) ̸= 0 for µ ̸= ν.

The proof of Proposition 6.3 relies on the
following lemma.

Lemma 6.8 (Local convexity criterion for ReLU
networks). Consider a ReLU network described by
a DAG and parametrized by θ which implements
a CPWL function fθ : Rd → R. Consider an iso-
lated neuron ν ∈ H and x ∈ Xν ̸= ∅. There exists
ϵ > 0 such that

1. there are x+, x− ∈ B(x, ϵ) such that fθ is
differentiable at x+, x− and aν(x

+, θ) = 1,
aν(x

−, θ) = 0;
2. for any such pair x+, x− it holds

⟨∇fθ(x
+)−∇fθ(x

−), x+ − x−⟩ ≥ 0

⇐⇒ ⟨aν→,Φν→(θ)⟩ ≥ 0 . (27)

The proof of this lemma in Appendix E should
sound familiar as it is reminiscent of the proof
of Lemmas 4.2 and 5.1. Let us highlight that
Appendix E actually proves an extension of the
lemma that covers the case of DAG ReLU net-
works that may include max-pooling neurons.

12



Proof of Proposition 6.3 By convexity of fθ, it
holds for any points x+, x− where fθ is differ-
entiable that ⟨u+ − u−, x+ − x−⟩ ≥ 0 where
u+ = ∇fθ(x

+), u− = ∇fθ(x
−) denote the slopes

of fθ at x+, x−. Combined with Lemma 6.8 this
implies that for every isolated neuron we have
⟨aν→,Φν→(θ)⟩ ≥ 0. As this non-negativity condi-
tion must hold for every x ∈ Xν , we end up with
the claimed result. □

7 Convex ReLU Networks:
sufficient conditions

As in the case of simple feedforward ReLU archi-
tectures with few layers, it is natural to won-
der whether the necessary convexity condition of
Proposition 6.3 is in some sense also sufficient
under mild “non-degeneracy” conditions. This is
the object of this section.

7.1 Non-degeneracy assumption

Consider a CPWL function fθ : Rd → R imple-
mented by a DAG network, parametrized by θ
and fix (Rk)

K
k=1 any compatible partition. Recall

Proposition 3.6(v) on convexity of CPWL func-
tions: it gives sufficient conditions that need to be
checked along the set F :=

⋃
k∼ℓ Fk,ℓ of all fron-

tiers of the CPWL function – where the slope of
the CPWL function may change. To study con-
vexity, it is in fact sufficient to restrict ourselves
to frontiers where the slope of the function fθ
actually changes, so we introduce

Fno-diff := {x ∈ F : fθ is not affine on B(x, ϵ),

∀ϵ > 0} (28)

On the other hand, the necessary conditions
of Proposition 6.3 involve the set

⋃
ν∈H Xν , the

set of input points where exactly one hidden neu-
ron switches. Note that if the slope of fθ changes
at input point x, then at least one neuron must
switch at x. The connection we need to easily
establish sufficient conditions is to assume that
for any input point on a frontier where the slope
changes, one and only one neuron “switches”.

Assumption 7.1. Consider a ReLU network
described by a DAG with parameters θ which
implements a CPWL function fθ : Rd → R

and consider a compatible polyhedral partition
(Rk)

K
k=1 associated with this CPWL function. The

assumption states

Xν ̸= ∅ ∀ν ∈ H (29)

and
Fno-diff ⊂

⋃
ν∈H

Xν . (30)

Remark 7.2. In words, the assumption requires
that every hidden neuron in the network is iso-
lated, and that every change of slope of fθ at
points belonging to a d − 1 dimensional face
between regions corresponds to a change of acti-
vation of a single neuron.

For one-hidden-layer networks Assumption 7.1
simply coincides with Assumption 4.4.

Lemma 7.3. For a one-hidden-layer ReLU net-
work architecture, Assumptions 4.4 and 7.1 are
equivalent.

Proof. Consider a function f : Rd → R in
SkipMLPd(n) with n = (n) for some n ∈ N∗. In
this case, the set of hidden neurons is H = N1.
By Lemma 4.5, Assumption 4.4 is equivalent to
the fact that each neuron ν ∈ N1 is isolated,
which by Definition 4.1 is equivalent to (29).
Thus, Assumption 7.1 implies Assumption 4.4.
Conversely, assume that Assumption 4.4 holds. To
recover Assumption 7.1, it suffices to show (30).
First, define the 0-level sets of each neuron ν ∈ N1

as Hν := {x ∈ Rd : zν(x) = W1[ν, :]x+b1[ν] = 0}.
By the non-degeneracy assumption (W1[ν, :] ̸= 0
for each ν ∈ N1) of Assumption 4.4, these sets Hν

are affine hyperplanes, and by the non-colinearity
assumption of Assumption 4.4, they cannot coin-
cide nor be parallel. Considering x ∈ Fno-diff we
wish to prove that x ∈ ∪ν∈HXν . By contradic-
tion, assume that x ̸∈ ∪ν∈HXν . Because of the
non-differentiability of f at x, there exists ν ∈ N1

such that x ∈ Hν . Because x ̸∈ Xν , another neu-
ron switches: there exists µ ̸= ν ∈ N1 such that
zµ(x) = 0. Hence x ∈ Hν ∩ Hµ, so x belongs at
least to four different regions which contradicts
x ∈ F . □
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7.2 Characterization of convex
ReLU DAG networks

Theorem 7.4 (NSC for convex ReLU networks).
Consider a ReLU network described by a DAG
and parametrized by θ which implements a CPWL
function fθ : Rd → R.

Under Assumption 7.1, the function fθ is con-
vex if and only if for every hidden neuron ν of the
network, it holds

min
x∈Xν

⟨aν→(x, θ),Φν→(θ)⟩ ≥ 0. (31)

This holds even with max-pooling neurons, with
Xν , a

ν→, Φν→ as defined in Appendix E.

Proof. Necessity. Assume fθ convex. By
Assumption 7.1, every hidden neuron ν is isolated
(as Xν ̸= ∅). We conclude with Proposition 6.3.
Sufficiency. Assume that (31) holds for every
hidden neuron (notice that, by Assumption 7.1,
Xν ̸= ∅). We will exploit the characterization
of Proposition 3.6 (v). For this, consider an
arbitrary x ∈ F . If fθ is affine for every small
enough ball centered at x then we directly get
the expected inequality (5). Otherwise we must
have x ∈ Fno-diff. By Assumption 7.1, there
exists a hidden neuron ν such that x ∈ Xν .
By (31) we have ⟨aν→(x, θ),Φν→(θ)⟩ ≥ 0. By
Lemma 6.8, there exists ϵ > 0 such that for all
x+, x− ∈ B(x, ϵ) \ Fno-diff, fθ is differentiable,
and with u+ = ∇fθ(x

+), u− = ∇fθ(x
−) we have

⟨u+ − u−, x+ − x−⟩ ≥ 0. This yields again (5),
which therefore holds for any x ∈ F . We conclude
using Proposition 3.6 (v). □

7.3 Genericity of Assumption 7.1

In this section, we comment on why Assump-
tion 7.1 is not too restrictive.

Back to the one-hidden-layer case, Lemma 7.3
shows that Assumptions 4.4 and 7.1 are equiva-
lent. As already discussed in Section 4, Assump-
tion 4.4 is not restrictive in the sense that every
function implemented by a network that does not
satisfy it can also be implemented by a network
of the same depth and with fewer neurons which
does satisfy it (resulting in Proposition 4.9).

Still in the one-hidden-layer case, a stronger
assumption, which implies Assumption 4.4 and
yet is generic, is to assume that for each ν ∈ N1

the 0-level set of zν is a hyperplane, and that the
resulting collection of hyperplanes is in general
position6. This is more restrictive than Assump-
tion 4.4: in R2, it prevents 3 hyperplanes to
intersect at the same point. In particular, it does
not allow null biases.

When looking at deeper standard MLPs7

ReLU networks, there exists an extension of this
general position property that applies to so-called
bent hyperplanes, i.e. to the 0-level set of pre-
activation of any hidden neuron ν ∈ H.

Grigsby and Lindsey [26] introduce the
transversality property, corresponding to every 0-
level set of the pre-activation of any neuron ν ∈ N
either having dimension d − 1 or being empty.
Masden [27] then introduced the supertransversal-
ity property ensuring that intersection of k bent
hyperplanes has dimension d − k. These proper-
ties are shown to hold on almost every standard
ReLU MLPs. Because of the possibility of having
hidden neurons whose activation never changes,
these assumptions do no exactly match Assump-
tion 7.1. Yet, since such neurons do not introduce
new regions, we believe that the characterization
of Theorem 7.4 would still hold under a slight
modification of Assumption 7.1 that would be a
direct consequence of transversality and super-
transversality. Such a variant of Assumption 7.1
would hence be likely to hold for almost every
ReLU network.

7.4 Back to the 2D example

We can leverage the sufficient conditions given
by Theorem 7.4 to prove convexity of the 2D
function fEX of Proposition 2.1. We have already
mentioned (see proof in Appendix F) that all its
hidden neurons are isolated and that at each fron-
tier point where fEX is non-differentiable, there is
a single neuron whose activation changes. Hence,
Assumption 7.1 holds. To prove convexity of fEX,

6Let ν1, . . . , νm ∈ N1 and H := {Hν1
, . . . , Hνm} where

Hνi
:= {x ∈ Rd : W1[νi, :]x + b1[νi] = 0}. If W1[νi, :] is a

non-zero vector for all neurons νi, then H is a finite (affine)
hyperplane arrangement. Such an arrangement is said to be in
general position [32] if:

(i) for k ≤ d, every k-fold intersection of hyperplanes has
dimension d − k,

(ii) for k > d, every k-fold intersection of hyperplanes is
empty.

7i.e., with no skip connection

14



it is sufficient to check that for every neuron ν
in N1 ∪ N2, Equation (31) holds. Denoting νout
the output neuron, for each neuron ν ∈ N2 of
the second hidden layer the set of paths Pν→ =
{ν → νout} is a singleton and for all x ∈ Xν ,
aν→(x, θ) := (aνout(x, θ)) = (1) and ϕν→ =
(θν→νout) = w3[ν]. As w3 = (1, 1)⊤, Equation (31)
(which simply reads w3[ν] ≥ 0) is satisfied for
all ν ∈ N2. Now, consider µ ∈ N1 and denote
N2 := {ν1, ν2}. We have Pµ→ = {µ → ν1 →
νout, µ → ν2 → νout}, and for all x ∈ Xµ,

aµ→(x, θ) =


aν1

(x, θ) aνout
(x, θ)︸ ︷︷ ︸

:=1

aν2
(x, θ) aνout

(x, θ)︸ ︷︷ ︸
:=1

 = a2(x, θ),

ϕµ→(θ) =

(
θµ→ν1θν1→νout

θµ→ν2θν2→νout

)
= (w3 ⊙W2[:, µ]),

so Equation (31) boils down –as expected– to the
same necessary condition given in the two-hidden-
layer case

min
x∈Xµ

⟨a2(x, θ), w3 ⊙W2[:, µ]⟩ ≥ 0, (32)

which we have already verified in Section 5.2.

8 Numerical check of
convexity

Given an architecture G = (N,E), the two main
computational bottlenecks to check the convexity
conditions of Theorem 7.4 for a ReLU network
with architecture G and parameters θ are:

1. Handling the dimension of the vectors
ϕν→ and aν→ involved in the scalar product.
Considering feedforward networks, the number
of paths grows exponentially with the number
of layers, and in general with the depth of the
network, so this is a priori a daunting task.

2. Computing the set of activation patterns
aν→(Xν) for every hidden neuron ν ∈ H. This
requires identifying all input points x ∈ Xν

where only the activation of ν changes. In prac-
tice, it amounts to identify all frontiers and
regions of the CPWL function, whose num-
ber grows exponentially with the number of
neurons.

The first bottleneck can be addressed as fol-
lows. Given one hidden neuron ν ∈ H and
one path-activation vector a ∈ aν→(Xν), the
constraint to be checked ⟨a,Φν→(θ)⟩ ≥ 0 is
reminiscent of Equation (18) which gives the net-
work output as a scalar product between the
path-activation matrix and the path-lifting. More
precisely, ⟨a,Φν→(θ)⟩ ≥ 0 is exactly the output
of a modified network with architecture Gν→ (ν
is its input neuron), with a scalar input equal to
1, with the biases of all its hidden neurons set to
zero, and with activation values given by a (i.e.,
unlike in standard ReLU networks, the activation
here is not dependent on the modified network’s
input; this is further detailed below). Given a
hidden neuron ν ∈ H, suppose we have already
identified a finite subset Xfinite

ν ⊂ Xν such that
aν→(Xfinite

ν ) = aν→(Xν) (remember that there is a
finite number of activation patterns in aν→(Xν)).
Then, one can circumvent the explicit computa-
tion of the vector Φν→ (of combinatorially high
dimension) and the enumeration of all paths by
proceeding as follows:

• extract the architecture corresponding to the
sub-graph Gν→ := (Nν→, Eν→);

• set all biases of the sub-network to zero, i.e.
parametrize the architecture Gν→ with θ̃ such
that

θ̃µ := 0 ∀µ ∈ Nν→ (33)

θ̃µ→µ′
:= θµ→µ′

∀(µ, µ′) ∈ Eν→ (34)

• for each identified input point x ∈ Xfinite
ν , per-

form a forward pass on the initial network
and store the activations neuron-wise, i.e. store
aµ := aµ(θ, x) for every µ ∈ N ;

• replace the ReLU activation8 of each hidden
and output neuron µ ∈ Nν→ by a function that
computes a simple product z 7→ µ(x) := aµ(x)z,

• do a forward pass with scalar input equal to 1
to obtain ⟨aν→(x, θ),Φν→(θ)⟩.

Regarding the second bottleneck, it requires
identifying points in Xν : notice that any input
point x ∈ Xν is such that zν(x) = 0 and
zµ(x) ̸= 0 for µ ̸= ν. The problem of identify-
ing bent hyperplanes (i.e. 0-level sets of zν) has

8The adaptation to max-pooling neurons in the spirit of
Appendix E is straighforward.
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already been previously studied [33–35]. Notably,
Berzins [35] provides an efficient algorithm which
–given a compact input domain– exactly extracts
all intersections between bent hyperplanes. This
algorithm is able to extract 0−faces and 1-faces
of the polyhedral partition of a ReLU network in
a few seconds for architectures with up to 10 lay-
ers and hundreds of neurons per layer, defining
millions of regions.

Remark 8.1. While all the convexity conditions
expressed in this paper are for convex functions
f : Rd → R, the framework can easily be adapted
to study convexity on any non-empty convex
domain Ω ⊆ Rd. This essentially requires replac-
ing Xν from Definition 4.1 (and its variant for
max-pooling from Appendix E) and F by their
intersection with Ω everywhere.

We build upon the framework of [35] to provide
an algorithm which numerically checks convexity
of a given ReLU network on a compact convex
domain Ω ⊆ Rd: it checks if the necessary con-
ditions from Theorem 7.4 are satisfied with Xν

replaced by its intersection with Ω. We detail in
Appendix G how to proceed to obtain the sets
aν→(Xν) for each hidden neuron ν ∈ H. Then,
we apply the method described above to compute
the scalar product ⟨a,Φν→⟩ and finally we test
whether all these inner products are non-negative.

8.1 Experiments

In this section, we look at the probability of
randomly sampling a convex ReLU network, for
a given architecture, when drawing parameters
θ from a Gaussian distribution.Convexity of the
implemented function fθ is numerically checked
with the method described previously. We con-
sider standard MLPs with two-hidden-layer net-
works and input dimension equal to 2. The width
of each hidden layer varies from 2 to 7.

For each of these architectures n = (n1, n2)
with n1, n2 ∈ {2, . . . , 7}, we draw 104 parame-
ters θ (weights and biases) at random according
to a standard Gaussian. We compare the num-
ber of sampled convex functions to the number
of sampled ICNNs. Note, the probability of draw-
ing a random ICNN can be easily analytically
computed: each weight in W2 and w3 having prob-
ability 1/2 to be non-negative under standard

Gaussian initialization, it follows

P (fθ ∈ ICNN2(n)) =
1

2n2(n1+1)
. (35)

For a small architecture n = (2, 2), P(fθ ∈
ICNN2(n)) ≈ 0.016 which is to be compared with
the experimental frequency of convex ReLU net-
works (including the ICNNs) which is 4 times
greater (Figure 3). Increasing the number of neu-
rons in the architecture further increase the ratio
between the number of obtained convex ReLU net-
works and the number of obtained ICNNs: adding
a single neuron more than double this ratio. This
suggests that for larger architectures, ICNNs are
a very small fraction of all the convex ReLU
networks implementable.

While our condition for convexity could allow
one to analytically derive the probability of having
a convex ReLU network (not necessarily ICNN),
the combinatorial aspects of the exploitation of
these conditions remain currently somewhat chal-
lenging. Yet, we anticipate that this should be
possible in the n = (2, 2) case for instance.

9 Conclusion

Through our exploration of convexity conditions
for ReLU networks, we confirmed the intuition
that there is life beyond ICNNs. Despite being
the current standard to implement convex func-
tions, ICNNs have intrinsic expressivity limita-
tions starting from simple two-hidden-layer net-
works. Thanks to the analysis of necessary and
sufficient convexity conditions for the general class
of DAG ReLU networks, we have highlighted that
there are many parameterizations of such neural
networks that yield convex functions, far beyond
the restricted scope of ICNNs.

The expressed conditions allow to concretely
test the convexity of a given network of moderate
size, and allowed to concretely observe on small
random two-hidden-layer networks the increased
probability of drawing a convex function when
using Gaussian parameters. Being based on the
non-negativity of a finite number of computable
criteria, these conditions also naturally give rise to
possible regularizers to promote convexity while
training a network. One of the main challenges
lying ahead is computational, with a particular
focus on reducing as much as possible the number
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Fig. 3: Number of convex ReLU networks among 104 draws. (Left): convex ReLU networks. (Right):
ICNNs. Architecture n = (n1, n2).

of convexity conditions to be tested. A possible
avenue is to explore possible redundancies between
these constraints as well as the graph structure of
the network.
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Appendix A Background on CPWL functions

Definition A.1 (Affine function). A function f : Ω → R defined on a convex set Ω ⊂ Rd is affine if and
only if for every x, y ∈ Ω, t ∈ [0, 1], f ((1− t)x+ ty) = (1− t)f(x) + tf(y).

Proposition A.2 ([24, Section 3.1.1]). A function f : Ω → R defined on a convex set Ω ⊂ Rd is affine
if and only if there exists u ∈ Rd, b ∈ R such that, for every x ∈ Ω,

f(x) = ⟨u, x⟩+ b . (A1)

Definition A.3 (Polyhedron). A polyhedron (also called a polyhedral set) Ω ⊂ Rd is a non-empty
intersection of finitely many closed half-spaces. A polytope is a polyhedron that is bounded (in Rd).

We recall below some useful terminology for polyhedra, see also [36].

Definition A.4. Consider a polyhedral set P .

• A linear inequality a⊤x ≤ b is valid for P if it is satisfied for all points x ∈ P .
• A set F is called a face of P if F = P ∩ {x ∈ Rd : a⊤x = b} where a⊤x ≤ b is a valid inequality for P .
A face of a polyhedron is also a polyhedron.

• The dimension of a polyhedron P is the dimension of its affine hull aff(P ). Likewise, the dimension of
a face is the dimension of its affine hull: dim(F ) = dim(aff(F )).

• A face whose dimension is d− 1 is called a facet.
• F = ∅ and F = P are improper faces. All other faces are proper faces.

Appendix B Background on convexity

Definition B.1 (Line segment). The line segment between x ∈ Rd and y ∈ Rd is

[x, y] := {(1− t)x+ ty : t ∈ [0, 1]} . (B2)

Definition B.2 (Convex set). A set Ω ⊂ Rd is convex if and only if it contains all its line segments, i.e.
for every x, y ∈ Ω, [x, y] ⊂ Ω.

Definition B.3. Let f : Rd → (−∞,+∞] be a function. The domain of f is dom f := {x ∈ Rd : f(x) <
+∞}. The function f is proper if dom f ̸= ∅.

Definition B.4 (Subdifferential). The subdifferential of a function f : Rd → R at x is the (possibly
empty) set of slopes of all affine minorants of f that are exact at x:

∂f(x) := {u ∈ Rd : ∀y ∈ Rd, f(y) ≥ f(x) + ⟨u, y − x⟩} . (B3)

Fact B.5. A proper function f : Rd → (−∞,+∞] is convex if and only if ∂f(x) ̸= ∅ for all x ∈
ri(dom(f)), where ri denotes the relative interior [29, Def. 6.9].

Proof. The implication ⇒ can be found in [37, Thm. 23.4]. The converse property ⇐ can be found in
[38, Sec. 1]. □

Fact B.6. Let f : I := [t1, t2] → R be a convex function where t1, t2 ∈ R, t1 < t2. Then, f
′
+(t1) and

f ′
−(t2) exist (but may be equal to −∞ or +∞, respectively).
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Proof. Recall that the right derivative f ′
+(t1) is defined as:

lim
t→t+1
t∈I

f(t)− f(t1)

t− t1
. (B4)

From convexity of f , the function t 7→ f(t)−f(t1)
t−t1

is non-decreasing, so it admits a limit from the right at
t1 (potentially equal to −∞). The proof for t2 is similar. □

Fact B.7 ([39, Section 2.C]). f : Rd → R is convex if and only if it is convex along every line segment:
for all x, y ∈ Rd, t 7→ f(x+ t(y − x)) is convex on [0, 1].

Lemma B.8. Let f : I = [tmin, tmax] → R be continuous and piecewise convex, i.e. there exist an
integer K and −∞ ≤ tmin = t0 < t1 < . . . < tK = tmax ≤ +∞ such that f|[ti−1,ti] is convex, for every
i ∈ {1, . . . ,K}. The function f is convex on I if and only if, for each breakpoint ti, i ∈ {1, . . . ,K − 1},
one has

f ′
−(ti) ≤ f ′

+(ti) . (B5)

Proof. We prove the result when K = 2. If f has more than two pieces, we can iteratively gather groups
of 2 consecutive pieces of 2 and conclude by induction.

Considering f withonly two pieces, we denote I1 = [tmin, t], I2 = [t, tmax] those pieces, where tmin <
t < tmax. Define f1, f2 : R → ]−∞,+∞] as:

f1 : s 7→

{
f(s) s ∈ I1

+∞ otherwise
f2 : s 7→

{
f(s) s ∈ I2

+∞ otherwise
(B6)

The functions f1 and f2 are proper and convex on R because their epigraphs are convex sets. Hence, from
Fact B.5, we get that ∂f(s) = ∂f1(s) ̸= ∅ for all s ∈]tmin, t[ and ∂f(s) = ∂f2(s) ̸= ∅ for all s ∈]t, tmax[.
Then, using again Fact B.5, we get that f is convex on [tmin, tmax] if and only if ∂f(s) ̸= ∅ for all
s ∈]tmin, tmax[. Since ∂f(s) ̸= ∅ for every s ∈]tmin, t[∪]t, tmax[, the convexity condition is equivalent to
∂f(t) ̸= ∅. Moreover we have that

∂f(t) =
⋂

t′∈I1∪I2

{u : f(t′) ≥ f(t) + u(t′ − t)} (B7)

=

( ⋂
t′∈I1

{u : f(t′) ≥ f(t) + u(t′ − t)}

)
∩

( ⋂
t′∈I2

{u : f(t′) ≥ f(t) + u(t′ − t)}

)
(B8)

= ∂f1(t) ∩ ∂f2(t) (B9)

= [f ′
−(t),+∞[∩]−∞, f ′

+(t)] (B10)

This is non-empty if and only if f ′
−(t) ≤ f ′

+(t).
□

Fact B.9 ([29], Proposition 8.16). Let (fn)n∈N be a sequence of convex functions from Rd to R such that
(fn)n∈N is pointwise convergent. Then limn fn is convex.

Appendix C Proof of Proposition 3.6

Scheme of the proof

- (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒ (ii) =⇒ (i)
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Fig. C1: The regions Rk and Rℓ are neigh-
bouring, but not Rj and Rℓ. A frontier
Fk,ℓ is the interior of the facet of dimen-
sion d − 1 which separates two distinct
neighbouring regions. Convexity is a local
property that has to be studied on a ball
around x.

- (i) =⇒ (v)
- (v) =⇒ (iii)

Proof. (i) =⇒ (ii) Assume f convex on Rd. From Fact B.7, f is convex on every line, so (ii) follows.
(ii) =⇒ (iii) is trivial.
(iii) =⇒ (iv) Consider two neighboring regions Rk ∼ Rℓ. Choose x ∈ Fk,ℓ, v ∈ Rd \ span(Rk ∩ Rℓ − x)
and ϵ > 0 from (iii). Since v /∈ span(Rk ∩ Rℓ − x) we have that [x − ϵv, x + ϵv] ∩ int(Rk) ̸= ∅ and
[x−ϵv, x+ϵv]∩ int(Rℓ) ̸= ∅ so we can pick xk ∈ [x−ϵv, x+ϵv]∩ int(Rk) and xℓ ∈ [x−ϵv, x+ϵv]∩ int(Rℓ).
Then, we rewrite f(xk) and f(xℓ) with their respective affine expression

f(xk) = ⟨∇f(xk), xk⟩+ bk (C11)

f(xℓ) = ⟨∇f(xℓ), xℓ⟩+ bℓ (C12)

We define t̄ ∈ (0, 1) the scalar for which x = (1− t̄)xk + t̄xℓ. Then, by convexity of f|[xk,xℓ], we have

• for t ∈ (0, t̄],

⟨∇f(xk), (1− t)xk + txℓ⟩+ bk ≤ (1− t) (⟨∇f(xk), xk⟩+ bk) + t (⟨∇f(xℓ), xℓ⟩+ bℓ) , (C13)

hence,
bk − bℓ ≤ ⟨∇f(xℓ)−∇f(xk), xℓ⟩ . (C14)

• for t ∈ [t̄, 1),

⟨∇f(xℓ), (1− t)xk + txℓ⟩+ bℓ ≤ (1− t) (⟨∇f(xk), xk⟩+ bk) + t (⟨∇f(xℓ), xℓ⟩+ bℓ) . (C15)

hence,
bℓ − bk ≤ −⟨∇f(xℓ)−∇f(xk), xk⟩ . (C16)

By summing (C14) and (C16), we recover ⟨∇f(xℓ)−∇f(xk), xℓ − xk⟩ ≥ 0.
(iv) =⇒ (ii): Take x ∈ F and v ∈ Rd. By the very definition of F there exist neighborhing regions Rk ∼
Rℓ such that x ∈ Fk,ℓ. Moreoever, there is ϵ > 0 such that B(x, ϵ) ⊂ Rk ∪Rℓ. The existence of such a ball
comes from the definition of a frontier (Definition 3.5) and is illustrated in Figure C1. We now distinguish
two cases. In the case where v ∈ span(Rk ∩ Rℓ − x), then, for ϵ small enough, [x − ϵv, x + ϵv] ⊂ Fk,ℓ so
f|[x−ϵv,x+ϵv] is affine, thus convex, as claimed. We now treat the case where v ∈ Rd\span(Rk∩Rℓ−x). This
implies that the tuple (yk, yℓ) := (x−ϵv, x+ϵv) either belongs to int(Rk)× int(Rℓ) or to int(Rℓ)× int(Rk).
Assume, without loss of generality, that yk ∈ int(Rk) and yℓ ∈ int(Rℓ). From (iv), there exists xk ∈ int(Rk)
and xℓ ∈ int(Rℓ) such that ⟨∇f(xk)−∇f(xℓ), xk − xℓ⟩ ≥ 0. See Figure C1. Let η be a normal vector to
Rk ∩ Rℓ which points from Rk to Rℓ. As dim(span(Rk ∩ Rℓ − x)) = dim(aff(Rk ∩ Rℓ)) = d − 1, we can
complete η with ζ1, . . . , ζd−1 ∈ span(Rk ∩ Rℓ − x)) to form a basis of Rd. We write xk − xℓ and yk − yℓ
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Fig. C2: Left: the segment does not
cross any pathological points. Right:
the red point is pathological: it belongs
to more than two neighboring regions.

in this basis:

xk − xℓ = |αx|η +

d−1∑
i=1

βx
i ζi , (C17)

yk − yℓ = |αy|η +

d−1∑
i=1

βy
i ζi . (C18)

where |αx| > 0, |αy| > 0 since η points from Rk to Rℓ and the considered points are interior to the
regions. By the affine expressions (C11) of f on the regions Rk, Rℓ and the continuity of f , we have

x ∈ Rk ∩Rℓ ⊆ {y : ⟨∇f(xk), y⟩+ bk = ⟨∇f(xℓ), y⟩+ bℓ} = {y : ⟨∇f(xk)−∇f(xℓ), y⟩ = bℓ − bk}

hence span(Rk ∩Rℓ−x) ⊆ {y : ⟨∇f(xk)−∇f(xℓ), y−x⟩ = 0}. As a result ⟨∇f(xk)−∇f(xℓ), ζi⟩ = 0 for
every i ∈ {1, . . . , d− 1} (the same holds for ∇f(yk)−∇f(yℓ) since yk ∈ int(Rk) and yℓ ∈ int(Rℓ)). Then,

⟨∇f(xk)−∇f(xℓ), yk − yℓ⟩ =
|αy|
|αx|

⟨∇f(xk)−∇f(xℓ), xk − xℓ⟩
(iv)

≥ 0 . (C19)

Consider t ∈ [0, 1] 7→ g(t) := f((1− t)yk + tyℓ). Showing convexity of f|[yk,yℓ] amounts to showing that g
is convex. We conclude using straightforward calculus and Lemma B.8 (with K = 2 pieces).
(ii) =⇒ (i): Consider any line segment in Rd parametrized as [x, y] for some x, y ∈ Rd. To show (i),
we need to prove that f|[x,y] is convex (Fact B.7). We distinguish the case where this line segment [x, y]
only contains non-pathological points, i.e. which are either in the interior of a region (where f is affine
hence convex) or on a frontier (where (ii) ensures convexity of f|[z−ϵ(y−x),z+ϵ(y−x)]), from the case where
it contains pathological points that belong to more than two neighboring regions (see Figure C2). These
pathological points belong to affine subspaces which are faces of the convex regions with dimension at
most d− 2 (otherwise, d− 1 faces of the convex regions are the so-called frontiers).

• Case 1: [x, y] only has non-pathological points. More formally, we assume here that [x, y] is such that,
for every z ∈ [x, y], either z ∈ int(R) for some region R from the considered compatible partition,
either z ∈ F for some frontier F between two neighboring regions. According to Lemma B.8, it suffices
to study convexity at breakpoints (zi)i∈I belonging to (Fi)i∈I , frontiers between neighboring regions,
using left and right derivatives. Then, (ii) gives convexity of f|[zi±ϵ(y−x)] for ϵ > 0 small enough. So,
f|[x,y] is locally convex around each breakpoint implying that it is convex overall.

• Case 2: [x, y] has pathological points. First, pathological points belong to faces of the convex regions
with dimension at most d−2. The number of such subspaces is finite due to the finite number of convex
regions. We assume there exist pathological points (zi)i∈I in [x, y] which belong to affine subspaces
(Ai)i∈I of dimension at most d−2. Note that either [x, y] belongs to some face, making I = [x, y] (with
a slight abuse of notation), either it crosses a finite number of faces, with I being finite. We rewrite
each affine subspace Ai = zi + Vi where Vi is the corresponding vectorial subspace and zi ∈ [x, y].
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The strategy is to find a direction δ so as to perturb the segment [x, y] along δ and avoid pathological
subspaces Ai. To do so, we consider Ṽi = Vi +Vect(y − x) which is of dimension at most d− 1. Then,
we take δ ∈ Rd \ ∪i∈I Ṽi (δ ̸= 0). Now, we built a new segment st := [x + tδ, y + tδ] for t > 0. We
show that st does not contain any of the initial pathological points of [x, y]. Consider z ∈ st. The
following equivalences hold: z ∈ Ai ⇐⇒ ∃vi ∈ Vi : z = zi + vi ⇐⇒ ∃ϵ, ϵ′ > 0 : (1 − ϵ)x + ϵy + tδ =
(1−ϵ′)x+ϵ′y+vi ⇐⇒ tδ = vi+(ϵ′−ϵ)(y−x). As tδ ̸∈ Ṽi for t > 0 and vi+(ϵ′−ϵ)(y−x) ∈ Ṽi, if z ∈ st
with t > 0, then by contradiction z ̸∈ Ai. So, for every t > 0, for every i ∈ I, st ∩ Ai = ∅. Since the
number of pathological regions is finite, there exists τ > 0 such that for every 0 < t < τ , f|[x+tδ,y+tδ]

does not contain any pathological points: according to Case 1, f|[x+tδ,y+tδ] is convex. Then f|[x,y] is the
pointwise limit, when t → 0 of the convex functions f|[x+tδ,y+tδ] so, by Fact B.9 it is convex.

(i) =⇒ (v). Assume the function f is convex and consider x ∈ F , that is x ∈ Fk,ℓ for some neighboring
regions Rk ∼ Rℓ. By definition of a frontier, there exists a neighborhoodN ⊂ Rk∪Rℓ. Take x1, x2 ∈ N\F .
Then, x1 ∈ int(Rk) ∪ int(Rℓ) (resp. x2) so f is differentiable at x1 (resp. x2): the inequality follows from
the characterization of convexity [29, Example 20.3] (see also Equation (3)).
(v) =⇒ (iii) Let Rk ∼ Rℓ, x ∈ Fk,ℓ, and v ∈ Rd \ span(Rk∩Rℓ−x). Consider the neighborhood N given
by (v). Then there exists ϵ > 0 such that points x±ϵv are in N . Besides, Fk,ℓ∩N ⊂ x+span(Rk∩Rℓ−x)
so x ± ϵv /∈ Fk,ℓ. Then, the inequality in (v) implies increasing partial derivatives of f|[x−ϵv,x+ϵv] which
proves its convexity (Lemma B.8). □

Appendix D Proof of path-lifting factorization

Proof of Lemma 6.2 Consider a path p = p0 → · · · → pm ∈ P on the initial graph G such that p0 ∈ Nin

and pi = ν for some i. Considering the paths q := p0 → · · · → pi and r := pi → · · · → pm, one can easily
check that q ∈ P→ν , r ∈ Pν→. Moreover, by definition of the path-lifting ϕp(θ), we have

Φp = ϕp(θ) = ϕq(θ)ϕr(θ) = Φ→ν
q Φν→

r .

To prove a similar property for the activations, first observe that since ν is an output neuron of G→ν , its
activation on this DAG ReLU network (but not necessarily on the original one with G) is a→ν

ν (x, θ) = 1 for
every x, θ, by convention, while for every other neuron µ in G→ν , a→ν

µ (x, θ) = aµ(x, θ). As a consequence

a→ν
q

(16)
=

i∏
j=0

a→ν
qj =

i−1∏
j=0

aqj (D20)

so that ap
(16)
=

m∏
j=0

apj

=

(
i−1∏
j=0

apj

)
aν

(
m∏

j=i+1

apj

)
(21)&(D20)

= a→ν
q aνa

ν→
r (D21)

Since {p ∈ P : p ∋ ν, p0 ∈ Nin} is in bijection with {q ∈ P→ν : q0 ∈ Nin} × Pν→, (23)–(24) follow using
the definition of a Kronecker product (adapted to arbitrary cartesian product of index sets).

Finally, to establish (25), explicit each entry of A[
p:

p∋ν
p0∈Nin

,Nin

] from (17)

Ap,µ =

{
0 if p0 ̸= µ

ap = a→ν
q aνa

ν→
r otherwise

(D22)
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and similarly for A→ν
{q:q0∈Nin},Nin

, again from (17)

A→ν
q,µ =

{
0 if q0 ̸= µ

a→ν
q otherwise

(D23)

Then, denoting the input neurons Nin = {µ1, . . . , µd} and enumerating {q : q0 ∈ Nin} = {q1, . . . , qQ},{r :
r ∈ Pν→} = {r1, . . . , rR} and {p : p ∋ ν, p0 ∈ Nin} = {p1, . . . , pQR}:

A[
p:

p∋ν
p0∈Nin

,Nin

] (D22)
=



δp1
0=µ1

a→ν
q1 aνa

ν→
r1 . . . δp1

0=µd
a→ν
q1 aνa

ν→
r1

...
. . .

...
δpR

0 =µ1
a→ν
q1 aνa

ν→
rR . . . δpR

0 =µd
a→ν
q1 aνa

ν→
rR

δpR+1
0 =µ1

a→ν
q2 aνa

ν→
r1 . . . δpR+1

0 =µd
a→ν
q2 aνa

ν→
r1

...
. . .

...
δpQR

0 =µ1
a→ν
qQ aνa

ν→
rR . . . δpQR

0 =µd
a→ν
qQ aνa

ν→
rR


(D24)

=



δq10=µ1
a→ν
q1 aνa

ν→
r1 . . . δq10=µd

a→ν
q1 aνa

ν→
r1

...
. . .

...
δq10=µ1

a→ν
q1 aνa

ν→
rR . . . δq10=µd

a→ν
q1 aνa

ν→
rR

δq20=µ1
a→ν
q2 aνa

ν→
r1 . . . δq20=µd

a→ν
q2 aνa

ν→
r1

...
. . .

...
δqQ0 =µ1

a→ν
qQ aνa

ν→
rR . . . δqQ0 =µd

a→ν
qQ aνa

ν→
rR


(D25)

=

δq10=µ1
a→ν
q1 aνa

ν→ . . . δq10=µd
a→ν
q1 aνa

ν→

...
. . .

...
δqQ0 =µ1

a→ν
qQ aνa

ν→ . . . δqQ0 =µd
a→ν
qQ aνa

ν→

 (D26)

(D23)
= aν

A→ν
q1,µ1

aν→ . . . A→ν
q1,µd

aν→

...
. . .

...
A→ν

qQ,µ1
aν→ . . . A→ν

qQ,µd
aν→

 (D27)

= aν

(
A→ν

[q:q0∈Nin,Nin]
⊗ aν→

)
(D28)

□

Appendix E Proof of Lemma 6.8

We begin with the proof for DAG ReLU networks where all hidden neurons are equipped with the ReLU
activation function. Then we prove that Lemma 6.8 (and therefore Proposition 6.3, Theorem 7.4 and their
consequences) extend to the full DAG framework of Gonon et al. [31] which also contains pooling neurons
in addition to ReLU neurons. We however restrict such pooling to max-pooling neurons, instead of the
general “k-max-pooling” considered by Gonon et al. [31], since those also include min-pooling neurons,
whose relation to convexity is somewhat opposite to max-pooling neurons.

E.1 The case of ReLU hidden neurons

Since ν ∈ H is isolated we can pick x ∈ Xν ̸= ∅ and a ball B(x, ϵ) as in Definition 4.1. By definition
of B(x, ϵ), the functions A→ν(·, θ) and aν→(·, θ) are constant on this ball (they only involve products
with neuron activations aµ(x, θ), µ ̸= ν), and we denote A→ν , aν→ their respective values. For the same
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reason, zν(·, θ) is affine on B(x, ϵ) and aν(·, θ) takes two values. As a consequence, on this ball, the path-
activation matrix A(·, θ) takes exactly two values. This implies the existence of x+, x− in B(x, ϵ) such that
aν(x

+, θ) = 1, aν(x
−, θ) = 0, and A(·, θ) is locally constant around x+ and x−. As a consequence, fθ is

differentiable at x+ and x− establishing the first point. Now consider any two such points x+, x− ∈ B(x, ϵ)
and denote A+ := A(x+, θ), A− := A(x−, θ). Since aν(x

+, θ) = 1 and aν(x
−, θ) = 0 we have zν(x

+, θ) > 0
and zν(x

−, θ) ≤ 0. By (19) we have (we omit the dependency of Φ→ν(θ) in θ for brevity)〈
Φ→ν , A→ν

(
x+

1

)〉
= zν(x

+, θ) > 0 (E29)〈
Φ→ν , A→ν

(
x−

1

)〉
= zν(x

−, θ) ≤ 0 . (E30)

Denote u+ = ∇fθ(x
+) (resp. u− = ∇fθ(x

−)) the two slopes of fθ given by A+ (resp. A−). To get the
slope of fθ from the expression ⟨Φ, A (x 1)⊤⟩ in (18), we need to extract the block matrix corresponding
to the paths which start with inputs neurons Nin (recall that the remaining rows/column of A collect the
biases of the network)

(u+ − u−)⊤ = Φ⊤
[p:p0∈Nin]

(A+ −A−)[p:p0∈Nin,Nin].

Because the only entries that change between A+ and A− are the ones corresponding to paths p ∈ P
which contain ν, it holds

(u+ − u−)⊤ = Φ⊤[
p:

p∋ν
p0∈Nin

](A+ −A−)[ p∋ν
p0∈Nin

,Nin

].
Moreover, ap(x

′, θ) = 0 for all paths p which contain ν and all x′ such that zν(x
′, θ) ≤ 0, so A−

[p:p∋ν,Nin]
= 0,

leading to

(u+ − u−)⊤ = Φ⊤[
p:

p∋ν
p0∈Nin

]A+[
p:

p∋ν
p0∈Nin

,Nin

]. (E31)

Subtracting (E30) to (E29) similarly yields:

[Φ→ν
[p:p0∈Nin]

]⊤A→ν
[p:p0∈Nin,Nin]

(x+ − x−) > 0. (E32)

By Lemma 6.2, using that A→ν(·, θ) = A→ν and aν→(·, θ) = aν→ on B(x, ϵ), and aν(x
+, θ) = 1 (cf (E29))

the quantity ∆u := (u+ − u−)⊤ from (E31) rewrites as

∆u =
(
Φ→ν

[q:q0∈Nin]
⊗ Φν→

)⊤
×
(
A→ν

[q:q0∈Nin,Nin]
⊗ aν→

)
=
(
[Φ→ν

[q:q0∈Nin]
]⊤A→ν

[q:q0∈Nin,Nin]

)
⊗
(
[Φν→]⊤aν→

)︸ ︷︷ ︸
scalar

=
(
[Φν→]⊤aν→

)
×
(
[Φ→ν

[q:q0∈Nin]
]⊤A→ν

[q:q0∈Nin,Nin]

)
.
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It follows
⟨u+ − u−, x+ − x−⟩ =

(
[Φν→]⊤aν→

)
×
(
[Φ→ν

[q:q0∈Nin]
]⊤A→ν

[q:q0∈Nin,Nin]

)
(x+ − x−)︸ ︷︷ ︸

>0 by (E32)

.

As a result

⟨u+ − u−, x+ − x−⟩ ≥ 0

⇐⇒ ⟨aν→,Φν→(θ)⟩ ≥ 0. (E33)

E.2 DAG ReLU networks with max-pooling activation function

The max-pooling function
maxpool(x) := max

i∈{1,...,d}
xi (E34)

returns the largest coordinate of x ∈ Rd. This section explains how to incorporate max-pooling activations
in the DAG neural network model considered in this paper and recover the necessary conditions for
convexity of the network given in Proposition 6.3. Consider a network with architecture G described by
the tuple (N,E) and parameters θ. The key is to judiciously modify the definition of neuron activation and
preactivation, and to introduce edge activations [31]. Consider a neuron ν with max-pooling activation
and denote ant(ν) := {µ ∈ N : (µ, ν) ∈ E}. The post-activation of the neuron ν for a given input point
x ∈ Rd writes as (there is no bias for such a neuron)

ν(x) := max
µ∈ant(ν)

θµ→νµ(x) (E35)

= ⟨(θµ→νµ(x))µ∈ant(ν), eµ∗⟩ with µ∗ := argmaxµ∈ant(ν) θ
µ→νµ(x) , (E36)

where eµ∗ in Equation (E36) is the binary vector with value 1 for index µ = µ∗ and 0 otherwise9 . It is
then natural to define the activation of a max-pooling neuron ν as the binary vector aν(x, θ) ∈ {0, 1}ant(ν)
with

[aν(x, θ)]µ :=

{
1 if µ = argmaxµ′∈ant(ν) θ

µ′→νµ′(x) ,

0 otherwise,
(E37)

and the pre-activation of ν as the vector zν(x) := (θµ→νµ(x))µ∈ant(ν) ∈ Rant(ν). The post-activation of ν
rewrites

ν(x) = ⟨zν(x),aν(x, θ)⟩ ∈ R . (E38)

The same holds true with ReLU neurons with the convention aν(θ, x) := aν(θ, x) ∈ {0, 1} for such
neurons.

Following Gonon et al. [31], we also define the activation of an edge (µ, ν) ∈ E as

aµ→ν(x, θ) :=


aν(x, θ) if ν is a ReLU neuron

[aν(x, θ)]µ if ν is a maxpool neuron

1 if ν is a linear neuron

∈ {0, 1} . (E39)

These extended definitions enable us to re-define the activation of a path p := p0 → p1 → · · · → pm as
ap(x, θ) := ap0

(x, θ)
∏m

i=1 api−1→pi
(x, θ) (with the convention that ap0

(θ, x) = 1 when p0 is a max-pooling
neuron, an input neuron, or a linear neuron, see [31, Definition A.3]) : we describe the activation of a
path using the edge-wise activations instead of the neuron-wise activations. On the extracted sub-graph

9we arbitrarily number the neurons in ant(ν) so that if the argmax contains more than one neuron, we systematically pick the
one indexed by the smallest number
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Gν→, the path-activation of r := r0 → · · · → rm ∈ Pν→ (where r0 = ν by definition of Pν→) is defined as
aν→r (x, θ) :=

∏m
i=1 ari−1→ri(x, θ) (without multiplication by ar0(θ, x)). Note that when only considering

ReLU neurons, the modified definitions provided here yield exactly the same path-activations as the ones
given in the core of the paper.

Remark E.1. Remember that when ν is equipped with the ReLU, considering the subnetwork with archi-
tecture G→ν we replace the activation of ν by a linear activation since it is the output of this subnetwork.
When ν is a maxpool neuron, we preserve its activation function. Whether the proof for the ReLU case
can be adapted to fit this framework is left to future work.

Besides, since we follow the framework from [31] which already includes max-pooling activations, all
relevant results from their work – e.g. Equation (18) – still hold in the framework of this section.

We provide below a (slightly) modified path-activations factorization which aligns with the edge-wise
description of path-activations instead of the neuron-wise one.

Lemma E.2 (Path-activations factorization – variant of Lemma 6.2). Within the framework of this
section, consider an arbitrary hidden neuron ν and any parameter θ. The restrictions of Φ = Φ(θ) ∈ RP

and a = a(x, θ) ∈ {0, 1}P to paths starting from an input neuron and “containing” an edge µ → ν (i.e.
such that pi = µ and pi+1 = ν for some i; this is denoted p ∋ (µ, ν)) satisfy

Φ[
p:

p∋(µ,ν)
p0∈Nin

] = θµ→ν ·
(
Φ→µ

[q:q0∈Nin]
⊗ Φν→

)
(E40)

a[
p:
p∋(µ,ν)
p0∈Nin

] = aµ→ν ·
(
a→µ
[q:q0∈Nin]

⊗ aν→
)
. (E41)

For the path-activation matrix, one has

A[
p:
p∋(µ,ν)
p0∈Nin

,Nin

] = aµ→ν ·
(
A→µ

[q:q0∈Nin,Nin]
⊗ aν→

)
. (E42)

Proof. The proof is exactly the same as the one done in Appendix D. We only detail below the factorization
of ap for a path p = p0 → · · · → pm ∈ P such that p0 ∈ Nin and pi = µ, pi+1 = ν for some i. We denote
q := p0 → · · · → pi ∈ P→µ and r := pi+1 → · · · → pm ∈ Pν→.

a→µ
q = a→µ

p0︸︷︷︸
=1 by convention since p0∈Nin

i∏
j=1

a→µ
pj−1→apj

=

i∏
j=1

apj−1→apj
, (E43)

aν→r = api+1→pi+2
· · · apm−1→pm

, (E44)

from which we have ap = a→µ
q aµ→νa

ν→
r . □

Now, we are almost equipped to prove a variant of Proposition 6.3 for networks which include max-
pooling activations. First, we need to redefine what an isolated neuron when considering max-pooling
activations. Recall that for a ReLU activation, the set Xν ⊂ Rd is defined as input points for which there
exists a neighborhood N over which only the activation of ν changes. In other words, this means that
over N , aν takes exactly two values: 0 and 1, while aµ for µ ̸= ν is constant.

This motivates the following definition of isolated neurons, which handles the maxpool case while
being equivalent to Definition 4.1 in the case of ReLU neurons.
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Definition E.3 (Isolated neurons – variant of Definition 4.1). Given a parameter θ, for each hidden
neuron ν ∈ H := ∪L−1

ℓ=1 Nℓ, we define Xν ⊂ Rd as the set of input points for which in every small enough
neighborhood, only the activation of neuron ν changes, and takes exactly two distinct values:

Xν :=

{
x ∈ Rd : ∃ϵ0 > 0 : ∀ 0 < ϵ ≤ ϵ0,

{
aµ(·, θ) is constant on B(x, ϵ) ∀µ ̸= ν

aν(·, θ) takes exactly 2 values on B(x, ϵ)

}
. (E45)

A hidden neuron ν is said to be isolated if Xν ̸= ∅.

E.3 Extension Lemma 6.8 to cover maxpool activations.

We now prove an extension of Lemma 6.8 that also covers DAG ReLU networks including maxpool
activations. We highlight in blue the subtle difference with the statement Lemma 6.8.

Lemma E.4 (Local convexity criterion for ReLU networks). Consider a ReLU network described by a
DAG and parametrized by θ which implements a CPWL function fθ : Rd → R. Consider an isolated
neuron ν ∈ H and x ∈ Xν ̸= ∅. Denote a+,a− the two distinct values of aν(·, θ) from Definition E.3.
There exists ϵ > 0 such that

1. there are x+, x− ∈ B(x, ϵ) such that fθ is differentiable at x+, x− and aν(x
+, θ) = a+, aν(x

−, θ) = a−;
2. for any such pair x+, x− it holds

⟨∇fθ(x
+)−∇fθ(x

−), x+ − x−⟩ ≥ 0

⇐⇒ ⟨aν→,Φν→(θ)⟩ ≥ 0 . (E46)

Proof. Consider ν ∈ H an isolated neuron. In case of a ReLU neuron, aν(·, θ) = aν(·, θ), and without
loss of generality a+ = 1, a−, so the result is a consequence of Lemma 6.8. Assume now that ν an
isolated neuron with maxpool activation. We highlight the parts of the proof identical in spirit to the
corresponding proof of Lemma 6.8.

[Unchanged] Pick x ∈ Xν ̸= ∅ and a ball B(x, ϵ) as in Definition E.3. By definition of B(x, ϵ), aν→(·, θ)
is constant on this ball (it only involves products with edge activations aµ→µ′

, µ′ ̸= ν).
[New] By definition of Xν , aν takes exactly two different values on B(x, ϵ); denote µ+ and µ− the

two antecedents of ν which realize the max-pool on this ball. The only path-activations which change
are for paths containing the edges µ+ → ν and µ− → ν. Without loss of generality we assume that the
arbitrary numbering of the antecedents of ν chosen to uniquely break ties in the argmax is such that µ−

is associated to the smallest number. This implies that as soon as aν(x, θ) = eµ+ the strict inequality

[zν(x)]µ+ > [zν(x)]µ− (E47)

holds, while when aν(x, θ) = eµ− we have

[zν(x)]µ− ≥ [zν(x)]µ+ . (E48)

[Unchanged] The path-activation matrix A(·, θ) takes exactly two values on B(x, ϵ).
[New] This implies the existence of x+ (resp. x−) in B(x, ϵ) such that [aν(x

+, θ)]µ+ =
1, [aν(x

+, θ)]µ− = 0 (resp. [aν(x
−, θ)]µ+ = 0, [aν(x

−, θ)]µ− = 1).
[Unchanged] As A(·, θ) is locally constant around x+ and x−, fθ is differentiable at x+ and x−

establishing the first point. Now, consider any two such points x+, x− ∈ B(x, ϵ) and denote A+ :=
A(x+, θ), A− := A(x−, θ). Denote u+ = ∇fθ(x

+) (resp. u− = ∇fθ(x
−)) the two slopes of fθ given by A+

(resp. A−). To get the slope of fθ from the expression ⟨Φ, A
(
x
1

)
⟩ in Equation (18), we need to extract
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the block matrix corresponding to the paths which start with input neurons Nin (recall that the remaining
rows/columns of A collect the biases of the network)

(u+ − u−)⊤ = ΦT
[p:p0∈Nin]

(A+ −A−)[p:p0∈Nin,Nin]. (E49)

[New] Because the only entries that change between A+ and A− are the ones corresponding to paths
p ∈ P which contain the edge µ+ → ν or µ− → ν, it holds

∆u := (u+ − u−)⊤ =

(
Φ⊤[

p:p∋(µ+,ν)
p0∈Nin

] Φ⊤[
p:p∋(µ−,ν)

p0∈Nin

])(A+ −A−)[
p:p∋(µ+,ν)

p0∈Nin
,Nin

]
(A+ −A−)[

p:p∋(µ−,ν)
p0∈Nin

,Nin

]
 . (E50)

Using the factorization of Lemma E.2

A+

p:p∋(µ+,ν)
p0∈Nin

= aµ+→ν(x
+, θ)︸ ︷︷ ︸

=1

A→µ+

[q:q0∈Nin,Nin]
⊗ aν→, (E51)

A+

p:p∋(µ−,ν)
p0∈Nin

= aµ−→ν(x
+, θ)︸ ︷︷ ︸

=0

A→µ−

[q:q0∈Nin,Nin]
⊗ aν→ = 0, (E52)

A−
p:p∋(µ+,ν)

p0∈Nin

= aµ+→ν(x
−, θ)︸ ︷︷ ︸

=0

A→µ+

[q:q0∈Nin,Nin]
⊗ aν→ = 0, (E53)

A−
p:p∋(µ−,ν)

p0∈Nin

= aµ−→ν(x
−, θ)︸ ︷︷ ︸

=1

A→µ−

[q:q0∈Nin,Nin]
⊗ aν→, (E54)

from which ∆u rewrites as

∆u =

(
Φ⊤[

p:p∋(µ+,ν)
p0∈Nin

] Φ⊤[
p:p∋(µ−,ν)

p0∈Nin

])( A→µ+

[q:q0∈Nin,Nin]
⊗ aν→

−A→µ−

[q:q0∈Nin,Nin]
⊗ aν→

)
(E55)

=

Φ⊤[
p:p∋(µ+,ν)

p0∈Nin

](A→µ+

[q:q0∈Nin,Nin]
⊗ aν→)

−

Φ⊤[
p:p∋(µ−,ν)

p0∈Nin

](A→µ−

[q:q0∈Nin,Nin]
⊗ aν→)

 (E56)

The first term factorizes as

Φ⊤[
p:p∋(µ+,ν)

p0∈Nin

](A→µ+

[q:q0∈Nin,Nin]
⊗ aν→) = (θµ

+→νΦ→µ+

[q:q0∈Nin]
⊗ Φν→)⊤(A→µ+

[q:q0∈Nin,Nin]
⊗ aν→) (E57)

= θµ
+→ν((Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]
)⊗ ((Φν→)⊤aν→)︸ ︷︷ ︸

scalar

(E58)

= ((Φν→)⊤aν→)
(
θµ

+→ν((Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]
)
)
, (E59)

while similarly the second term rewrites

Φ⊤[
p:p∋(µ−,ν)

p0∈Nin

](A→µ−

[q:q0∈Nin,Nin]
⊗ aν→) = (θµ

−→νΦ→µ−

[q:q0∈Nin]
⊗ Φν→)⊤(A→µ−

[q:q0∈Nin,Nin]
⊗ aν→) (E60)

= θµ
−→ν((Φ→µ−

[q:q0∈Nin]
)⊤A→µ−

[q:q0∈Nin,Nin]
)⊗ ((Φν→)⊤aν→)︸ ︷︷ ︸

scalar

(E61)
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= ((Φν→)⊤aν→)
(
θµ

−→ν((Φ→µ−

[q:q0∈Nin]
)⊤A→µ−

[q:q0∈Nin,Nin]
)
)
, (E62)

leading to

∆u = ⟨aν→,Φν→(θ)⟩
[(

θµ
+→ν(Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]

)
−
(
θµ

−→ν(Φ→µ−

[q:q0∈Nin]
)⊤A→µ−

[q:q0∈Nin,Nin]

)]
(E63)

Then we have

⟨u+ − u−, x+ − x−⟩ = ⟨aν→,Φν→(θ)⟩
[(

θµ
+→ν(Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]
(x+ − x−)

)
−
(
θµ

−→ν(Φ→µ−

[q:q0∈Nin]
)⊤A→µ−

[q:q0∈Nin,Nin]
(x+ − x−)

)]
(E64)

To prove the equivalence (E46) it is thus enough to show that[(
θµ

+→ν(Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]
(x+ − x−)

)
−
(
θµ

−→ν(Φ→µ−

[q:q0∈Nin]
)⊤A→µ−

[q:q0∈Nin,Nin]
(x+ − x−)

)]
> 0.

(E65)
By definition of x+, x− and (E47)-(E48), we have

[zν(x
+, θ)]µ+ > [zν(x

+, θ)]µ− , and [zν(x
−, θ)]µ− ≥ [zν(x

−, θ)]µ−

In other words,

θµ
+→νµ+(x+) > θµ

−→νµ−(x+) and θµ
−→νµ−(x−) ≥ θµ

+→νµ+(x−) (E66)

which implies

θµ
+→ν(µ+(x+)− µ+(x−))− θµ

−→ν(µ−(x+)− µ−(x−)) > 0. (E67)

By Equation (18), here used on two neural networks which output neuron µ+ (resp. µ−) is not linear,
the post-activation µ+ and µ− can be explicited for any input x using the path-lifting as

µ+(x) =

〈
Φ→µ+

, A→µ+

[q:q0∈Nin,Nin]
(x, θ)

(
x
1

)〉
, (E68)

µ−(x) =

〈
Φ→µ−

, A→µ−

[q:q0∈Nin,Nin]
(x, θ)

(
x
1

)〉
, (E69)

so that, as A→µ+

[q:q0∈Nin,Nin]
(x+, θ) = A→µ+

[q:q0∈Nin,Nin]
(x−, θ) = A→µ+

[q:q0∈Nin,Nin]

µ+(x+)− µ+(x−) =

〈
Φ→µ+

, A→µ+

[q:q0∈Nin,Nin]

(
x+ − x−

0

)〉
(E70)

= (Φ→µ+

[q:q0∈Nin]
)⊤A→µ+

[q:q0∈Nin,Nin]
(x+ − x−). (E71)

Doing the same computation for µ−, Equation (E65) is equivalent to

θµ
+→ν(µ+(x+)− µ+(x−))− θµ

−→ν(µ−(x+)− µ−(x−)) > 0.

which indeed holds, cf (E67). □
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Appendix F Extensive study of the 2D counter example and
proof of Proposition 2.1

F.1 Proof of Proposition 2.1

Recall the CPWL function fEX : R2 → R is implemented by a ReLU network with 2 hidden layers and 2
neurons per layer (i.e. belonging to SkipMLP((2, 2))):

fEX

(
x1

x2

)
=
(
1 1
)
ReLU

((
−1 1
2 1

)
ReLU

(
x1

x2

)
+

(
−1
−0.5

))
. (F72)

The network written above is not an ICNN because of the negative weight −1 in W2 of the second hidden
layer. Still, fθ is convex: it can be easily checked using the sufficient conditions of Proposition 3.6. Plots
of fEX are displayed in Figure F3.

2
1

0
1

2
x1 2

1
0

1
2

x 2

0
1
2
3
4
5

fEX

x1

x 2

Fig. F3: Visual representations of fEX. Left: 3D plot of fEX. Right: Level lines of fEX.

A

B

C

Fig. F4: Frontiers and regions of the convex 2D CPWL function

To prove Proposition 2.1, we adopt a reverse-engineering approach: we only use the knowledge
of the landscape of the convex CPWL function fEX ∈ CvxCPwL. The landscape diplays 8 pieces of
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hyperplanes (represented in color in Figure F4), which we name frontiers, and 6 corresponding regions
Rk, k ∈ {1 . . . , 6}. Frontiers are denoted Fk,l with k, l ∈ {1, . . . , 6} and correspond to points at which fEX

is non-differentiable. By contradiction, we assume that fEX can be implemented as an ICNN:

fEX(x) = w⊤
3 ReLU (W2 ReLU(W1x+ b1) + V2x+ b2) + v⊤3 x+ b3, (F73)

with w3,W2 having non-negative entries.
Now, we aim to identify the parameters (W1,W2, w3, V2, v3, b1, b2, b3) of this ICNN. Frontiers, i.e.

points of non-differentiability of fEX, arise from the switch of -at least- one neuron (otherwise, the function
is locally affine, hence differentiable). A priori, each frontier (i.e. each colored segment in Figure F4) could
be matched to one or more neurons which switch, so there would be an exponential number of cases
to consider. Fortunately, not all arrangements of pieces of hyperplanes generated by neurons of ReLU
networks are possible. The sketch of the proof is as follows: we first state general considerations on ReLU
networks which enable us to restrict the possible matching between frontiers and neurons to a few cases.
Then, writing down the equations which describe the frontiers, we can identify the parameters of the
first layer and second. We end up showing there must be a negative weight in W2, which contradicts the
ICNN hypothesis.

Notation

We denote µ1, µ2 ∈ N1 the neurons of the first layer and ν1, ν2 ∈ N2 the neurons of the second layer.
We use the following notation: zη : R2 → R is the pre-activation of the neuron η ∈ {µ1, µ2, ν1, ν2} and
yη := ReLU ◦ zη : R2 → R is its post-activation. For a layer i ∈ {1, 2}, we denote zi : R2 → R2 its pre-
activation and yi : R2 → R2 its post-activation. We denote Hη := {x ∈ R2 : zη(x) = 0} the 0-level set
of the pre-activation of neuron η. For k, l ∈ {1, . . . , 6}, we denote Fk,l the frontier between neighboring
regions Rk and Rl following the numbering given Figure F4.

Frontiers from the first layer There are two cases to consider separately regarding W1: the full rank
case and degenerated configurations. If W1 is full rank (i.e. rank 2), then we get from Hµi

= {x ∈ R2 :
(W1)i:x + (b1)i = 0} that dim(Hµi

) = 1 for every i ∈ {1, 2} and Hµ1
∩Hµ2

is a singleton. If W1 is not
full rank, then different (degenerated) configurations can occur: one Hµi

is of dimension 0 or 2 or Hµ1

and Hµ2
are parallel (or coincident). In any case, all level lines of zµ1

and zµ2
are parallel.

The full rank case.
Next, we assume W1 is full rank.

Frontiers from the second layer
In this case, the two hyperplanes generated by the first layer neurons are crossing lines, it means

that the first layer divides the input space R2 into 4 regions, that we denote Ak, k ∈ {1, . . . , 4}. We now
describe the possible shapes that the 0-level set of pre-activations of second layer neurons (so called bent
hyperplanes [40]) can take. This result is illustrated in Figure F5.

On each of the Ak, zνi
is an affine function of the input x: y1 and V2x are both affine in x on each

region. As in the reasoning for the first layer, Hνi
∩ int(Ak) can only be: the empty set, the full region Ak,

a segment which joins the two boundaries of Ak or a ray which intersects one boundary of Ak. Besides,
if Hνi

intersects two neighboring regions Ak and Al with rays/segment, then these rays/segments must
have a common point at the frontier Ak ∩ Al (to see it, consider x ∈ Hνi

∩ Ak ∩ Al and any point
y ∈ Hνi

∩ intAl, then [x, y] ⊂ Hνi
∩Al). Last, if Hνi

∩Ak is of dimension one (ray or segment) and Hνi

intersects the frontier Ak ∩ Al, then Hνi
∩ Al is also of dimension 1. In other words, if a segment or ray

of Hνi
hits a frontier, it must continue on the other side of the frontier.

Following the previous remarks, we provide in Figure F5 all admissible shapes for the bent hyperplane
of a neuron of the second layer.
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Fig. F5: Admissible shapes of the bent hyperplane of the second layer. Dotted lines correspond to crossing
hyperplanes given by neurons of the first layer. Top: non degenerated cases. Bottom: degenerated cases.

As fEX has strictly more than 4 regions, there exists at least one neuron of the second layer, wlog
ν1 ∈ N2, such thatHν1

∩intAk has dimension 1 for some region Ak (other cases correspond to degenerated
cases where νi does not introduce new regions in fEX). Using the notations in Figure F5, we end-up with
Hν1

∈ S := {s1, s2, s3, s4, s5} and Hν2
∈ S ∪ {s6, s7, s8, s9, s10}.

Frontiers of the full ICNN The last layer is linear with respect to y2 so it can not create additional
frontiers (i.e. can not add points of non differentiability of fEX). So, the landscape we observe in Figure F4
must correspond to the superposition of the bent hyperplanes of the second layer. On the other hand,
hyperplanes corresponding to the first layer may be partially hidden by the effect of the second layer.

Identification of the neurons At points A,B and C in Figure F4, pieces of hyperplanes cross, and
there is some bend. Hence, they correspond to at least one neuron of the first layer and one neuron of
the second layer. In particular, the points A,B,C all belong to Hµ1

∪Hµ2
. As they are not aligned, they

can not all belong to a single Hµi
, i ∈ {1, 2}: wlog, either [A,B] ⊂ Hµ1

, either [B,C] ⊂ Hµ1
.

• Case [B,C] ⊂ Hµ1 (Figure F6a). In that case B,C ∈ Hµ1 and A ∈ Hµ2 . Then, F5,6∪F6,4 corresponds
to a bent hyperplane associated with a neuron of the second layer, wlogHν1 (shapes s4 or s5 in Figure F5).
The frontiers F3,5 ∪F3,4 cannot also belong to Hν1 (shape s5): indeed, it would imply that Hµ1 and Hµ2

cross on [B,C] and A would not belong to Hµ2 . So, the only admissible pattern for Hν1 is then s4. So,
F3,5 ∪ F3,4 ⊂ Hν2 . We end up on a contradiction: at A, this bent hyperplane should split in two pieces,
impossible.

• Case [A,B] ⊂ Hµ1 (Figure F6b). In that case A,B ∈ Hµ1 and C ∈ Hµ2 . We have already excluded
[B,C] ⊂ Hµ2 , so either F4,6 ⊂ Hµ2 , either F5,6 ⊂ Hµ2 . The latter would correspond to a degenerate
configuration (parallel hyperplanes). Since we are focusing on the full-rank case for now, we do not study
it at this point. We thus end-up with the identification of Figure F6c (up to a permutation of neurons
in the same layer). Note that it corresponds to the initial configuration given by the non-ICNN network
implementing fEX.

Identification of the parameters Up to a scaling and to the sign, identifying the hyperplanes of the
first layer gives the weights and bias of the first layer:

W1 =

(
±1 0
0 ±1

)
, b1 =

(
0
0

)
(F74)
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(a) Case [B,C] ⊂ Hµ1

A

B

C

(b) Case [A,B] ⊂ Hµ1

A

B

C

(c) Final identification

Fig. F6: Identification of the neurons.

We can fix the output layer w3 = (1, 1) as ReLU networks are invariant modulo rescaling of parameters
[30]. The ICNN we consider is thus parametrized as follows:

(
1 1
)
ReLU

((
a b
c d

)
ReLU

(
ϵ1x1

ϵ2x2

)
+

(
e f
g h

)(
x1

x2

)
+

(
i
j

))
+ V3x+ b3 . (F75)

where, for k = 1, 2, ϵk ∈ {−1, 1} denotes the weight W1[µk, µk]. Define ζk = 1+ϵk
2 ∈ {0, 1}. Let us list all

the equations the ICNN must satisfy to have the same frontiers as our target function.

• F1:3. The equation of F1:3 is α(x2 − 1) = 0 with α ̸= 0. The zero-level set of zν1
on x1 ∈ R−, x2 ∈ R+

rewrites
−(1− ζ1)ax1 + ζ2bx2 + ex1 + fx2 + i = 0 ,

and we identify the equality constraints

−(1− ζ1)a+ e = 0 (F76)

ζ2b+ f = α (F77)

i = −α (F78)

• F2:4. The equation of F2:4 is β(x2−x1−1) = 0 with β ̸= 0. The zero level of zν1
on x1 ∈ R+, x2 ∈ R+ is

ζ1ax1 + ζ2bx2 + ex1 + fx2 + i = 0

and we identify the equality constraints

ζ1a+ e = −β (F79)

ζ2b+ f = β (F80)

i = −β (F81)

We get from Equations (F78) and (F81) that α = β. We study two cases: α > 0 and α < 0. In the
first case, wlog consider α = 1. Then, a first set of equations the ICNN weights must satisfy is:

−(1− ζ1)a+ e = 0 (F82)

ζ1a+ e = −1 (F83)

ζ1, ζ2 ∈ {0, 1} (activations of µ1, µ2 ∈ N1) (F84)

35



a, b, c, d ≥ 0 (ICNN architecture) (F85)

By injecting (F83) into (F82), we get a = −1 which contradicts the non-negativity constraint on a.
Now, we study the case where α < 0, wlog α = −1:

−(1− ζ1)a+ e = 0 (F86)

ζ1a+ e = 1 (F87)

ζ1, ζ2 ∈ {0, 1} (activations of µ1, µ2 ∈ N1) (F88)

a, b, c, d ≥ 0 (ICNN architecture) (F89)

In this case, we find a = 1 and there is no immediate contradiction at this stage. By (F78) i = 1 and
zν1((0, 0)) = i = 1 > 0 so ν1 is active on R5 (it is active at one point in the region and the activations
are constant on region).

Let us now identify weights associated to the second neuron ν2 ∈ N2.

• F3:5. The equation of F3:5 is γ(x2 − 0.5) = 0 with γ ̸= 0. The 0-level set of zν2 on x1 ∈ R−, x2 ∈ R+

rewrites
−(1− ζ1)cx1 + dζ2x2 + gx1 + hx2 + j = 0 (F90)

and we identify the equality constraints

−(1− ζ1)c+ g = 0 (F91)

ζ2d+ h = γ (F92)

j = −0.5γ (F93)

• F4:5. The equation of F4:5 is δ(x2+2x1−0.5) = 0 with δ ̸= 0. The 0-level set of zν2 on x1 ∈ R+, x2 ∈ R+

is
ζ1cx1 + ζ2dx2 + gx1 + hx2 + j = 0 (F94)

and we identify the equality constraints

ζ1c+ g = 2δ (F95)

ζ2d+ h = δ (F96)

j = −0.5δ (F97)

• F5:6. The equation of F5:6 is η(2x1 − 0.5) = 0 with η ̸= 0. The 0-level set of zν2
on x1 ∈ R+, x2 ∈ R− is

ζ1cx1 − (1− ζ2)dx2 + gx1 + hx2 + j = 0 (F98)

and we identify the equality constraints

ζ1c+ g = 2η (F99)

−(1− ζ2)d+ h = 0 (F100)

j = −0.5η (F101)

So, it follows γ = δ = η. We study two cases γ < 0 and γ > 0. Assume γ < 0, wlog consider γ = −1. It
gives the following set of constraints

−(1− ζ1)c+ g = 0 (F102)

ζ1c+ g = −2 (F103)
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ζ1, ζ2 ∈ {0, 1} (F104)

c, d ≥ 0, (F105)

which is not feasible as c = −2 contradicts the ICNN constraint c ≥ 0. So, γ has to be positive.
Rewriting the equation of F4:5 (second bullet) as 2γx1 + γx2 − 0.5γ = 0, we see that for x1, x2 < 0,

zν2 < 0 so ν2 is then inactive on R5. Recall that on this region ν1 is active and the pre-activation zν1 has
4 different affine pieces (depending on which side of Hµ1 and Hµ2 the input x is). Yet, we observe on the
landscape that fEX is 0 on this region. The skip connection term, v⊤3 x+ b3, cannot put at 0 a piecewise
affine function with 4 distinct linear pieces.

We end up with a non-feasibility argument: the frontiers of fEX can not be implemented by a 2
hidden-layers, 2 neurons per layer ICNN.

The degenerated case.
Now, assume W1 is not full rank. Then, the first layer can either generate two parallel but distinct

frontiers, either a single frontier. But these frontiers must pass through the 3 points A,B and C. This
requirement eliminates all cases, apart from Hµ1 and Hµ2 corresponding to F1:2 ∪ F3:4 and F5:6. Up to
a scaling and to the sign, identifying the hyperplanes of the first layer gives the weights and bias of the
first layer:

W1 =

(
±1 0
±1 0

)
, b1 =

(
0
± 1

4

)
(F106)

As done previously, we can fix the output layer w3 = (1, 1). The ICNN we consider is thus parametrized
as follows:

(
1 1
)
ReLU

((
a b
c d

)
ReLU

(
ϵ1x1

ϵ2(x1 − 1
4 )

)
+

(
e f
g h

)(
x1

x2

)
+

(
i
j

))
+ V3x+ b3 . (F107)

where, for k = 1, 2, ϵk ∈ {−1, 1} denotes the weight W1[µk, µk]. In this case, the two hyperplanes
generated by the first layer neurons are parallel and divide the input space R2 into 3 regions. On each of
these regions, zν1 and zν2 are affine function of the input. Applying the same reasoning as before, the 0-
level sets of the pre-activation of neurons ν1, ν2 ∈ N2 on neighboring regions must be connected. We thus
identify Hν1 to F1:3 ∪ F2:4 and Hν2 to F3:5 ∪ F4:5 ∪ F4:6. We now study the constrains associated to Hν2 .

• F3:5. The equation of F3:5 is γ(x2 − 0.5) = 0 with γ ̸= 0. The 0-level set of zν2
on x1 ∈ R−, x2 ∈ R+

rewrites
−(1− ζ1)cx1 − d(1− ζ2)(x1 − 0.25) + gx1 + hx2 + j = 0 (F108)

so we identify the equality constraints

−(1− ζ1)c− d(1− ζ2) + g = 0 (F109)

h = γ (F110)

0.25d(1− ζ2) + j = −0.5γ (F111)

• F4:5. The equation of F4:5 is δ(x2+2x1−0.5) = 0 with δ ̸= 0. The 0-level set of zν2
on x1 ∈ R+, x2 ∈ R+

is
ζ1cx1 − d(1− ζ2)(x1 − 0.25) + gx1 + hx2 + j = 0 (F112)

ζ1c− d(1− ζ2) + g = 2δ (F113)

h = δ (F114)

0.25d(1− ζ2) + j = −0.5δ (F115)

37



• F4:6. The equation of F4:6 is ηx2 = 0 with η ̸= 0. The 0-level set of zν2 on x1 ∈ R+, x2 ∈ R− is

ζ1cx1 + ζ2d(x1 − 0.25) + gx1 + hx2 + j = 0 (F116)

ζ1c+ ζ2d = 0 (F117)

h = η (F118)

−0.25ζ2d+ j = 0 (F119)

From which we identify:

• by Equations (F110), (F114) and (F118), γ = δ = η,
• by Equation (F109)

−c− d+ ζ1c+ ζ2d︸ ︷︷ ︸
=0 by (F117)

+g = 0 (F120)

and by Equation (F113)

−d+ ζ1c+ ζ2d︸ ︷︷ ︸
=0 by (F117)

+g = 2γ (F121)

from which if follows
c = 2γ, (F122)

together with c ≥ 0 (ICNN condition), it follows γ (which is ̸= 0) must be positive.
• by Equations (F111) and (F119)

0.25d = −0.5γ − (j − 0.25dζ2)︸ ︷︷ ︸
=0 by (F119)

(F123)

leading to 0.25d = −0.5γ < 0 which contradicts the non-negativity constraint on d.

We can conclude that the degenerate case is non-feasible with respect to the ICNNs constraints.
To wrap up, we cannot find an ICNN with 2 layers and 2 neurons per layer such that it implements

fEX, which concludes the proof.

F.2 Sanity check of the necessary convexity condition given in Lemma 5.1

For any neuron η ∈ (N1 = {µ1, µ2})∪ (N2 = {ν1, ν2}), note that Xη is by definition the set of points such
that zη(x1, x2) = 0 and zη′(x1, x2) ̸= 0 for η′ ̸= η. Each pre-activation is a function from R2 to R given by:

zµ1 : (x1, x2) 7→ x1 (F124)

zµ2 : (x1, x2) 7→ x2 (F125)

zν1
: (x1, x2) 7→ −ReLU (x1) + ReLU(x2)− 1 (F126)

zν2
: (x1, x2) 7→ 2ReLU (x1) + ReLU (x2)− 0.5 (F127)

It follows

Xµ1 = {x ∈ R2 : x1 = 0} \ {(0, 0), (0, 1), (0, 0.5)} = {0} × (−∞, 0) ∪ (0, 0.5) ∪ (0.5, 1) ∪ (1,+∞) (F128)

Xµ2
= {x ∈ R2 : x2 = 0} \ {(0, 0), (0, 0.25)} = (−∞, 0) ∪ (0, 0.25) ∪ (0.25,+∞)× {0} (F129)
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Xν1 = {x ∈ R2
+ : −x1 + x2 − 1 = 0} \ {(0, 1)} (F130)

Xν2 = {x ∈ R2
+ : 2x1 + x2 − 0.5 = 0} \ {(0, 0.25), (0.25, 0)} (F131)

All neurons are isolated

By definition, a neuron η ∈ (N1 = {µ1, µ2}) ∪ (N2 = {ν1, ν2}) is isolated if Xη ̸= ∅, which is clearly
satisfied.

Determine a2(Xµ1)

• Consider x = (x1 = 0, x2) with x2 ∈ (1,+∞):

zν1(x) > 0, zν2(x) > 0, (F132)

so (1, 1) ∈ a2(Xµ1
).

• Consider x = (x1 = 0, x2) with x2 ∈ (0.5, 1):

zν1
(x) < 0, zν2

(x) > 0, (F133)

so (0, 1) ∈ a2(Xµ1
).

• Consider x = (x1 = 0, x2) with x2 ∈ (−∞, 0) ∪ (0, 0.5):

zν1
(x) < 0, zν2

(x) < 0, (F134)

so (0, 0) ∈ a2(Xµ1).

We end up with a2(Xµ1
) = {(0, 0), (0, 1), (1, 1)}.

Appendix G Algorithm

In the case of ReLU neurons, any input point x in Rd can be assigned a sign-vector σ(x) :=
(sign(zν(x)))ν∈H – where sign(u) = u/|u| except for sign(0) whose value is 0. The sign-vector of a point
is simply related to its activations by (aν(x))ν∈H = ReLU(σ(x)).

The algorithm of Berzins [35] extracts the 1-faces of the polyhedral complex, i.e. its edges, together
with their sign-vectors. We use this information to reconstruct the set of reachable activations a(Xν):
first, we use sign-vectors of points on 1-faces to derive sign-vectors of points on d− 1-faces. Then, taking
the ReLU of this vector yields the activations needed to check convexity.

The sign-vector of any point belonging to a 1-face contains d− 1 zero entries: it lies on the 0-level set
of d−1 different preactivations. On the other hand, sign-vectors of points on d−1-faces have exactly one
zero, because they correspond to points where only one preactivation is 0. Sign-vectors on such point can
be recovered by following the so-called perturbation process described in Berzins [35, Section 4.1] which
enables to recover all faces, in particular the d− 1 faces. For a neuron ν:

• we find all possible sign-vectors of points on 1-faces where the coordinate ν is 0
• for each vector, for every subset of d− 2 vanishing entries, we replace those 0 values by every possible
combination of 1 and -1 (perturbation process). This gives all the sign-vectors of points on d− 1-faces.

• taking the ReLU of those sign-vectors gives the corresponding activations, that we use in the same
fashion as for the first bottleneck in Section 8 to compute ⟨a,Φν→⟩.
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