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A B S T R A C T
The principal-singular-vector utilization modal analysis (PUMA) related algorithms have been
proposed to address the problem of insufficient robustness of the method of direction estimation
(MODE) related algorithms, which are sensitive to the parity of the number of sources due to
the additional assumption and constraints on the symmetry of the root polynomial coefficients.
Moreover, the MODE-related algorithms do not have severe performance degradation when the
source covariance matrix is rank deficient, however, the initial PUMA-related algorithms will have
a degraded performance under such circumstances. The initial PUMA is developed using a full
rank source covariance matrix hypothesis, which is not valid for coherent sources. In this paper, a
rigorous extension of the PUMA and enhanced-PUMA (EPUMA) is proposed to handle the case
where the source covariance matrix may be rank deficient. The modified PUMA/EPUMA (Mod-
PUMA/EPUMA) can be applied rigorously in the case of multiple coherent sources. In addition, it
has lower computational complexity and faster convergence than the initial PUMA/EPUMA. The
effectiveness of the Mod-PUMA/EPUMA is shown by experimental comparison with the initial
PUMA-related algorithms and MODE-related algorithms.

1. Introduction
The subspace based direction-of-arrival (DOA) finding

methods, such as MUSIC [1], ESPRIT [2, 3], and their
improvements [4], have competitive advantages in compu-
tational complexity and resolution power, with respect to
the maximum likelihood method and beamforming based
methods, respectively. However, for coherent sources, the
above algorithms require a preprocessing by some decorrela-
tion techniques, e.g., spatial smoothing (SS) [5, 6], modified
spatial smoothing preprocessing (MSSP) [7, 8], which sig-
nificantly reduces the effective aperture of the sensor array.
Unitary root-MUSIC is found to be equivalent to forward-
backward spatial smoothing (FBSS) root-MUSIC [9]. Al-
though it has a better decoherence performance compared
with the conventional root-MUSIC, it is not suitable for
the case where there are more than three coherent sources
[10]. The method of direction estimation (MODE) can deal
with correlated sources with additional constraints on the
symmetry of the root polynomial coefficients [11]. However,
these constraints result in some performance degradation in
the case of odd source number, even for single source case
[10]. To improve the performance breakdown of MODE
at low SNR region, MODE with extra-roots (MODEX)
is proposed in [12]. Suppose that there are 𝐾 incoming
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sources, MODEX runs the MODE algorithm twice with the
source number being K and P (P > K), respectively, to
generate (P+K) DOA candidates, then selects K of them by
a maximum likelihood (ML) based cost function [12]. It is
shown that MODEX can improve the threshold performance
of MODE in the case of K being odd and 𝑃 = 𝐾 + 1 being
even [10].

The principal-singular-vector utilization for modal anal-
ysis (PUMA, called classical PUMA in the rest of this paper)
proposed in [13], has further reduced the computational
complexity compared to MUSIC and ESPRIT [14, 15].
Besides, its estimation performance reaches the Cramér-
Rao bound (CRB) [16] under conditions of sufficiently high
SNR and/or a large number of samples. Even in the case
of low SNR and a small number of samples, the classical
PUMA surpasses MODE due to the absence of additional
constraints on the polynomial coefficients [10, 17]. With a
similar idea as MODEX, [18] introduces enhanced-PUMA
(EPUMA, called classical EPUMA in the rest of this paper)
to improve the performance breakdown in the situations of
low SNR and/or a small number of samples, especially when
there are coherent sources. Interestingly, [19] has shown that
EPUMA and MODEX have equivalent cost functions based
on different theories.

During our investigation into the DOA estimation of
coherent signals with frequency beam scanning leaky-wave
antennas (FBS-LWA) [20] and the time delay estimation of
coherent echoes with a ground penetrating radar (GPR) [17],
the classical PUMA and EPUMA in the initial papers [10]
and [18] are mathematically based on a full rank source
covariance matrix hypothesis. They use the eigenvectors
associated with the 𝐾 (the true number of sources) largest
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eigenvalues to reconstruct the signal subspace, which is
no longer true in the coherent sources situation. Actually,
the classical PUMA/EPUMA cannot work correctly if the
source covariance matrix is rank deficient. Therefore, rigor-
ously, the classical PUMA cannot handle coherent sources.
However, thanks to the presence of noise and limited number
of samples, the appropriate DOA estimation steps could still
be conducted in simulations.

To solve this problem, the modified PUMA (Mod-
PUMA) and the modified EPUMA (Mod-EPUMA) are pro-
posed. The proposed Mod-PUMA uses the eigenvectors
associated with the 𝑁𝑟 (the actual rank of the sources co-
variance matrix) largest eigenvalues to reconstruct the signal
subspace, which explicitly takes into account the possible
rank deficiency of the source covariance matrix. The pro-
posed Mod-EPUMA is a two-step selection strategy of the
proposed Mod-PUMA based on the stochastic ML (Sto-ML)
criteria to further improve the performance in the case of
multiple coherent sources, while the classical EPUMA used
the deterministic ML (Det-ML) criteria [18]. Additionally,
due to𝐾 > 𝑁𝑟 in multiple coherent sources case, the compu-
tational complexity of the proposed Mod-PUMA/EPUMA,
using fewer signal eigenvectors during the processes, is
smaller than that of the classical PUMA/EPUMA. The pro-
posed Mod-PUMA/EPUMA is used in [20], which shows
a promising estimation performance for coherent signals,
without a comprehensive analysis and comparison with clas-
sical PUMA/EPUMA, which constitutes the primary focus
of this paper. So this paper highlights the reason behind
the improvement and emphasizes the advantages of the
proposed algorithms.

The rest of the paper is organized as follows. Section 2
introduces the data model, Section 3 presents the detailed
steps of the proposed Mod-PUMA/EPUMA, Section 4 pro-
vides simulation results, and Section 5 concludes the paper.

2. System Model
Suppose that there are 𝐾 far field narrowband sources

impinging on a uniform linear array (ULA) with 𝑁 (𝐾 <
𝑁) half wavelength spaced sensors from distinct directions
{

𝜃1, ..., 𝜃𝐾
}, and 𝐾 is assumed to be known.

The received signals can be expressed as
𝐲(𝑡) = 𝐀𝐬(𝑡) + 𝐧(𝑡), 1 ≤ 𝑡 ≤ 𝑀 (1)

where 𝐲(𝑡) =
[

𝑦1 (𝑡) , 𝑦2 (𝑡) ,… , 𝑦𝑁 (𝑡)
]𝑇 ∈ ℂ𝑁×1

represents the received signal vector, 𝐬(𝑡) =
[

𝑠1(𝑡), 𝑠2(𝑡),… , 𝑠𝐾 (𝑡)
]𝑇 ∈ ℂ𝐾×1 denotes the source signal

vector, 𝐧(𝑡) =
[

𝑛1 (𝑡) , 𝑛2 (𝑡) ,… , 𝑛𝑁 (𝑡)
]𝑇 ∈ ℂ𝑁×1 is the

noise vector with zero mean and covariance matrix 𝜎2𝐈𝑁 ,
where 𝜎2 is the noise power and 𝐈𝑁 ∈ ℂ𝑁×𝑁 is the identity
matrix. The noise is assumed to be uncorrelated with 𝐬(𝑡).
𝐀 =

[

𝐚
(

𝜃1
)

, 𝐚
(

𝜃2
)

,… , 𝐚
(

𝜃𝐾
)]

∈ ℂ𝑁×𝐾 is the steering
matrix, where 𝐚

(

𝜃𝑖
)

=
[

1, 𝑒𝑗𝜋 sin(𝜃𝑖),… , 𝑒𝑗𝜋(𝑁−1) sin(𝜃𝑖)
]𝑇 ∈

ℂ𝑁×1 denotes the steering vector. 𝑀 represents the number
of snapshots.

The covariance matrix of 𝐲(𝑡) can be written as
𝚪 = 𝐸

[

𝐲(𝑡)𝐲(𝑡)𝐻
]

= 𝐀𝚪𝑠𝐀𝐻 + 𝜎2𝐈𝑁 (2)
where 𝚪𝑠 = 𝐸

[

𝐬𝐬𝐻
]

∈ ℂ𝐾×𝐾 denotes the source covariance
matrix. The rank of 𝚪𝑠 is

1 ≤ 𝑟𝑎𝑛𝑘
(

𝚪𝑠
)

= 𝑁𝑟 ≤ 𝐾 (3)
when 𝑁𝑟 = 𝐾 , the sources are uncorrelated, when 𝑁𝑟 < 𝐾 ,
some sources are coherent, especially, when 𝑁𝑟 = 1, all
sources are fully coherent. The classical PUMA [10] uses
the eigenvectors associated with the 𝐾 largest eigenvalues of
𝚪 to reconstruct the signals subspace, or more precisely, the
mathematical development of the classical PUMA is based
on a non-coherent sources hypothesis.

In this paper, we modify the classical PUMA/EPUMA
methods to directly and explicitly take into account the
situation when the source covariance matrix may be rank
deficient.

3. Modified PUMA/EPUMA Algorithms
3.1. Modified PUMA and EPUMA

The eigenvalue decomposition of 𝚪 (2) can be written as
[20]

𝚪 = 𝐀𝚪𝑠𝐀𝐻 + 𝜎2𝐈𝑁 =
𝑁𝑟
∑

𝑖=1

(

𝜆𝑖 + 𝜎2)𝐮𝑖𝐮𝐻
𝑖 +

𝑁
∑

𝑖=𝑁𝑟+1
𝜎2𝐮𝑖𝐮𝐻

𝑖

= 𝐄𝑠𝚲𝑠𝐄𝐻
𝑠 + 𝜎2𝐈𝑁 = 𝐄𝑠𝐃𝑠𝐄𝐻

𝑠 + 𝐄𝑛𝐃𝑛𝐄𝐻
𝑛

(4)

where the columns of 𝐄𝑠 =
[

𝐮1,… ,𝐮𝑁𝑟

]

are the
eigenvectors associated with the 𝑁𝑟 largest eigenvalues
in 𝐃𝑠 = 𝑑𝑖𝑎𝑔

(

𝜆1 + 𝜎2,… , 𝜆𝑁𝑟
+ 𝜎2

)

and 𝚲𝑠 =

𝑑𝑖𝑎𝑔
(

𝜆1,… , 𝜆𝑁𝑟

)

, they span the signal subspace. The
columns of 𝐄𝑛 =

[

𝐮𝑁𝑟+1,… ,𝐮𝑁
]

are the eigenvectors
associated with the N − N𝑟 smallest eigenvalues in 𝐃n =
𝑑𝑖𝑎𝑔

(

𝜎2,… , 𝜎2
), they span the noise subspace.

Then from (4),
𝐀𝚪𝑠𝐀𝐻 = 𝐄𝑠𝚲𝑠𝐄𝐻

𝑠 (5)
as the rank of 𝚪𝐬 is 𝑁𝑟, it can be decomposed by 𝚪𝑠 = 𝐓𝐓𝐻 ,
with 𝐓 ∈ ℂ𝐾×𝑁𝑟 , then we have,

𝐀𝐓𝐓𝐻𝐀𝐻 = 𝐄𝑠𝚲
1∕2
𝑠 𝚲𝐻∕2

𝑠 𝐄𝐻
𝑠 (6)

where 𝚲1∕2
𝑠 ∈ ℂ𝑁𝑟×𝑁𝑟 . From (6),

𝐄𝑠 = 𝐀𝐓1 (7)
where 𝐓1 ∈ ℂ𝐾×𝑁𝑟 , (7) implies 𝑠𝑝𝑎𝑛 (𝐄𝑠

)

= 𝑠𝑝𝑎𝑛
(

𝐀𝐓𝟏
).

The Mod-PUMA is based on the following orthogonal
relation obtained from the linear prediction theory as in [18],

𝐁𝐀 = 𝟎 (8)
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where 𝐁 ∈ ℂ(𝑁−𝐾)×𝑁 is a Toeplitz matrix, given by

𝐁 =

⎡

⎢

⎢

⎢

⎣

𝑐𝐾 𝑐𝐾−1 ⋯ 𝑐0 0 ⋯ 0 0
0 𝑐𝐾 ⋯ ⋯ 𝑐0 0 ⋯ 0
⋯ … ⋯ ⋱ ⋯ ⋯ ⋯ 0
0 0 ⋯ 0 𝑐𝐾 ⋯ ⋯ 𝑐0

⎤

⎥

⎥

⎥

⎦

(9)

(8) means that for the k̃th column in 𝐀, the lth ≥ K + 1
row is a linear combination of the K previous rows, which
can be expressed as

zl
k̃ +

K
∑

i=1
cizl−i

k̃ = 0, 1 ≤ k̃ ≤ K, 𝐾 + 1 ≤ l ≤ N (10)

where 𝑐0 = 1, zk̃ = ej𝜋 sin(𝜃k̃). Now, the objective is to find
the value of ci, then the directions 𝜃1, ..., 𝜃K can be obtained
by the roots of the following polynomial of order K,

K
∑

i=0
cizK−i = 0 (11)

.
From (7) and (8),
𝐁𝐀𝐓1 = 𝐁𝐄𝑠 = 𝐁

[

𝐮1,𝐮2,… ,𝐮𝑁𝑟

]

= 𝟎(𝑁−𝐾,𝑁𝑟) (12)
thus, for the k𝑡ℎ column of 𝐄𝑠,

[

𝐮𝑘
]

𝑙 +
𝐾
∑

𝑖=1
𝑐𝑖
[

𝐮𝑘
]

𝑙−𝑖 = 0, 1 ≤ 𝑘 ≤ 𝑁𝑟, 𝐾 +1 ≤ 𝑙 ≤ 𝑁 (13)

Note, the maximum value of 𝑘, which is also the number
of the retained signal subspace vectors, is not the true num-
ber of sources K as used in [18], but the actual rank 𝑁𝑟 of
the source covariance matrix, which is the main difference
between the proposed modified PUMA and the original one,
making the proposed method rigorous for estimating the
DOAs of coherent sources.

So (13) can be rewritten as
𝐅𝑘𝐜 − 𝐠𝑘 = 𝟎(𝑁−𝐾,1), 1 ≤ 𝑘 ≤ 𝑁𝑟 (14)

where

𝐅𝑘 =

⎡

⎢

⎢

⎢

⎣

[

𝐮𝑘
]

𝐾
[

𝐮𝑘
]

𝐾−1 ⋯
[

𝐮𝑘
]

1
[

𝐮𝑘
]

𝐾+1
[

𝐮𝑘
]

𝐾 ⋯
[

𝐮𝑘
]

2
⋮ ⋮ ⋱ ⋮

[

𝐮𝑘
]

𝑁−1
[

𝐮𝑘
]

𝑁−2 ⋯
[

𝐮𝑘
]

𝑁−𝐾

⎤

⎥

⎥

⎥

⎦

(𝑁−𝐾,𝐾)

𝐠𝑘 = −

⎡

⎢

⎢

⎢

⎣

[

𝐮𝑘
]

𝐾+1
[

𝐮𝑘
]

𝐾+2
⋮

[

𝐮𝑘
]

𝑁

⎤

⎥

⎥

⎥

⎦

𝐜 =
⎡

⎢

⎢

⎢

⎣

𝑐1
𝑐2
⋮
𝑐𝐾

⎤

⎥

⎥

⎥

⎦

(15)

and
vec

(

𝐁𝐄𝑠
)

= 𝐅𝐜 − 𝐠 = 𝟎((𝑁−𝐾)𝑁𝑟,1) (16)
where

𝐅 =

⎡

⎢

⎢

⎢

⎣

𝐅1
𝐅2
⋮

𝐅𝑁𝑟

⎤

⎥

⎥

⎥

⎦((𝑁−𝐾)𝑁𝑟,𝐾)

𝐠 =

⎡

⎢

⎢

⎢

⎣

𝐠1
𝐠2
⋮
𝐠𝑁𝑟

⎤

⎥

⎥

⎥

⎦((𝑁−𝐾)𝑁𝑟,1)

(17)

Due to the presence of noise, (16) is only an approxima-
tion. As proposed in [18], 𝐜 can be obtained by the following
weighted least squares (WLS) solution,

�̂�𝑤𝑙𝑠 =
(

𝐅𝐻𝐖𝐅
)−1 𝐅𝐻𝐖𝐠 (18)

with 𝐖 ≅ �̂�⊗
(

𝐁𝐁𝐻)−1 and the diagonal matrix �̂� defined
as

�̂� = diag

(

𝜆21
𝜆1 + 𝜎2

,
𝜆22

𝜆2 + 𝜎2
,… ,

𝜆2𝑁𝑟

𝜆𝑁𝑟
+ 𝜎2

)

(19)

with 𝜎2 = 𝑡𝑟(�̂�𝑛)
𝑁−𝑁𝑟

.
If after a preprocessing by some decorrelation tech-

niques, the rank of the source covariance is fully recovered,
then 𝑁𝑟 is equivalent to 𝐾 , as in [18]. However, if the
rank of the source covariance matrix is partially recovered
(𝑁𝑟 < 𝐾), then 𝜆𝑁𝑟+1 = … = 𝜆𝐾 = 0, making 𝐓𝑐 =

diag

((

𝜆′1−𝜎
2
)2

𝜆′1
,

(

𝜆′2−𝜎
2
)2

𝜆′2
,… ,

(

𝜆′𝐾−𝜎2
)2

𝜆′𝐾

)

, where 𝜆′𝑖 = 𝜆𝑖 +

𝜎2, as in [18], a singular matrix (non-invertible matrix) under
no noise and infinite number of snapshots situation (𝜆′𝑖 =
𝜎2 = 0, 𝑖 = 𝑁𝑟 + 1,… , 𝐾).

In practice, thanks to the presence of noise and the finite
number of snapshots, the last 𝐾 − 𝑁𝑟 elements on the
diagonal of 𝐓𝑐 are not exactly zero, then 𝐓𝑐 is still invertible
to conduct the subsequent calculations, even it is very ill-
conditioned.

Moreover, in coherent sources case, the eigenvectors
associated with the 𝑁𝑟 largest eigenvalues, 𝐮1,… ,𝐮𝑁𝑟

, span
the signal subspace, so only 𝑁𝑟 eigenvectors are needed
to reconstruct 𝐅. Therefore the proposed modification can
reduce the computational complexity due to not only the
decreased dimensions of the matrices 𝐅, 𝐠, 𝐓, and 𝐖 by a
factor of 𝐾∕𝑁𝑟, but also the reduced number of iterations
𝑛𝑖𝑡𝑒𝑟 by avoiding the possibility of mixing signal and noise
eigenvectors [21].

It can be seen from (9) and (18) that the values of 𝐖
and 𝐜 depend on each other. Consequently, the Mod-PUMA
is summarized in the following steps to obtain the 𝐾 DOA
estimates.

1. Estimate the covariance matrix 𝚪 by �̂� =
1
𝑀

∑𝑀
𝑡=1

[

𝐲(𝑡)𝐲(𝑡)𝐻
]

∈ ℂ𝑁×𝑁 .
2. Let 𝚪 = �̂�, then make the eigenvalue decomposition

of 𝚪 and find 𝐄𝑠 by (4).
3. Obtain 𝐅 and 𝐠 according to (13)-(17).
4. Calculate the initial 𝐜 by the LS method, �̂� = �̂�ls =

(

𝐅H𝐅
)−1 𝐅H𝐠.

5. Find the weighting matrix 𝐖 with �̂� by 𝐖 ≅ �̂� ⊗
(

𝐁𝐁H)−1 and (9), (18).
6. Calculate �̂�𝑤𝑙𝑠 with 𝐖 by (18).
7. Determine whether ‖�̂�− �̂�𝑤𝑙𝑠‖2 becomes stable, if not

let �̂� = �̂�𝑤𝑙𝑠, and repeat steps 5 and 6 until the stable criterion
is satisfied, then obtain �̂�.
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Table 1
Comparison of computational complexity between the classical EPUMA and the Mod-EPUMA

Equation Classical EPUMA computational complexity Mod-EPUMA computational complexity

𝐖 (𝐾(𝑁 − 𝑃 )3) (𝑁𝑟(𝑁 − 𝑃 )3)
𝐜𝑊𝐿𝑆 (2𝑃 2𝐾(𝑁 − 𝑃 ) + 2𝑃𝐾2(𝑁 − 𝑃 )2 + 𝑃 3 (2𝑃 2𝑁𝑟(𝑁 − 𝑃 ) + 2𝑃𝑁2

𝑟 (𝑁 − 𝑃 )2 + 𝑃 3

+𝑃𝐾(𝑁 − 𝑃 )) +𝑃𝑁𝑟(𝑁 − 𝑃 ))
Total complexity (𝑁2𝑀 +𝑁3 + 𝐺(3𝑁3 + 4𝑁𝐾2 + 2𝑁2𝐾 + 2𝐾3) (𝑁2𝑀 +𝑁3 + 𝐺(3𝑁3 + 4𝑁𝐾2 + 2𝑁2𝐾 + 2𝐾3)

+𝑛𝑖𝑡𝑒𝑟(𝑁3𝐾3 − 11𝑁𝐾2 − 2𝑁2𝐾 + 4𝐾3𝑁 + 4𝐾2𝑁2)) +𝑛𝑖𝑡𝑒𝑟(𝑁3𝑁3
𝑟 − 11𝑁𝑁2

𝑟 − 2𝑁2𝑁𝑟 + 4𝑁3
𝑟𝑁 + 4𝑁2

𝑟𝑁
2))

The Sto-ML cost function as shown in (21) is applied in the classical EPUMA and the Mod-EPUMA.

8. Find the 𝐾 roots zk̃ of the polynomial (11), then the K
DOA candidates are obtained by

�̂�k̃ = sin−1
(

∠�̂�k̃
𝜋

)

, k̃ = 1, 2,… ,K (20)

The Mod-EPUMA is a two step DOA selection strategy
of the Mod-PUMA based on the Sto-ML criteria to improve
the estimation performance, while the initial EPUMA used
the Det-ML criteria [18]. So the steps of the Mod-EPUMA
are summarized as follows,

1. Apply the Mod-PUMA twice, first with the actual
source number 𝐾 , then with a supposed larger source num-
ber 𝑃 (P > K), to generate (K + P) DOA candidates.

2. Select the K DOAs from the (K + P) DOA candidates
based on the Sto-ML cost function as follows,

2.1. Divide the (K + P) DOA candidates into G =
(P+K)!

K!P! different groups with K DOAs in each group, repre-
sented by 𝚯1, ...,𝚯G, corresponding to G different 𝐀, i.e.,
𝐀(𝚯1), ...,𝐀(𝚯G).2.2. Calculate the Sto-ML cost function L(𝚯i) of each
𝐀(𝚯i), i ∈ {1,… ,G},

L(𝚯𝑖) = log

{

𝑑𝑒𝑡

(

𝐏𝐀𝚪𝐏𝐀 +
tr
(

𝐏⊥
𝐀𝚪

)

𝐏⊥
𝐀

𝑁 −𝐾

)}

(21)

with 𝐏𝐀 = 𝐀(𝚯𝑖)(𝐀𝐻 (𝚯𝑖)𝐀(𝚯𝑖))−1𝐀𝐻 (𝚯𝑖), and 𝐏⊥
𝐀 = 𝐈𝑁−

𝐏𝐀.
2.3 Choose the group 𝚯i with the minimum L(𝚯i).

3.2. Complexity analysis
Compared with the classical PUMA/EPUMA, the Mod-

PUMA/EPUMA can approximately reduce the dimensions
of the matrices 𝐅, 𝐠,𝐓 and 𝐖 by a factor of 𝐾∕𝑁𝑟. Con-
sequently, the complexity of the Mod-PUMA/EPUMA is
reduced. With the number of iterations 𝑛𝑖𝑡𝑒𝑟, the computa-
tional complexity of some key steps and the total scheme of
the Mod-EPUMA and the classical EPUMA are detailed in
Table 1.

4. Simulation Results
The performance of the Mod-PUMA/EPUMA, the clas-

sical PUMA/EPUMA, and the MODE/MODEX is com-
pared in the simulations. We consider a 10 half wavelength
spaced elements ULA receiving 𝐾 coherent sources, with

coherence coefficient1𝝆 = 𝟏 unless stated otherwise. The
number of iterations 𝑛𝑖𝑡𝑒𝑟 in the MODE/PUMA-related al-
gorithms is 3, the number of snapshots 𝑀 is 50 and the
number of Monte Carlo test 𝐼 is 100. MODEX/EPUMA
employs the MODE/PUMA twice with 𝑃 = 𝐾 and 𝑃 =
𝐾 + 1, respectively. The remaining simulations use the
same parameters, unless otherwise specified. Additionally,
the rank of the source covariance matrix 𝑁𝑟 is set to 1 and 2
after employing FBSS for coherent sources. RMSE is used to
assess the performance of the compared algorithms, which
is defined as

𝑅𝑀𝑆𝐸 =

(

1
KI

𝐾
∑

�̃�=1

𝐼
∑

𝑖=1

(

�̂��̃�,𝑖 − 𝜃�̃�
)2
)1∕2

(22)

where �̂��̃�,𝑖 is the �̃�𝑡ℎ estimated angle obtained from the 𝑖𝑡ℎ

Monte Carlo test, 𝜃�̃� is the �̃�𝑡ℎ true angle.
In the first simulation, we compare the performance

of the MODEX and the classical EPUMA under rank
deficiency of the source covariance matrix situations and
different ML cost functions. Three coherent sources come
from the directions [1◦, 8◦, 35◦], and SNR is defined as the
ratio between the sum of signal powers and the complex
additive white Gaussian noise power. In the case of fully
coherent sources, the rank of the source covariance matrix is
1. Because the matrix 𝐅𝐻𝐖𝐅 in the classical algorithms is
ill-conditioned, the classical EPUMA still suffers from rank
deficiency. The 𝐾 eigenvectors used in EPUMA actually in-
volve the noise subspace, making it sensible for the presence
of the noise. Therefore, the performance of EPUMA-Sto and
EPUMA-Det is poor in Fig.1. With FBSS2 method, the rank
of the source covariance matrix has been partly recovered
and becomes to 2. At this point, less information about the
noise interferes with the DOA estimation and thus the perfor-
mance of EPUMA-FB-Sto and EPUMA-FB-Det is greatly
improved. In conclusion, the classical EPUMA cannot effi-
ciently handle the case of fully coherent sources. However,

1In terms of correlated signals, 𝐬(t) in (1) can be expressed as 𝐬(𝑡) =
𝝆𝐬0(t) with generation source 𝐬0(t) and coherence coefficient vector 𝝆 =
[

𝜌1, 𝜌2,… , 𝜌K
]𝑇 .

2Note that FBSS is expressed by 𝚪𝐹𝐵 = 1
2 (𝚪+𝐉1𝚪

∗𝐉1), where 𝐉1 is the
(𝑁 ×𝑁) anti-identity matrix (exchange matrix). Since FBSS is equivalent
to MSSP with only one subarray, in 𝐾 ≥ 3 fully coherent sources case,
FBSS can only partially recover the rank of the source covariance matrix.
Note, after preprocessing by FBSS, Nr = 2 for the full multiple coherent
sources when K ≥ 2.
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Figure 1: DOA estimation of EPUMA/MODEX for three fully
coherent sources from directions 1◦, 8◦, 35◦

the presence of noise and limited number of snapshots allow
the classical methods to continue to work. In fact, for limited
snapshots, the noise free sources covariance matrix is not
strictly singular, even if it is very ill-conditioned, it behaves
like that the sources are not fully coherent.

Despite the incorporation of the FBSS method,
EPUMA-FB continues to exhibit the rank-deficiency
issue, thereby rendering its performance at low SNR
susceptible to the interference of noise. In contrast,
MODEX is not subject to this limitation and therefore
exhibits superior performance compared to EPUMA-FB.
Furthermore, the addition of FBSS does not result in any
additional enhancement in the performance of MODEX
[22]. Therefore, in the following simulations, FBSS is only
applied to PUMA-related algorithms.

Moreover as shown in Fig.1, for either MODEX or
classical EPUMA algorithms, Sto-ML always has a clearly
distinct advantage over Det-ML. Despite the higher com-
putational complexity of Sto-ML, it greatly improves the
performance in the case of coherent sources, which has been
proven to make MODEX more performant, especially in low
SNR regions [12]. Therefore, although the classical EPUMA
adopts the Det-ML cost function in [10] and [18], the Sto-
ML cost function is used in the MODEX, EPUMA, and
Mod-EPUMA in the following coherent sources scenarios.

In the second simulation, the performance of the classi-
cal PUMA/EPUMA and Mod-PUMA/EPUMA is compared
with three coherent sources [1◦, 8◦, 35◦]. As shown in Fig.
2, the threshold performance of the classical PUMA is
poor, but greatly improved when combined with the FBSS
method. It is clear that Nr = 1 for fully coherent sources
and Nr = 2 after adopting FBSS. At this point, for the clas-
sical PUMA and the classical PUMA with FBSS, 𝐓𝑐 is ill-
conditioned, and 𝐅 is reconstructed by the eigenvectors 𝐮1,
𝐮2, 𝐮3. So the classical PUMA-related algorithms still face
the problem of rank deficiency, however thanks to the limited
snapshots (making the source covariance matrix not strictly
rank deficient) and noise, they can still work. Compared
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Figure 2: DOA estimation of classical PUMA/EPUMA and
Mod-PUMA/EPUMA for three fully coherent sources from
directions 1◦, 8◦, 35◦

with the classical PUMA, the performance of the proposed
Mod-PUMA, where 𝐅 is reconstructed only by 𝐮1, shows a
significant improvement at high SNR region, which matches
the aforementioned motivation of the proposed modification.

Meanwhile, the impact of the MSSP3 and FBSS is also
compared. The MSSP method could fully recover the rank
of the source covariance matrix to make the classical PUMA
and EPUMA work properly but with the cost of a reduced
effective antenna aperture. Due to its higher dimensionality
of the covariance matrix compared to MSSP, the same algo-
rithm with FBSS could perform better. Note that after adopt-
ing FBSS, the classical PUMA and EPUMA algorithms still
have the problem of rank deficiency for K = 3, and (18)
in classical PUMA/EPUMA algorithms still suffer from ill-
condition problems for subsequent computations. So com-
pared with the PUMA-related algorithms, due to the con-
sideration of rank deficiency, the Mod-PUMA/Mod-PUMA-
FB shows a significant improvement over PUMA/PUMA-
FB at low SNR region, while the Mod-EPUMA-related
algorithms perform better than the classical EPUMA-related
algorithms, especially in low SNR region.

Besides, the effect of the Sto-ML cost function is
also considered in Fig.2. Compared with Mod-EPUMA-
Det (with Det-ML cost function), the performance of Mod-
EPUMA is improved owing to the noise resistance of the
Sto-ML cost function when SNR= 10𝑑𝐵. However, the gain
of estimate accuracy at high SNR is still attributed to the pro-
posed modification as illustrated by the comparison of the
RMSE of EPUMA/EPUMA-Det and Mod-EPUMA/Mod-
EPUMA-Det. Overall, the Mod-EPUMA with FBSS outper-
forms the other PUMA-related algorithms by a considerable
margin.

In the third simulation, the performance of MODE-
related algorithms and Mod-PUMA-related algorithms is

3MSSP partitions 𝑁 sensors into 𝑄 overlapping subarrays, each con-
sisting of 𝐿 elements. The equation of MSSP is 𝚪𝑀𝑆𝑆𝑃 = 1

2𝑄
∑𝑄

𝑖=1(𝚪𝑖 +
𝐉2𝚪∗

𝑖 𝐉2), where 𝐉2 is the anti-identity matrix with dimension (𝐿 × 𝐿), Γ𝑖is the covariance matrix of the subarrays with dimension (𝐿 × 𝐿). When
𝐿 ≥ 𝐾 , 2𝑄 ≥ 𝐾 , MSSP can totally recover the rank of the source
covariance matrix. Here, 𝐿 = 8.
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(a) Three partial coherent sources from directions −16◦, 2◦, 8◦
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(b) Three partial coherent sources from directions 1◦, 7◦, 28◦

Figure 3: DOA estimation of Mod-PUMA/EPUMA and
MODE/MODEX for three partial coherent sources with 𝝆 =
[1 0.9 0.9]T

compared with an odd number of coherent sources. Con-
sidering the commonly partial coherent scenarios, three
partial coherent sources come from [−16◦, 2◦, 8◦] in Fig.3
(a) and [1◦, 7◦, 28◦] in Fig.3 (b) with coherence coefficient
𝝆 = 0.9, respectively. Compared with Fig.3(a) and Fig.3(b),
Mod-PUMA continues to improve on the classical PUMA
and Mod-EPUMA-FB always maintains good performance.
Despite the performance being changed with different pa-
rameters, the difference in the RMSE with the same SNR
for those of Mod-PUMA-related algorithms is not as no-
ticeable as those obtained by MODE-related algorithms. It
indicates that the MODE-related algorithms are not as robust
as the Mod-PUMA-related algorithms when the number
of sources is odd, which matches the statement mentioned
in [10]. Besides, owing to less noise interference, Mod-
PUMA-related methods, the modification of PUMA-related
algorithms, tend to be consistent and converge faster than
MODE-related algorithms and their original at high SNR.

In the fourth simulation, the performance of
MODE/MODEX, classical PUMA/EPUMA, and Mod-
PUMA/EPUMA is compared in the case of an even number
of coherent sources with one incoherent source coming
from 1◦ and three partial from [8◦, 35◦, 56◦]. As shown in
Fig.4, as the conclusions obtained by the second simulation,
Mod-PUMA/EPUMA-FB retains an improvement over
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Figure 4: DOA estimation of Mod-PUMA/EPUMA and
MODE/MODEX for four partial coherent sources from direc-
tions 1◦, 8◦, 35◦, 56◦ with 𝝆 = [0 1 0.9 0.9]T
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Figure 5: RMSE performance versus number of sources with
SNR= −5dB

PUMA/EPUMA-FB in the mixed coherent incoming wave
scenario while MODE/MODEX achieves a more accurate
estimate at low SNR regions. The experimental results
validate the effectiveness of the proposed modification to
PUMA-related algorithms as mentioned in Section 3. In
addition, with the modification of PUMA/EPUMA, the
performance of the Mod-PUMA/EPUMA-FB is unaffected
by the number of sources and more robust than the case of
the MODE-related algorithms.

In the fifth simulation, we compare the RMSE perfor-
mance versus the number of coherent sources 𝐾 with SNR=
−5dB. As the error is considered significant when RMSE is
greater than 10dB, the cases when 𝐾 > 6 are not shown in
Fig.5.

As shown in Fig.5, there is little difference between
MODEX, EPUMA, and Mod-PUMA algorithms in the cases
where 𝐾 = 2, 3. However, MODE starts to deteriorate
when 𝐾 ≥ 4. Furthermore, the Mod-PUMA and Mod-
EPUMA algorithms show significant advantages when 𝐾 is
between 2 and 5, consistent with the previous results, which
is attributed to less interference from the noise. The perfor-
mance of Mod-PUMA-related algorithms is relatively robust
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Figure 6: RMSE performance versus SNR with different sce-
narios to stop iteration, three coherent sources from directions
1◦, 8◦, 35◦

with different numbers of sources, while the performance
of MODE-related algorithms and classical PUMA-related
algorithms deteriorates rapidly when there are 5 sources.
Similarly, the performance improvement between the Mod-
PUMA and classical PUMA is more significant than that
between Mod-EPUMA and classical EPUMA. Overall, the
performance of Mod-PUMA-related algorithms is more ro-
bust than MODE-related algorithms.

In the sixth simulation, we compare two scenarios to stop
the iterations in the PUMA-related algorithms, which greatly
affect the values of 𝑛𝑖𝑡𝑒𝑟 and 𝐜𝑤𝑙𝑠. Firstly, the iteration stops
when the following equation is satisfied,

‖𝐜𝑤𝑙𝑠[𝑛𝑖𝑡𝑒𝑟] − 𝐜𝑤𝑙𝑠[𝑛𝑖𝑡𝑒𝑟 − 1]‖2 < 𝜖 (23)
where 𝐜𝑤𝑙𝑠[𝑛𝑖𝑡𝑒𝑟] represents the 𝐜𝑤𝑙𝑠 acquired at the 𝑛𝑡ℎ𝑖𝑡𝑒𝑟iteration. When we set 𝜖 = 10−4, the Mod-PUMA always
has fewer iteration numbers than the classical PUMA.

Secondly, 𝑛𝑖𝑡𝑒𝑟 is set to 3 directly as suggested in [18].
Fig.6 plots the RMSE performance versus SNR with differ-
ent stopping conditions. The criterion equation (23) outper-
forms the second scenario due to bigger iteration numbers.
Meanwhile, it shows that the proposed Mod-PUMA has
better threshold performance in low SNR cases than the
classical PUMA with the same scenario to stop iteration.

As EPUMA is simply a two-step strategy for PUMA,
the different stopping conditions with EPUMA are not
discussed. Therefore, The seventh simulation shows the
RMSE performance of the classical PUMA, Mod-PUMA
and MODE versus iteration number 𝑛𝑖𝑡𝑒𝑟, which greatly
affects the value of 𝐜𝑤𝑙𝑠.As shown in Fig.7, the performance of all algorithms can
be improved by increasing the iteration number. When 𝑛𝑖𝑡𝑒𝑟is greater than 4, 12 and 8, the RMSE of the Mod-PUMA-
FB, PUMA-FB and MODE tend to be stable, respectively.
It shows that the PUMA-FB and MODE are more sensitive
to the iteration number than the Mod-PUMA-FB, especially
in low SNR regions. In small iteration number cases, the
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Figure 7: RMSE performance versus iteration number, three
coherent sources from directions 1◦, 7◦, 28◦, SNR= −5dB
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Figure 8: Probabilities of source resolution with three coherent
sources from directions 1◦, 7◦, 28◦, 𝐼 = 2000.

Mod-PUMA-FB always outperforms the PUMA-FB and
MODE. In other words, the Mod-PUMA is more performant
and converges faster than the classical PUMA and MODE.
This simulation shows that the proposed modification, using
the eigenvectors associated with the 𝑁𝑟 largest eigenvalues
to reconstruct 𝐅, can reduce the iteration number 𝑛𝑖𝑡𝑒𝑟 to
achieve similar performance by avoiding the possibility of
mixing signal and noise eigenvectors.

The last simulation shows the probabilities of source
resolution 𝑃𝑟 with three coherent sources from directions
[1◦, 7◦, 28◦] of different algorithms, which is calculated by
𝑃𝑟 = 𝐼𝑠∕𝐼 , where 𝐼𝑠 represents the number of successful
separations of sources, and the number of Monte Carlo
iterations 𝐼 is 2000. According to Fig.7, the iterative number
of MODE 𝑛𝑖𝑡𝑒𝑟−𝑀 is 8, and the iterative number of PUMA
and Mod-PUMA is 12 and 4, respectively. When |

|

|

�̂�𝑖 − 𝜃𝑖
|

|

|

<
Δ𝜃
2 , i = 1, 2, 3 is met, it counts a successful separation of

sources, where Δ𝜃 = min |𝜃𝑚 − 𝜃𝑛|, 1 ≤ 𝑛 < 𝑚 ≤ 3, and �̂�𝑖is the estimated angle of 𝜃𝑖.
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As shown in Fig.8, MODE performs the worst, the prob-
ability of source resolution of Mod-PUMA-FB is slightly
better than that of the classical PUMA-FB. Note that, the
iterative number of the classical PUMA is bigger than Mod-
PUMA, so the computational complexity of the classical
PUMA is higher than that of Mod-PUMA to achieve similar
performance. Additionally, PUMA-related algorithms are
significantly superior to MODE-related algorithms in terms
of resolution for this simulation.

5. Conclusion
In this paper, we have discussed the performance of the

MODE-related algorithms and PUMA-related algorithms
in deficient rank source covariance matrix situations. We
have explicitly taken into account the possible rank defi-
ciency of the source covariance matrix in the development
of the PUMA algorithm, which is ignored in the initial
paper. The simulation results show that the proposed Mod-
PUMA/EPUMA have higher estimation accuracy, faster
convergence speed and lower computational complexity
than the classical PUMA/EPUMA, respectively, in the case
of multiple coherent sources. Moreover, compared with the
MODE and MODEX algorithms, the Mod-PUMA/EPUMA,
which evolved from PUMA/EPUMA, is also not sensitive to
the parity of the number of sources.
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