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Abstract: This paper explores international tourism regarding Morocco’s leading touristic city Mar-
rakech, and, more precisely, its two prominent public spaces, Jemaa el-Fna and the Medina. Following
a web-scraping process of English reviews on TripAdvisor, a machine learning technique is proposed
to gather insights into prominent topics in the data, and their corresponding sentiment with a specific
voting model. This process allows decision makers to direct their focus onto certain issues, such
as safety concerns, animal conditions, health, or pricing issues. In addition, the voting method
outperforms Vader, a widely used sentiment prediction tool. Furthermore, an LLM (Large Language
Model) is proposed, the SieBERT-Marrakech. It is a SieBERT model fine-tuned on our data. The
model outlines good performance metrics, showing even better results than GPT-4o, and it may be
an interesting choice for tourism sentiment predictions in the context of Marrakech.
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1. Introduction
1.1. Research Background

Marrakech, often referred to as the “red city”, is one of Morocco’s most renowned des-
tinations, with tourism being one of the cornerstones of the national economy, contributing
significantly to the GDP and employment [1,2]. At the heart of this dynamic city are Jemaa
el-Fna and the Medina, two cultural and historical landmarks. Jemaa el-Fna is a vibrant
public square known for its street performances, food stalls, and artisan markets, while
the Medina offers a labyrinth of narrow streets filled with centuries-old architecture and
local crafts, all of which together embody the heritage of Morocco and contribute to the
tourist experience.

Despite the popularity of these public spaces, their management presents unique
challenges. The rapid influx of international tourists puts considerable pressure on local
infrastructure, necessitates careful coordination to preserve cultural authenticity, and re-
quires constant efforts to balance the needs of residents with the expectations of visitors.
Effective responses to these concerns, therefore, require an in-depth understanding of
tourist experiences. For this reason, online platforms such as TripAdvisor have become
indispensable sources of information, offering first-hand accounts of visitors’ interactions
with these spaces. By analyzing the sentiments and themes expressed in these reviews,
policymakers can identify priority areas for improvement and adapt their strategies to
increase visitor satisfaction.

1.2. Research Topic: Exploring Tourist Sentiments on TripAdvisor

The rise in online customer opinions on specialized platforms and social media net-
works has led to an increased need for automated systems capable of organizing and
classifying user reviews based on domain-specific aspects and sentiment polarities [3].
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One platform that has emerged as an important repository for user-generated content in
the field of tourism is TripAdvisor.

The literature highlights the practical importance of sentiment analysis on TripAdvisor
by implementing a combination of topic modeling and sentiment analysis techniques.
Focused on Marrakech, their study shows how aspect-based sentiment analysis enables
an interesting exploration of each of the city’s destinations’ strengths and weaknesses
[3]. The goal is then to provide tourism practitioners and specialists with actionable
insights derived from user-generated content, positioning TripAdvisor as a useful source
to understand the nuanced sentiments of tourists.

The discussion is extended to the economic aspect of tourism, specifically in the context
of Morocco, through a study involving an exploratory data analysis of tourist sentiments to-
ward Moroccan shopping places, using TripAdvisor reviews [4]. By employing data-mining
techniques, the authors emphasize how a sentiment analysis built upon TripAdvisor’s
data can contribute not only to understanding subjective experiences but also to shaping
economic dynamics within different touristic destinations.

The position of TripAdvisor in the tourism sector is further explored through the
technical aspects of sentiment analysis on the platform. Research outlines the steps involved
in sentiment classification on TripAdvisor, from polarity detection to aspect extraction and
classification [5]. This highlights the technicalities of extracting sentiments from a vast pool
of user-generated opinions, enhancing the platform’s significance as a rich dataset available
for textual analysis.

TripAdvisor’s usability and vast potential are not simply attributed to its role as
a review platform. It is also deeply linked to its co-creation ecosystem [6]. The willingness of
users to actively contribute content and purpose the platform for trip planning emphasizes
the mutually beneficial relationship between users and the platform. In this context, this
serves not only as a repository of opinions but also as a dynamic space where users actively
shape the content, showcasing its continuous value addition in the industry.

1.3. Tourism in Morocco

The tourism landscape in Morocco has undergone significant evolution over time.
Initially focused on attracting elite tourists with its oriental exoticism, Morocco’s tourism
sector witnessed a shift toward mass tourism in the 1970s, aligning with global trends.
Despite initial skepticism toward the reorientation of tourism as a developmental tool, the
state recognized its economic potential and began actively promoting the sector, welcoming
international investments to stimulate its growth [7].

Regarding the economic aspects of tourism, the influx of tourists stimulates demand
for locally produced goods and services, potentially leading to increased production and
economic activity. In Morocco, the increase in international tourism revenues has been
associated with positive effects on economic growth, demonstrating the potential of the
sector as a driver of prosperity [1].

Recent statistics from the Moroccan Ministry of Tourism highlight the country’s signif-
icant achievements in the tourism sector. In 2023, Morocco welcomed 14.5 million tourists,
marking a significant increase of 34% compared to the year 2022 and 12% compared to
2019. Moroccan residents living abroad accounted for 51% of these arrivals, demonstrating
a growth rate of 27% compared to 2022, while foreign tourists experienced a considerable
surge of 41% over the same period (Ministère du Tourisme, de l’Artisanat et de l’Economie
Sociale et Solidaire, https://mtaess.gov.ma/fr/, accessed on 24 April 2024).

In addition, Marrakech has a prominent position as the country’s leading tourist desti-
nation. Rather than viewing the dominance of tourism in its economic profile negatively, it
is considered a significant advantage for both the city itself and the national economy. Mar-
rakech’s status as an important tourist destination contributes significantly to its economic
prosperity and further enhances Morocco’s appeal on the global tourist stage [2].

As integral components of Morocco’s tourism landscape, Marrakech’s Jemaa el-Fna
and the Medina are of profound significance as key attractions. Jemaa el-Fna, with its

https://mtaess.gov.ma/fr/
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lively atmosphere and rich cultural heritage, serves as a vibrant hub for non-locals and
locals alike, offering an immersive experience into the country’s traditions, cuisine, and
entertainment. Similarly, the historic Medina, with its intricate alleys, ancient architecture,
and vibrant souks, enchants visitors who come for its timeless charm and cultural opulence.
These iconic landmarks not only showcase Morocco’s cultural richness but also play pivotal
roles in shaping the tourist narrative of Marrakech and the nation as a whole.

Furthermore, the TripAdvisor pages dedicated to Jemaa el-Fna and the Medina serve
as repositories of invaluable insights, housing a plethora of reviews and experiences shared
by visitors from around the world. These reviews offer nuanced perspectives and first-
hand accounts of tourists’ encounters with these iconic attractions, providing valuable
information about visitor sentiments, preferences, and experiences.

1.4. Main Results

The purpose of this paper is to explore the sentiments and topics in TripAdvisor
reviews related to international tourism in Marrakech’s prominent public spaces. This
study employs a comprehensive methodology that leverages both machine learning (ML)
techniques and artificial intelligence (AI) capabilities. To be precise, our research aims to
determine the dominant themes and sentiments expressed by tourists who visit Jemaa
el-Fna or the Medina.

1. We propose a voting method based on ML algorithms to analyze and predict the
positive and negative sentiments prevalent in TripAdvisor reviews. This model extracts
the most significant n-grams from tourism reviews in Marrakech. This technique is shown
to be more accurate than other well-employed methods such as VADER (Valence Aware
Dictionary and Sentiment Reasoner); see [8].

2. We provide a new Large Language Model (LLM), SieBERT-Marrakech, developed
to improve sentiment analysis by predicting positive and negative sentiments in reviews.

3. An experimentation is conducted to compare each model with human annotators.
SieBERT-Marrakech is shown to outperform the voting method, VADER, and GPT-4o,
an advanced language model with enhanced efficiency and refined contextual understand-
ing [9].

The paper is organized as follows. Section 2 provides a literature review on the
relevance of studying online reviews in the Moroccan context. Section 3 presents our
two models, the voting model and SieBERT-Marrakech, together with their results after
being trained on 7958 positive sentiments and 1,437,309 negative sentiments. Section 4
provides a comparison of the models with human annotations. Finally, Section 5 proposes
public policy orientations based on the results of voting and top features identification.

2. Literature Review
2.1. Marrakech’s Tourist Attractions: Jemaa el-Fna and the Medina

Marrakech, with its famous Jemaa el-Fna and the Medina, has become an important
point of interest, attracting tourists, investors, and new residents alike. Owning a riad or
house in the Medina of Marrakech has transcended being a simple status symbol for the
European elite and has become a trend embraced by a broader demographic. The inviting
site, characterized by a favorable climate, accessibility, and panoramic views of the Atlas
Mountains, adds to the charm of the city. Easy accessibility from major European cities
further increases the desirability of Marrakech, as it is reachable within two or three hours
by flight, not to mention how well the city is connected by road and train networks within
Morocco [10].

However, while economically impactful, the advent of tourism entails challenges
and potential negative consequences. Unregulated tourism can lead to the exploitation
of resources and eclipse other economic sectors. Poorly managed tourism can also alter
the essential balance for its growth, emphasizing the need for attentive public policies to
mitigate the negative impacts [11].
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Recognized as an influential tool for economic growth, tourism holds a significant
place in Morocco’s GDP. The utilization of spatio-temporal data, including social media
data, is highlighted for tourism information needs. Understanding and incorporating
emerging trends, especially digital ones, is therefore crucial for effective marketing and
operational management in the sector [12].

However, the rise of westerners visiting Moroccan Medinas for vacation and residence,
especially in Marrakech, introduces questions of cohabitation and identity [13]. These
relationships become particularly evident when discussing identity, heritage value, and
socio-urban practices of both new inhabitants and visitors. In addition, public spaces
such as Jemaa el-Fna are not immune to tourism-driven transformations. However, these
transformations often create a sort of gap between the projected and actual use of public
spaces by residents, underlining the importance of understanding and respecting local
practices [14]. The square is the subject of a dual discourse in the fields of tourist rhetoric
and national rhetoric, but its patrimonialization aligns with both tourist and national
narratives, highlighting its cultural significance [15].

Considering the above, the literature underscores the multidimensional importance
of focusing on Marrakech, particularly spaces of interaction such as Jemaa el-Fna and the
Medina. These spaces not only have cultural and historical significance but also represent
key components of the Moroccan tourism industry, which makes them crucial for public
policy considerations. Understanding the dynamics of tourism, cultural preservation, and
interaction within these spaces provides a foundation for well-informed decision-making.

2.2. Online Reviews

To effectively highlight the relevance of online reviews as a data source, it is essential
to begin with an understanding of TripAdvisor. TripAdvisor, established in 2000, has
evolved into an extensive platform that aggregates travel-related information contributed
by millions of users worldwide. Initially serving as a search engine that accessed travel
data from various online sources, it became a hub for user-generated content, particularly
reviews and ratings, which soon became the cornerstone of the platform [16]. Thanks
to crowd-sourcing, TripAdvisor facilitates the diffusion of original and first-hand expe-
riences shared by travelers, offering valuable insight into destinations, accommodations,
and attractions.

For our study focusing on public spaces in Marrakech, specifically Jemaa el-Fna and
the Medina, TripAdvisor reviews provide different narratives about visitors’ interactions
with the environment, such as the ambiance, cleanliness, and accessibility of public spaces.
In addition, they offer information on social interactions within these spaces, including
encounters with local vendors, cultural experiences, and safety concerns.

Empirical findings emphasize the importance of factors such as argument quality,
source credibility, and perceived quantity of reviews to influence behavioral intentions [17].
Consumers rely on online reviews to gather informative and persuasive insights, helping
them reduce uncertainty to make informed decisions.

In addition, studies have shown that evaluations of cognitive and sensory attributes
in online reviews, such as hotel descriptions, exert a stronger impact on booking intentions
and word-of-mouth recommendations compared to affective attributes [18]. Positive com-
ments on sensory aspects, coupled with evaluations of cognitive elements, are particularly
influential in shaping readers’ intentions.

However, it is essential to point out potential concerns regarding the reliability of
TripAdvisor reviews. Although studies indicate overall reliability, instances of questionable
trustworthiness appear, highlighting the importance of critical evaluation when utilizing
such data [19]. Consequently, TripAdvisor employs measures to mitigate issues such
as fake reviews, including warnings against manipulation and penalties for offenders,
which contributes to the credibility of the platform. Despite occasional challenges, the
integrity and credibility of the platform system remain strong as evidenced by its effective
moderation and the presence of genuine user-generated content [20].
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3. Methodology

Two models of sentiment analysis are proposed. The first (Section 3.1) is based on
machine learning algorithms (classifiers), which allow the best negative and positive words
to be extracted with a voting scheme. The second (Section 3.2) is based on a new fine-tuned
Large Language Model dedicated to treating sentiments of tourism in Marrakech.

3.1. ‘Voting’ Method

Sentiment analysis is a particular application of supervised learning. It consists of
assigning emotional labels to textual data, typically indicating polarity, i.e., whether the
text yields positive or negative sentiment [21]. In supervised sentiment analysis, algorithms
learn from labeled training data to infer a function that maps input text to sentiment labels,
enabling the classification of unseen instances.

Supervised learning classifiers are employed to predict sentiment polarity based on
the TF-IDF vectorization (unigrams and bigrams) derived from the reviews dataset [22,23].
This dataset is obtained through web-scraping techniques applied to the TripAdvisor pages
specifically dedicated to each of the Medina and Jemaa el-Fna, capturing user-generated
content related to these key attractions in Marrakech, along with the sentiment polarity
corresponding to each review. To ensure robust classifier selection, we establish a criterion
based on the F1 score, balancing precision and recall, with a threshold set at 70%. Classifiers
above this threshold are kept, including the Ridge Classifier (RC), Linear Discriminant
Analysis (LDA), Support Vector Machine (SVM), Partial Least Squares Regression (PLSR),
and Logistic Regression. We provide some brief comments about these classifiers below.

• Logistic Regression, based on maximum likelihood estimation for coefficient estimates,
is commonly used for classification tasks.

• Ridge Classifier is based on the ridge regression incorporating a ℓ2 regularization that
minimizes overfitting, especially when dealing with limited dataset samples. The cost
function includes a penalty term, with a higher penalization leading to more robust
coefficients [24].

• Linear Discriminant Analysis (LDA) maximizes the between-class variance, aiming at
reducing the dimensionality and improving the classification in a lower-dimensional
subspace [25].

• Support Vector Machine (SVM) is a classifier that identifies hyperplanes to separate
classes while avoiding overfitting [26].

• Partial Least Squares Regression (PLSR) is based on latent orthogonal latent compo-
nents used to fit a linear regression model. PLSR involves determining the optimal
number of latent components, typically through cross-validation [27].

These classifiers are fitted on the vectorized TF-IDF reviews (training data) with
a binary target (positive/negative). The signs of the coefficient estimates are employed as
polarity indicators, providing insight into the directionality of the relationship between
features and predicted sentiment polarity. Positive coefficients therefore indicate a positive
relationship, while negative coefficients suggest a negative one.

Subsequently, a dataframe is initialized to store the results of the voting process. Each
column in this dataframe corresponds to a classifier used in the analysis (Table 1). For
every feature in the dataset, the coefficients obtained from each classifier are examined. If
a coefficient for a particular feature is greater than 0, signifying a positive influence, it is
labeled as “Positive” for that classifier. Conversely, if the coefficient is negative or zero,
indicating a lack of influence or a negative impact, the feature is labeled as “Negative”.

A hard voting mechanism is used to determine the majority sentiment vote for each
feature across all classifiers, without weighting particular classifiers (i.e., one vote for each
classifier). The voting scheme is depicted in Figure 1 below.

As shown in Table 1, once each model assigns a label to each n-gram, the mode is
computed, resulting in a final sentiment label (“Positive” or “Negative”). By aggregating
the decisions of multiple classifiers, this ensemble learning approach provides a robust
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and comprehensive assessment of the sentiment polarity associated with each feature in
the dataset.

Figure 1. Voting and top features identification.

The n-gram polarity (positive/negative) is silent about the importance of a feature in
a given model [28,29]. To identify the most influential features in the reviews, a permutation
feature importance (PFI) methodology is applied. PFI provides the contribution of each
feature to the overall model performance by randomly shuffling the values of one feature
and observing the resulting accuracy fall.

Table 1. ‘Voting’ results (github link, https://github.com/KenzaCH01/Voting-sentiment-analysis,
accessed on 29 May 2024).

n-Grams Logistic Regression Linear Discriminant Analysis SVM PLS Regression Ridge Classifier Final Decision

abuse Negative Negative Negative Negative Negative Negative
accept Positive Positive Positive Positive Positive Positive
acrobats Positive Positive Positive Positive Positive Positive
across Negative Negative Negative Negative Negative Negative
activity Positive Negative Negative Negative Negative Negative
. . . . . . . . . . . . . . . . . . . . .
worse Negative Negative Negative Negative Negative Negative
wrong Negative Negative Negative Negative Negative Negative
years Positive Positive Positive Positive Positive Positive
yes Positive Positive Positive Positive Positive Positive
young Negative Positive Positive Positive Positive Positive

716 rows × 6 columns.

The classifiers employed for the permutation feature importance are independent of
those used for voting. These classifiers are the following.

• Multilayer Perceptron (MLP), a standard neural network architecture, stands out for
its ability to deal with non-linear problems [30].

• AdaBoost is a meta-learning algorithm that builds on decision trees, combining weak
learners to create a robust prediction rule [31,32].

• Random Forest, also an ensemble learning technique, aggregates decision trees using
bootstrapping during the training process [33].

• The Naı̈ve Bayes classifier relies on conditional probability and the assumption of
feature independence to predict labels [34].

https://github.com/KenzaCH01/Voting-sentiment-analysis
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These classifiers were selected based on their ability to exceed a predefined per-
formance threshold of 70%, ensuring that only models demonstrating robust predictive
capabilities were retained for further analysis. Therefore, while PFI can be universally
used with various classification and regression methods [35], the exclusion of classifiers
such as K-Nearest Neighbors (KNN) and Decision Trees is necessary due to their relative
inadequacy in achieving the predetermined performance threshold.

Subsequently, feature selection is performed to find the most important n-grams
for each classifier independently using PFI. The intersection of these features across all
classifiers is then computed to identify the most common n-grams among all models. The
permutation feature importance has been compared with FESP; see [36]. FESP is a Shapley-
based attribution method, which is faster than Shapley in extracting feature importance.
However, on our dataset, FESP only displays negative features, in contrast to PFI, which
displays both as shown in Table 2 below. Then, by identifying features shared among
multiple classifiers, the permutation method brings out influential features across various
ML approaches to obtain results based on the majority.

The ‘voting’ method, as previously described, is employed to determine the sentiment
polarity (positive or negative) of each top feature (Table 2). This process (Figure 1) enables
the extraction of the most salient features for sentiment analysis.

Table 2. Top features sentiment polarity.

Features Sentiment

friendly Positive
animal Negative
night Positive
harassed Negative
overpriced Negative
bill Negative
fresh Positive
money Negative
charge Negative
dirty Negative
guide Positive
lost Positive
couldnt Negative

3.2. Large Language Models: Fine-Tuning SieBERT

The Transformer architecture has emerged as a new paradigm in the field of natural
language processing [37]. These models, unlike traditional recurrent neural networks
(RNNs), rely on attention mechanisms computed over sequences to outline the global or
local dependencies within input sequences [38]. To be precise, the self-attention mechanism
captures the similarity between each couple of features in the same sentence, allowing the
model to discern some relationships and patterns [39].

Transformer-based models rely on a pre-training phase on large datasets, followed by
fine-tuning to specialize the model for specific tasks such as classification, summarization,
etc. [39,40]. The pre-training phase, conducted in either a supervised or self-supervised
manner, enables LLMs to better understand language structure and semantics, thereby
improving their adaptability to numerous applications (see [39]).

The first strategy to train an LLM for positive and negative sentiments is to employ
a pre-trained model such as RoBERTa [41] with 125 million parameters (Robustly Opti-
mized BERT Pre-training Approach), which is not specialized in any specific task but
just able to understand English. In order to capture the specialization of the model in
sentiment analysis, a layer of 768 × 768 is added (a preclassifier just before performing
the binary classification). This allows new weights to be computed during the fine-tuning
phase, resulting in a more specialized model dedicated to predicting positive and negative
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sentiments. The dataset is composed of 7958 positive sentiments (label 0) and 1437 negative
sentiments (label 1). The model is trained on 80% of the dataset (7516 reviews), while the
remaining 20% is kept for testing. Over the training dataset, the model reaches a precision
of 96.1%. Although the performance of this model is good, another strategy is chosen.

A specialized LLM for sentiment analysis, SieBERT, is developed and demonstrated
to outperform RoBERTa across more than 15 datasets [42]. This is because SieBERT is
trained to predict two labels (positive and negative sentiments) using RoBERTa Large,
which consists of 355 million parameters. Our second strategy is to fine-tune SieBERT on
our dataset. A layer of 1024 × 1024 is added to SieBERT to obtain better specialization
compared to our previous strategy. This new model fine-tuned on Marrakech reviews is
called SieBERT-Marrakech. The training is carried out with batches of size 8, a learning rate
of 10−5 and 3 epochs (on one Nvidia RTX 8000).

The third strategy is to use a small model to measure the gap with large models.
DistilBERT [43] has only 66 million parameters, making the fine-tuning phase of the model
very fast while providing very good accuracy.

The results of the 3 models are reported below (Table 3: the results are rounded to
2 decimal points for RoBERTa and SieBERT-Marrakech for more precision).

Table 3. Metrics for 3 strategies on the testing set.

Metrics RoBERTa SieBERT-Marrakech DistilBERT

Precision label 0 97.79% 98.04% 96%

Recall label 0 96.81% 96.69% 98%

F-measure label 0 97.30% 97.36% 97%

Precision label 1 82.65% 82.33% 83%

Recall label 1 87.41% 88.85% 76%

F-measure label 1 84.97% 85.47% 79%

F-measure (macro) 91.14% 91.42 % 88%

SieBERT-Marrakech displays better performance across multiple metrics compared to
RoBERTa and DistilBERT. To access the SieBERT-Marrakech model interface, see the Hug-
gingface hub (https://huggingface.co/spaces/Steph974/Marrakech_sentiment_analysis,
accessed on 23 April 2024). The interface allows users to interact with the SieBERT-
Marrakech model for sentiment analysis. Users can input text data, such as reviews
or comments, into the interface, and the model predicts the sentiment of the input text,
classifying it as positive or negative by providing probabilities for each class (Figure 2).

Figure 2. SieBERT-Marrakech usage demonstration (https://huggingface.co/spaces/Steph974
/Marrakech_sentiment_analysis, accessed on 23 April 2024).

Although SieBERT-Marrakech is used for further experimentation (Section 4), it is im-
portant to note that all three models exhibit excellent performance. In particular, DistilBERT
benefits from its compact size while still achieving good performance metrics.

https://huggingface.co/spaces/Steph974/Marrakech_sentiment_analysis
https://huggingface.co/spaces/Steph974/Marrakech_sentiment_analysis
https://huggingface.co/spaces/Steph974/Marrakech_sentiment_analysis
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4. Experimental Results: Comparisons with VADER and GPT-4o

In this section, our aim is to compare the performance of the voting method with
that of the SieBERT-Marrakech, VADER, and GPT-4o models for sentiment classification.
Although the voting method is more inclined to select important features with their polarity,
it can be employed as well as a classifier.

Since the voting method is designed for n-gram features rather than entire sentences
such as reviews, a method is proposed to overcome this limitation. Positive and negative
words in each review are computed, excluding noisy words, as those not present in the
previous list of voted features (Table 1). If the number of positive words exceeds that of neg-
ative words, the review is classified as positive, and vice versa for negative classifications.
In cases where the counts are equal, the review is labeled neutral. This process is applied
on a balanced dataset to ensure an equal representation of both negative and positive labels
in a sample of 100 reviews.

The SieBERT-Marrakech model is applied on the reviews to predict positive and neg-
ative labels. Then, Cohen’s Kappa statistics is measured to obtain the inter-agreement
between the voting method and SieBERT-Marrakech. Additionally, GPT-4o, OpenAI’s latest
version of the GPT-4 language model [9], is applied using the prompt ‘I have comments of
tourists who visited Marrakech. Give P for positive comments and N for negative. No neu-
tral.’ The Kappa score initially obtained when comparing voting and SieBERT-Marrakech is
0.5257, indicating medium inter-agreement. To account for the potential influence of the vot-
ing neutral ratings, these instances are excluded and the Kappa score is reassessed, resulting
in a slightly improved score of 0.6429, while still suggesting moderate inter-agreement.

The Kappa inter-agreement is then computed between each method and two human
annotators (see Table 4). The inter-agreement between the two human annotators displays
a high Kappa score of 0.9599, indicating a strong agreement. When comparing each of
the voting method and SieBERT-Marrakech with one of them, the Kappa scores are 0.5266
(0.6435 after removing neutral reviews) and 0.8985, respectively. This suggests that SieBERT-
Marrakech outperforms the voting method, as it shows better agreement with humans.
In addition, GPT-4o shows substantial agreement with both the human annotator (kappa
score of 0.7182) and SieBERT-Marrakech (0.7768), while showing medium agreement with
the voting (0.4719).

Table 4. Kappa statistics.

Voting vs. Human SieBERT-Marrakech vs. Human GPT-4o vs. Human Human vs. Human

0.6435 0.8985 0.7182 0.9599

Our experimental study is extended to include a comparison with VADER (Valence
Aware Dictionary and sEntiment Reasoner). VADER is a lexicon and rule-based sentiment
analysis tool built upon a human-authored dictionary, in which words are annotated with
their own sentiment, which is similar to the voting approach, and intensity scores [8]. The
Kappa score between VADER and the voting method is quite low (0.3478). VADER also
exhibits low inter-agreement with SieBERT-Marrakech and the human annotator.

To highlight each model’s ability to predict positive and negative sentiments, the
accuracy, precision, and recall scores are provided in Table 5, based on 90 randomly selected
reviews. Based on these metrics, SieBERT-Marrakech is the better model for the prediction
of positive (P) and negative (N) sentiments (see Table 6), outperforming both the GPT-4o
and the voting method. Our voting method, although not competitive with SieBERT-
Marrakech, outperforms VADER, which is largely used for market predictions and other
tasks to predict sentiments.

The fine-tuning process, which yields a specialization of the model based on the
linguistic characteristics of the data related to tourist experiences in Marrakech, allows
SieBERT-Marrakech to provide more accurate sentiment predictions. Although simpler
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than SieBERT-Marrakech, our voting method captures sentiment in a straightforward and
interpretable manner, while still outperforming standard models such as VADER.

Table 5. Metrics of prediction *.

Method Precision Recall F-Measure

Voting 0.835 0.83 0.835

SieBERT-Marrakech 0.96 0.97 0.965

VADER 0.725 0.805 0.725

GPT-4o 0.895 0.89 0.89
* Metrics on 90 reviews.

Table 6. Example of reviews and predictions *.

Reviews SieBERT-M Voting VADER Human GPT-4o

Too busy, too pushy, too dirty, too many people
coming to you to sell stuff, in the evening I found

it scary. . . gazillion wonderful restaurants

N P P N N

Personally I do not see the charm of this
square. . . This is one of those places you visit just
to be able to cross it off the list and say that you

have seen it.

N P P N N

A fast paced city square with merchants of all
kinds, unfortunately with much of the

merchandise being the same tourist junk. Nice
experience. . . Lots of food stands etc.

P N P P N

This probably the nr 1 must see place in
Marrakech even though its authenticity has been

gradually eroded. . . a lot of
confusion everywhere.

P P N N P

You must visit the most crowed square in Africa!
There is always someone making

“noises”. . . Also don’t “feed” the business of
using monkeys or snakes.

P N P P N

* P: positive, N: negative, SieBERT-M = SieBERT-Marrakech.

5. Discussion: Public Policy Implications

The top n-grams issued from our voting method (Table 2) provide valuable insights
that can inform public policy in the tourism sector. For instance, positive sentiments
associated with the feature “guide” suggests that the role of tour guides is highly regarded
by tourists. This aligns with the efforts of the public authorities to support employees of
tourist companies and guides through various initiatives, such as the provision of monthly
allowances [44]. The positive sentiment toward guides indicates the potential success
of these support programs and outlines the importance of investing in the professional
development of guides to enhance the overall tourist experience. Positive features such as
“friendly”, “fresh”, and “night” reflect aspects of the destination that appeal to tourists and
contribute positively to their overall experience. Tourism strategies based on these positive
features could include promoting cultural exchange programs, culinary experiences with
fresh local produce, and improving communication about attractive nightlife options.

In contrast, n-grams related to shopping experiences, such as “souks” and “money”,
highlight the significance of commercial activities in tourism. The literature on bar-
gaining practices in souks shows negative sentiments associated with “overpriced” and
“charge” [45]. This suggests that addressing issues related to pricing transparency and
fair-trade practices could contribute to a more positive shopping experience for tourists.
Furthermore, the distinction between local and tourist interactions [46] underscores the
need for policies that address pricing disparities. Addressing issues related to discrimina-
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tory pricing practices, such as charging higher prices to tourists, can contribute to a more
inclusive and equitable tourism environment.

In our sentiment analysis, the n-gram “animal” is associated with negative reviews,
highlighting concerns about animal welfare and cruelty in tourism. Research shows
the importance of recognizing the interests of animals in tourism and advocating for
cooperative relationships with animal welfare organizations to address practices and
ensure their well-being [47]. The negative impact of animal attractions, such as Barbary
macaques, on the visitor experience also reflects broader concerns about animal welfare in
tourism settings [48]. Addressing animal cruelty issues is imperative to promote ethical and
sustainable tourism practices and to protect both animal welfare and tourist satisfaction.

The presence of the feature “dirty”, often associated with unclean and malodorous
areas, as well as concerns regarding food safety and hygiene highlight the need for gov-
ernment intervention to ensure health and hygiene standards in tourism. The government
plays an important role in the implementation of policies that promote a healthy and
hygienic tourism sector, particularly in hotels and restaurants [49]. In addition, addressing
issues such as improper waste management [50] is crucial for maintaining clean and attrac-
tive tourist areas. This promotes sustainable tourism practices and improves the reputation
of a country as an attractive destination.

The negative sentiment associated with “harassed” requires proactive measures to
ensure the safety and security of tourists, such as increasing police presence in tourist areas
and providing comprehensive safety information to visitors, including emergency contact
numbers, safety tips, and guidance on navigating unfamiliar surroundings [51].

6. Conclusions

This study analyzes the prevalent themes and sentiments relevant to international
tourism in Marrakech’s two famous public spaces, Jemaa el-Fna and the Medina. Through
the application of machine learning techniques, important features have been extracted
that could potentially point out some underlying issues with these locations. Starting from
safety problems to ethical issues involving animal cruelty, they all present individually
relevant topics for further research. The impact of “tourist prices” on long-term sales
dynamics could also be an important topic to tackle.

The voting method offers simplicity and interpretability, making it useful for platforms
without traditional rating systems, such as YouTube comments or other text-based user-
generated content. From a policy-making perspective, SieBERT-Marrakech also shows
strong predictive performance, especially in handling nuanced sentiments in complex
datasets such as TripAdvisor reviews. After fine-tuning, it achieves the best accuracy in
sentiment classification, outperforming even state-of-the-art LLMs such as GPT-4o. The
model could be useful for policymakers needing precise insights into tourist perceptions
from large volumes of reviews.

Finally, the two proposed methods show better performance metrics than VADER.
The use of SieBERT-Marrakech in a larger-scale analysis, which does not only focus on
TripAdvisor, would be an interesting next step in understanding the tourism sector through
the individual perspectives of tourists.
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