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Abstract

A new model is proposed to investigate the relocation and the
distribution of hot corium flows in different configurations (rod bun-
dle, porous debris bed) representative of a severe accident in a Light
Water Reactor (LWR). Our model relies on the coupling between a
modified Lattice Boltzmann Method (LBM), called Free-Surface LBM,
that solves hydrodynamics of unsaturated corium and a Finite Volume
Method (FVM) that solves heat transfers. Corium solidification and
melting are addressed by implementing a correlation between the tem-
perature and the viscosity. Several simulations on representative ele-
mentary volumes were performed, varying configurations (debris bed,
rod bundle with and without grid). From the results, it is possible to
capture important details of the flow at a scale lower than the pore
scale and, at the same time, it is possible to take into account the
average effects at the scale of several pores. Presented as a proof of
concept these preliminary studies show the interest of this kind of CFD
approach to identify which parameters at microstructure scale can po-
tentially govern the corium relocation kinetics at macroscopic scale. It
will provide useful information that might improve core degradation
models in severe accident codes, such as ASTEC.
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1 Introduction

1.1 Severe accidents and corium flows

The studies related to nuclear safety are of great importance as well as im-
mense complexity. From theoretical models to experiments, researchers try
to understand the behaviour of the reactor core in case of a severe accident
to prevent major complications and potential consequences for the environ-
ment. From an experimental viewpoint, a wide database has been built year
after year to characterize the different phenomena involved in core degrada-
tion. However, predicting their physical couplings and the evolution of the
core geometry remain crucial issues that are difficult to study experimentally
due to the costs and safety issues related to using prototypical materials at
very high temperatures.
Severe Accidents Codes, such as ASTEC 1 [1, 2, 3], developed at IRSN or
MELCOR [4] (USNRC-SNL, USA), answer partially this problem. They
consist in several modules modeling separate phenomena, coupled together
through a common database and solved from a set of local balance equations
and transport equations. Validated on real accidents (TMI-2, Fukushima)
and experimental databases, these codes are used by plant operators and
safety authorities to perform safety studies to predict consequences of poten-
tial accidents (as it was done recently for the nuclear power plant at Zaporijia
in Ukraine which was under the threat of a military attack). But although
severe accident codes are robust and able to provide conservative (or rea-
sonably pessimistic) estimates of the consequences of various scenarios, they
give inaccurate estimates of the degradation phase. In fact, physical corre-
lations and material properties are often interpolated to be applied at high
temperatures in the ranges where they are not validated; and the geometry of
the degraded core, involving corium and debris distribution and relocation,
is modeled quite arbitrarily due to the lack of available data.
To date, the models involving the representation and the kinetics of evolution
of fragmented and/or melted materials in the core during a severe accident
rely mainly on the analysis of two severe accidents (TMI2, 1979 [5, 6] and

1Accident Source Term Evaluation Code
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Fukushima 2011) and on three major integral test programs: the Phébus-
SFD and Phébus-FP neutron-heated experiments and the out-of-pile [7, 8] ,
electrically heated, CORA [9] and QUENCH [10] experiments. All previous
tests provided rich information about the triggering of the degradation, its
kinetics, the nature of the mixtures involved, the influence of chemical inter-
actions and the final states morphology. But an accurate description of the
evolution of core geometry and influence of the corium distribution on the
fluid flow during its progression is still missing.

1.2 Choice of computational model for corium flow

Quite different types of flows may be encountered in the situations of inter-
est, when corium progresses through a rod bundle or a debris bed, under the
effect of gravity. Several cases correspond to the "free surface flow" classifica-
tion: the position of the interface does not depend on the presence of the gas
and on surface tension. The case of counter-current flows of gas and corium
in a debris bed is more complex and requires to take into account surface
tension and density difference. But the occurrence of such case is only possi-
ble if the gas flow is not "diverted" around the debris bed. Therefore, in this
work, we have considered that a free surface model would be of interest for
many situations of corium flow and would be very efficient from a numerical
point of view because only the meshes were liquid is present would have to
be computed. Similarly, the choice was made to select a Lattice-Boltzman
Model (LBM) rather than the resolution of Navier-Stokes equations, as we
expected a significant gain in computation time for this kind of flow through
porous media where the Reynolds number is not large. LBM is known to be
particularly fast and stable for single phase flows, therefore we expected a
similar efficiency for a free surface flow. This choice was of course arbitrary
be it appeared to be relevant in the end.To our knowledge, it is the first appli-
cation of LBM in the field of corium flow and severe accidents. An alternative
option which is also very efficient from a numerical point of view is the mov-
ing particle semi-implicit (MPS) method. It is a macroscopic, deterministic
particle method (Lagrangian mesh-free method) developed by Koshizuka and
Oka in 1996. The MPS method is used to solve the Navier-Stokes equations
in a Lagrangian framework. A fractional step method is applied which con-
sists of splitting each time step in two steps of prediction and correction.
The fluid is represented with particles, and the motion of each particle is
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calculated based on the interactions with the neighboring particles by means
of a kernel function. Convection is directly calculated by the motion of these
particles. Thus, numerical diffusion, which is an important problem in fi-
nite difference methods, is avoided. The interfaces are always clear even if
fragmentation or merging of the continuum occurs. Gradient and Laplacian
operators involved in the governing equations are transformed to equivalent
particle interactions. This method was developped at the University of Tokyo
and initially applied to the difficult problem of corium-water interaction and
steam explosion [11]. Later, the method was applied to other issues involv-
ing corium because it is convenient to deal efficiently with problems with a
moving interface: liquid/gas, liquid/solid or liquid/liquid. And several in-
terfaces of different types can also be managed by the method, through an
appropriate colouring of the particles. corium spreading. And later, it was
applied to the issue of stratification non miscible liquids [12]. [13] calculated
corium spreading over a concrete floor. In this approach, immobilization of
the crust is modeled by stopping the solid particle movement only when the
particle is in contact with the wall, substrate or any other immobilized par-
ticles. Alternatively, the crust may re-melt by the heat from the bulk fluid.
As soon as solid fraction of the immobilized particle is below a given thresh-
old, the particle is considered as fluid particle and released to the bulk flow.
That last example has many similarities with the cases of interest addressed
in this paper. MPS and LBM approaches share the common feature of cal-
culating the local velocity field only from the knowledge of the values in a
limited number of neighbouring cells or particles. This is the reason for their
numerical efficiency. A review of MPS applications in nuclear engineering is
made in [14].

1.3 Choice of options for our LBM approach

Since there is no phase change between liquid and gas and no chemical re-
action, it seems that there would be no benefit in using models involving
free energy gradient (phase field or Cahn-Hilliard) or density gradient. Such
models are quite complex and would not provide a significant improvement
of the physical modelling that is necessary for this type of flow. Another
kind of model is the so-called "pseudo-potential" model introduced by [15].
It is also designed to deal with phase change and multiple components. It
introduces an interaction potential that create attractive or repulsive forces
near the interface. This force is expressed by a variation of pressure and is
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introduced in the momentum equation. The equation of state p(ρ) is mod-
ified in order to become non monotonous. The change of phase occurs in
regions where dp

dρ
< 0.This model is able to reproduce surface tension effects.

Another kind of model was introduced by [16]: it was designed to deal with
two non miscible fluids and reproduces surface tension effects. It was initially
used for two-phase flow in porous media. This model introduces "colors" for
the two phases and follows the motion of each colored "particle". The same
idea of "color function" is used in the VOF approach for interface tracking.
Therefore, it appears interesting to investigate such model and the possibility
to combine it with VOF method. This was already done by several authors
[17, 18, 19, 20, 21, 22, 23].

In the present work, we introduce a new (in this context) numerical
model to improve the characterization of the corium geometry and its evolu-
tion during the core degradation. The core is considered locally as a porous
medium composed of a liquid phase (corium), a gas phase (steam) and a
solid phase (intact and fragmented structures, solidified corium) whose ge-
ometry evolves: phase changes (melting or solidification) consecutive to heat
transfers between phases (conduction, convection, radiation) or chemical re-
actions (dissolution, liquefaction...), mechanical degradation (fragmentation)
and transfers (corium flows, debris collapses) can impact strongly the porous
medium micro-structure and therefore the ensuing degradation. Due to the
numerous complex phenomena involved, some simplifications are assumed :
we do not consider fragmentation processes (formation of debris); we con-
sider only unfavorable situations in which no water supply is available and
steam flow velocity is small, i.e. we do not account for the influence of the
gas phase (steam) on liquid phase (corium) and neglect therefore mechanical
influence of steam on corium, which is justified in many situations because
ρcorium >> ρsteam); we neglect heat transfer by radiation and we do not model
chemical interactions, for the sake of simplicity (but it would not be difficult
to add to the model because the interfaces are identified). In this frame-
work we propose a numerical model based on the coupling between a Free
Surface Lattice Boltzmann Method (FS-LBM) and Finite Volume Method
(FVM) for the numerical simulation of the evolution of molten materials in
the degraded core in a nuclear Pressurized Water Reactor (PWR). The Free
Surface LBM handles the hydrodynamics of liquid corium flow and the FVM
is in charge of the heat transfers in the system (similar approaches can be
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found in [24, 25]. The choice of such hybrid approach was made for two rea-
sons: first, the FVM solver was already available in our computational tool
and, second, we considered that implementing a convection-diffusion solver
using explicitely the LBM mass fluxes would be a generic solution for solving
other similar problems like species conservation or passive scalar transport
because the equations are similar. Therefore, this hybrid coupling enables
further extension of the model, in particular to deal with several species and
chemical reactions between them. Phase change processes (solidification or
melting) are addressed by implementing a correlation between the tempera-
ture and the viscosity. Our numerical choices rely on two main arguments:
1) LBM is by nature a local resolution method that makes it very adapted to
high-performance computing on parallel architectures. Although the present
work does not involve parallelization, future works will consist in it together
with implementation of 3D geometries; 2) FS-LBM, by neglecting the gas,
allows to consider fine meshing without penalizing strongly computational
time.
In the following we start by the description of the numerical model, involving
basic LBM features, Free Surface theory, thermal coupling with FVM and
accounting of viscosity variation. In the second part we show, as a proof of
concept, simulations results of three test cases whose geometries are typical
of a reactor core: vertical rods, with or without obstacle (grids) or debris. By
analyzing the simulations results and comparing them with real observations,
we demonstrate the qualitative consistency of the model and its potential for
future works.

2 Numerical model

2.1 Lattice Boltzmann Model

As an alternative to the conventional Navier-Stokes equations solvers that
are based on discretization of macroscopic governing equations, the LBM
was developed some decades ago by [26] with a solid physical background
based on the mesoscopic kinetic equation (Boltzmann equation), where the
description of the flow is made in terms of the probability of finding a particle
in a determined state. The basic quantity of the LBM is the discrete-velocity
distribution function fi(x, t) often called the particle distribution function
(DF). Based on Kinetic theory it represents the density of particles with ve-
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locity ci = (cix, ciy, ciz) at position x and time t. The macroscopic quantities
of the fluid (density ρ and velocity u) are computed from the moments of f :

ρ(x, t) =
∑
i

fi(x, t) , ρu(x, t) =
∑
i

cifi(x, t) (1)

For each node i, ci is one of a small discrete set of velocities {ci} and the
points x define the position on a square lattice in space, with lattice spacing
∆x. Additionally, fi is defined only at discrete times t, separated by a time
step ∆t. For two-dimensional simulations, nine directions are commonly used
(D2Q9 model). The directions of the velocity vectors are shown in Figure 1
a). By discretizing the Boltzmann Equation in velocity space, physical space

Figure 1: a) D2Q9 velocity scheme; b) Illustration of collision and streaming
steps for the populations fi.

and time we find the lattice Boltzmann equation (LBE):

fi(x+ ci∆t, t+∆t) = fi(x, t) + Ωi(x, t) . (2)

This expresses that particles fi(x, t) move with velocity ci to a neighbouring
point x + ci∆t at the next time step t + ∆t. At the same time, parti-
cles are affected by a collision operator Ωi that models particle collisions by
redistributing particles among the population fi at each site. Among the
different collision operators Ωi available, the simplest that can be used for
Navier-Stokes simulations is the BGK operator:

Ωi(f) = −fi − f eq
i

τ
∆t (3)

It relaxes the populations towards an equilibrium f eq
i at a rate determined

by the relaxation time τ . The equilibrium is given by:

f eq(x, t) = ρωi

(
1 +

ci · u
c2s

+
(ci · u)2

2c4s
− |u|2

2c2s

)
, (4)
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where ωi is the set of weights associated to each velocity, u represents the
macroscopic flow velocity and ci corresponds to the set of unitary velocities.
The sets of values ωi and ci for D2Q9 scheme are given in table 1. Equation

Table 1: Explicit values for the lattice weights ωi, and velocities ci for D2Q9
scheme.

Direction i ωi ci
0 4/9 (0, 0)

1− 4 1/9 (±1, 0), (±1, 0)
5− 8 1/36 (±1, 0), (±1, 0)

(2) reproduces the Navier-Stokes equations (NSE) for an isothermal ideal gas
in the limit of low-density fluctuations and low Mach numbers ([27, 28]) in
the continuous limit of infinitely small cells. The link between the LBE and
the NSE can be determined using the Chapman-Enskog analysis ([29]). The
kinematic shear viscosity is given by the relaxation time τ as:

ν = c2s

(
τ − ∆t

2

)
. (5)

with cs a constant representing the isothermal speed of sound on the lattice
network. In case of D2Q9 scheme, cs = 1/

√
3 .

The LBM algorithm proceeds in two steps – the collision and the stream-
ing. The collision is simply an algebraic local operation: from the density ρ
and macroscopic velocity u are computed the equilibrium distributions f eq

i

and the post-collision distribution f ∗
i . Then the streaming step propagates

the resulting distribution f ∗
i to neighbouring nodes. When these two opera-

tions are completed, time step is finished and operations are repeated. The
collision and streaming steps for the D2Q9 velocity set are summarized in
Figure 1 b).

No-slip boundary conditions for the LBM are implemented by reflecting
the DFs at the boundary and at interfaces with solid obstacles. Hence for
each cell, instead of copying the neighboring DF from a boundary cell during
streaming, its own opposing DF is taken. This results in zero normal and
tangential velocities along the boundary (see [29]).
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2.2 Free Surface method

The Free Surface Lattice Boltzmann Method (FS-LBM) emerges as an alter-
native to simulate multi-phase flows with a high density ratio [21, 30]. Based
on the VOF approach, it relies on the description of the interface evolution
between two different fluids where one predominates and determines the hy-
drodynamics and the other one can be neglected. Three types of cells are
identified based on their liquid volume fraction ϕ: Fluid cells ϕ = 1, Gas
cells ϕ = 0 and ϕ for Interface cells can vary from 0 to 1. The value of ϕ
determines the cell flag C used to distinguish liquid cells (C = 1), liquid-gas
interface cells (C = 0.5) and gas cells (C = 0.). In the case of a porous
medium two additional values for cell flag are introduced; C = 2.0 for solid
cells and C = 1.5 for solid-liquid interface cells .
Similarly to VOF approach, the main idea of the Free Surface Method is to
evaluate mass fluxes between cells at each time step in order to calculate new
masses in cells and new liquid volume fractions ϕ. From ϕ, we obtain a new
map for cell flags C. Given that in LBM the DFs carry information about
the amount of particles at a certain position that moves in the i direction, it
is obvious that the streaming step leads to mass advection between neighbor
cells. For a cell at position x, the new mass M at time t + ∆t relies on the
contributions in all directions such as:

M(x, t+∆t) =M(x, t) +
∑
i

mi(x, t) , (6)

where mi is the mass contribution on direction i considering the outgoing
and incoming populations. Some special attention needs to be paid to the
flag of the involved cells since the volume fraction determines the contact
area between the cells. To achieve this, a coefficient α is defined for each pair
of cells so the mass increment is given by:

mi(x, t) = αi[f
∗
ī (x+ ci∆t, t)− f ∗

i (x, t)] , (7)

where the subscript ī stands for the opposite direction of i and the superscript
∗ for the post-collision populations. The values of αi vary from 0 to 1 and
involve the volume fraction value when two interface cells are considered (See
Table 2). One of the main advantages of Free Surface Method stands in the
fact that gas cells are neglected and consequently not calculated. It implies
the reconstruction of some fi’s coming from the gas during the streaming
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Table 2: Mass exchange coefficient for different types of cells.

Cell Neighbor αi

gas Gas 0
Interface 0

Interface Gas 0
Interface 1

2
[ϕ(x) + ϕ(x+ ci∆t)]

Liquid 1
Liquid Interface 1

Liquid 1

step. To do so, the pressure ps at interface determining the value for ρs is
used to compute the equilibrium function such that :

ρs =
ps
c2s

and fi(x, t) = f eq
i (ρs,u) + f eq

ī
(ρs,u)− fī(x, t) , (8)

where ī stands for the opposite direction of i and the velocity u is taken as
the value on the interface cell.

At this step it is possible to impose surface tension effects at the interface
introducing κ(x, t) the local curvature and σ the constant surface tension of
the liquid. The modified expression for the pressure is therefore written as:

p′s = ps + 2σκ(x, t) . (9)

and the curvature is computed in terms of the divergence of the normal vector
n̂ at the interface as

κ = −(∇ · n̂). (10)

The volume fraction is then obtained using M = ϕρVcell where ρ is the liquid
density and Vcell is the cell volume. Evolution of cell flags is done according
to the volume fraction at each of them. It should be noted that only a few
transitions are allowed in order to preserve the continuity of the interface.
In other words, a liquid cell can not be next to a gas one and there must
be an interface cell in between to allow the mass exchange and therefore
the flag change. These changes are only performed at interface cells that
can be either filled or emptied, making the cell flag change to fluid or gas,
respectively. Once the new gas and fluid cells are defined, it is necessary to
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guarantee the continuity of the interface. To do so, a loop on these modified
cells is performed and takes the information about the neighbors flag. For
filled cells it will search for gas neighbors and will change their status to
interface. Similarly, for an empty cell, the fluid neighbors will be marked as
interface, thus ensuring the continuity of the interface.
For each flag change in a cell, it is necessary to pay attention to the excess of
mass remaining in the cell and to redistribute it among the interface neighbor
cells. In such cases, the mass is distributed in the direction of the interface
motion using the normal vector at the interface. The absence of calculation
in the gas domain is expected to massively save computational time but also
to avoid difficulty of dealing with large density ratio in multi-phase models
[30]. We did not quantify it in the present study but it has to be noted that
the thermal resolution (see section 2.3) is performed on the whole domain,
including gas cells. More details about the mass redistribution process are
available in [30].

2.3 Thermal coupling

The energy conservation equation, expressed with the enthalpy as main vari-
able, is solved using a Finite Volumes (FV) method implemented in CALIF3S
software. Enthalpy of the gas is neglected and we need to account both liq-
uid and solid part in the cell. It is assumed that solid and liquid have the
same temperature (thermal equilibrium assumption) and that the liquid vol-
ume fraction xl is a monotonically increasing function of temperature T :
xl = fl(T ). The enthalpy is written as the sum of enthalpies of liquid and
solid parts:

h(T ) = (1− xl)hs(T ) + xlhl(T ) (11)

in which each contribution (liquid or solid) can be expressed from heat ca-
pacity Cp and solidification enthalpy ∆h:

hs(T ) = CpT (12)

hl(T ) = ∆h+ CpT (13)

Therefore we have:
h(T ) = CpT + xl∆h (14)

and
∇h = Cp∇T +∆h∇xl (15)
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The algorithm of resolution of the free surface model ensures the conservation
of total mass of fluid thanks to a mass redistribution (normalisation) process
(see section 2.2). As a consequence, the divergence of the mass flux is not
necessarily zero, especially in the cells within or near the interface:

∂ρϕ

∂t
̸= 0 (16)

For convenience the mass in a cell represented by ρϕ is denoted ρ̃. At each
time step we store the local value of mass variation for fluid cells

ρ̇fl =
∂ρ̃

∂t
+∇ · (ρ̃u) (17)

and interface cells:
˙̃ρint = (

∂ρ̃

∂t
)norm (18)

We note ˙̃ρtot = ρ̇fl + ˙̃ρint. This term is used in the energy conservation.
Starting from the conservative form of the enthalpy conservation:

∂(ρ̃h)

∂t
+∇ · (ρ̃hu) = ∇ · (−k∇T ) + Q̇ (19)

we develop it in order to exhibit the mass variation:

h
∂ρ̃

∂t
+ h∇ · (ρ̃u) + ρ̃

∂h

∂t
+ ρ̃u.∇h = ∇ · (−k∇T ) + Q̇ . (20)

We can replace the mass variation and obtain an equation for the time vari-
ation of temperature:

ρ̃Cp
∂T

∂t
= ∇ · (−k∇T )− ρ̃Cpu.∇T − ρ̃∆hu.∇xl + Q̇− h ˙̃ρtot (21)

Equation 21 is solved by a standard Finite Volume solver.
In our 2D case, a regular square meshing coinciding with the LBM D2Q9

network is defined. Each cell of the FV meshing includes 9 nodes of the
LBM grid. On the FV meshing, the density ρFV is defined at the center
of each cell like ρLBM in LBM meshing, such that for each node i we have
ρFV
i = ρLBM

i . On the contrary, there is no straightforward correspondence
between FV velocities (defined at faces) and LBM velocities (defined at cell
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centers). The FV velocity value uFV
ij at interface of each couple of FV cells

(i, j) is computed from LBM velocity values such as :

uFV
ij =

1

2
(uLBM

i + uLBM
j ).nij (22)

where nij corresponds to the normal vector to the face between cells i and j.
Since the gas phase is not considered in the Free Surface LBM, we impose

its density ρFV
g = 10−4ρFV

l and velocity uFV
g = 0. in the FV resolution. To

avoid loss of energy through the gas phase during heat transfer resolution,
it is also necessary to impose a small diffusivity kg such that kl >> kg and
to define a specific heat capacity Cp that depends on the volume fraction of
liquid α such that:

kg = 10−6kl (arbitrary to keep energy within liquid phase), (23)

Cp = αCpl + (1− α)Cpg . (24)

2.4 High viscosity flows and variable viscosity

The temperature field obtained from the coupling with the finite volume
method is returned to LBM Free surface to manage the viscosity of fluid and
solid cells, and consequently to model melting/solidification processes. The
coexistence in the same domain of high viscosity ratios (solid/liquid) can
lead to some instabilities or lack of accuracy. Therefore, this issue requires
some strategy to improve the performance: in this case we implement a
modification of the LBM collision kernel, known as the "Two Relaxation
Times" (TRT) model [31]. The TRT scheme relies on the principle that any
lattice quantity ψi can be decomposed into two components, one symmetric
and the other anti-symmetric. This leads to the construction of the TRT
model, where the evolution is driven by two relaxation times: τ+ and τ−.
The parameter τ+ is directly related with the kinematic viscosity and the
other can be freely adjusted accordingly to find the stability of the model
through a so-called magic parameter Λ given by

Λ =

(
τ+ − 1

2

)(
τ− − 1

2

)
. (25)

A recommended choice is Λ = 1/4 [29]. For any value of τ+, one can always
select the free parameter τ− such that Λ = 1/4. The TRT model is imple-
mented similarly to the BGK model, using the same form for the equilibrium
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functions and velocity schemes. The TRT Boltzmann equation reads:

∂fi
∂t

+
∂

∂xα
(ci,α) = − 1

τ+
(f+

i − f eq+
i )− 1

τ−
(f−

i − f eq−
i ) , (26)

where f+
i and f−

i are the symmetric and anti-symmetric components of the
distribution functions fi, expressed as:

f+
i =

1

2
(fi + fī) ; f−

i =
1

2
(fi − fī), (27)

with the index ī defining the opposite direction of i, i.e. cī = −ci. Similarly,
for the equilibrium function we have:

f eq+
i =

1

2
(f eq

i + f eq
ī
) ; f eq−

i =
1

2
(f eq

i − f eq
ī
) , (28)

where the equilibrium function is the same used in the standard BGK LBM
(see equation 4).

Due to the flexibility and stability provided by the use of two relaxation
times in the TRT kernel, it is possible to reach higher values for the viscosity
(related to τ+) and tune accordingly τ−. In thermal flows, it is common to
find a strong dependence on the temperature through the fluid viscosity [32].
This can be treated appropriately by considering a local viscosity at each
lattice node. The connection with the lattice Boltzmann method can be seen
as a change of the relaxation time, which leads us to define it locally as a
function of the temperature field.

We define a dimensionless temperature denoted by θ in terms of the tem-
perature T , defined as:

θ =
T − Tsol
Tliq − Tsol

, (29)

where Tsol is the solidus temperature and Tliq is the liquidus temperature.
The relation between the temperature and the viscosity is given in Equation
30 as a piecewise function, where there are two intervals defining the differ-
ent phases with a constant viscosity, and an intermediate region where the
viscosity varies with the temperature.

ν(T ) =


νliq if θ ≤ 1

min (νmax, θ
−3νliq) if 0 < θ < 1

νmax if θ ≤ 0

, (30)
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where we chose νmax = 1000νliq for this work.
To catch melting and solidification processes the cell flag C is changed

according to the value of viscosity on the cell : a liquid cell is changed to
solid cell when ν > νmax and a solid cell is changed to liquid when ν ≤ νmax.

2.5 Validation

Several validations tests were carried out to check the ability of the model to
reproduce theoretical / experimental results. As summarized in table 3, the
model shows a good behavior in different configurations, ranging from simple
isothermal and thermal flows (Poiseuille, lid cavity, steady-state freezing)
to multiphasic system submitted to gravity (Dam-break). More details are
available about these validation tests in [33].

Table 3: Examples of validation tests performed with Free-Surface LBM in
2 dimensions.

Configuration Description Remarks
Poiseuille Flow Pressure gradient im-

posed for different Re,
BGK and TRT opera-
tors

Retrieves parabolic
profile for velocity.

LID Driven Cavity Re = 100, 400, 100,
BGK collision opera-
tor.

Vertical and horizon-
tal velocities consistent
with [34].

Dam-Break TRT collision opera-
tor, gravity

Evolution of the water
front consistent with
[35].

Steady-state freezing 2D channel with cool-
ing conditions on wall.

Evolution of the solid
layer thickness (forma-
tion of ice) consistent
with [36].
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3 Application to the flow of a molten material
in porous media with a temperature differ-
ence

3.1 Dimensionless analysis

This section presents results of numerical simulations representative of dif-
ferent states encountered during the degradation of a core reactor. The aim
is to show the ability of the model to catch some physical features as "a
proof of concept". As it can be seen in figure 2, a degraded core presents
large zones of molten materials and debris beds, sometimes mixed together,
and that can be relocated at lower elevations through still intact fuel rods
and grids. To simplify we can consider the flow of corium in two borderline
configurations : 1) through a set of intact fuel rods ( bundle configuration
) ; 2) through a debris bed (porous configuration). In each configuration, it

Figure 2: Schematic representation of a PWR core reactor. a) intact; b)
degraded

is possible to characterize the corium flow by estimating some dimensionless
numbers :

• The Reynolds number Re spans between 10 (flow through a porous
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medium in a dense debris bed configuration) and more than 10000 (
free fall between fuels rods),

• the Capillary number Ca, estimated between 1.10−5 and 1.10−3 de-
pending corium velocity,

• the Bond number Bo, is between 0.15 and 1.3 depending on the pores
size,

• the Weber number We is between 1.10−2 (porous configuration) and
5.103 (bundle configuration).

In presence of a debris bed (porous configuration) the flow is therefore ex-
pected to be inertial with a non-negligible role of surface tension compared
viscous forces and gravity. On the contrary, between fuel rods (bundle con-
figuration) the flow is expected to be turbulent and the surface tension plays
a minor role.

The above dimensionless analysis should be however put in perspective
taking into account that it relies on an isothermal progression of corium
assumption, which is not exactly the case during a core degradation. In fact
melting and solidification processes obviously occurring in such configuration
participate to a strong geometry evolution that can either slow down or
accelerate the corium flow.

3.2 Modeling

In the following we propose here to investigate two simple configurations in
which a mixture of molten materials (corium) relocates either in a bundle
of rods or in a debris bed. We consider a 2D rectangular domain of width
Lx = 6× 10−2m and height Ly = 10−1 m, delimited by two walls on the left
and right sides. Inside this domain, we define 3 rectangular solid walls of
width Lrod = 0.01 m separated by a distance Lgap = 0.005 m (those walls
represent fuel rods). Three cases are considered: 1) configuration without
grid; 2) configuration with grids, represented by squares located at an eleva-
tion Hgrid = 2.5 × 10−2 m; 3) configuration with a debris bed. In the last
case, a python pre-processing was made to generate a sample of 60 squares
of random size (between 2.4mm and 9mm) and random position, creating a
domain with a mean porosity equal to 0.77. The obtained porosity is greater
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than the one expected in a dense debris bed (around 0.42 in 3D, [37]). How-
ever we note that a 2D geometry requires a greater porosity to keep the
coalescence of the void phase. In that context the last configuration, without
representing a real debris bed (2D representation), is proposed to evaluate
the model behavior in presence of a disordered porous medium.
The upper part of the fuel rods is defined as initially melted by imposing a
temperature Thot = 3000 K on a length Hmelt = 3× 10−2 m. All other solids
are set initially at a temperature Tini = Tcold = 2600 K, including debris. The
top part of the domain is set adiabatic and a fixed temperature Tcold = 2600
K is imposed at the bottom, left and right sides during the whole simula-
tion. In terms of velocity, a no-slip condition is applied on all boundaries.
Figure 3 a) illustrates the simulation configurations. The densities of solid

(a) Configuration with fuel rods (b) Configuration with debris

Figure 3: Schematic representation of test-cases configurations a) with par-
allel fuel rods; b) with debris.

and liquid are defined equal to the density of corium ρ = 8.0 × 103 kg/m3

and the dynamic viscosity for liquid (molten parts) is set to µ = 6.0× 10−3

Pa s, corresponding to a kinematic viscosity ν = 0.75× 10−6m2/s.
To simplify the temperature resolution, the specific heat of all components
has been set to Cp = Cpl = Cpg = 1 J kg−1K−1, the solid and liquid diffusivity
to kl = 0.1 m2s−1 and the gas diffusivity arbitrary to kg = 10−6kl. Tempera-
tures of liquefaction Tliq and solidification Tsol have been fixed to 2750 K and
2700 K, respectively. In term of LBM resolution, applying a real gravity im-
poses small time steps and fine meshing. In order to reduce the computational
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cost, the reduced gravity g = 0.05m/s2 has been imposed along the vertical
direction and the surface tension has been set to σ = 0.5 × 10−3kg/s2. The
computational domain has been meshed with Nx = 100 lattice nodes along x
and Ny = 167 nodes along y, corresponding to cell size of ∆x = 6× 10−4 m.
Considering a free fall velocity and a reference porous length Lgap = 5mm,
we obtain Re ≃ 1.104, Ca ≃ 1.2, Bo ≃ 20 and We ≃ 1.5.104. We note
that these values, which are partly induced by numerical aspects in this first
"proof of concept" code version, are relatively far from the values estimated
in the previous analysis concerning the influence of surface tension compared
to viscous drag forces and gravity. By neglecting surface tension effects, we
focus here mainly on phase change (solidification and melting) processes that
are expected to influence strongly the corium pool formation and relocation.
It is however important to note that using a reduced gravity obviously in-
duces a complexity to interpret results, due to the fact that impact of fast
relocation is neglected.
We point out here that the proposed configurations do not claim to repre-
sent real reactor configurations but rather evaluate the model behavior under
controlled geometry and boundaries conditions. In fact, several limitations
(2D, absence of radiative exchanges, absence of oxidation, etc) prevent di-
rect comparison to realistic situations. However, we note that some choices
concerning the geometry and the temperatures range look like well-known
experiments such as PHEBUS [38], CORA [9] or CORDEB [39]. In particu-
lar for the debris configuration, the dimensions of the domain and the cold
thermal conditions on walls are relatively close to the CORDEB experiments
(Rasplav facility), in which a corium was heated and molten by induction in
a water cooled crucible of about 7cm internal diameter. In fact the CD4 and
CD5 series focused on the conditions in which a heated molten steel would be
able to penetrate within a debris bed by varying steel temperature between
1850◦C and 2300◦C.

3.3 Results

3.3.1 Bundle configuration without grid

In this first configuration, we can observe the qualitative behaviour predicted
by the model for the flow of a large mass of super-heated liquid through cold
parallel channels. One of the interesting points to observe in Figure 4 is the
coexistence of two modes of relocation:
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• The first one consists of small drops or rivulets which flow rather fast
and are able to reach low elevations, or even flow out of the domain.
This corresponds to a relocation mode already observed in experiments
of fuel rods degradation such as CORA by [9]. In this paper, the au-
thors indicate that, when the cladding material melts "the melt relo-
cates along the surface as rivulets (candling) and, to a minor extent, as
droplets (free fall), i.e. without contact with other surfaces. Film flow
type of melt relocation down the rods was not observed.".

• The second one consists of a massive and compact pool of liquid which
goes down slowly. The reason for this slow progression is the presence
of a partly solidified crust below the liquid pool (clearly visible on
the right image of Figure 5 with a rather thick zone of high-viscosity
material): this crust successively remelts and refreezes, depending on
the balance between heat lost along the walls and heat gained from
the overlying liquid pool. In the same paper, [9] indicate that, when
the fuel melts (i.e. a much larger mass of liquid is involved), "larger
amounts of molten material are produced so that the blockage zone in
the lower bundle region is clearly larger. The formation of a distinct
crust consisting of metallic material was observed, on which the metallic
and ceramic melts formed later accumulated"

This double-relocation process was also described, from the analysis of PHE-
BUS bundle tests ([38]) by [40] who formulate it as follows: "Rapid processes
of drop- or rivulet-like income from above and outcome to below take place
against the background of the slow relocation of the molten mass (slug). This
slow relocation makes the main contribution to the axial mass transfer and
correlates with the downward propagation of the high-temperature front".
Looking at the final distribution of porosity (or, equivalently, of mass) shown
in Figure 5 d), we see that the "liquid pool" zone is completely full (no poros-
ity) and that there is an almost linear gradient of porosity from the pool
towards the bottom where the porosity is almost equal to its initial value.
The gradient is caused by the presence of the rivulets. This kind of profile
may be compared to measurements of mass profile made in the PHEBUS-FP
experiments ([38]).
Finally, we see that the model, with the physical properties that were chosen
for this calculation, is able to reproduce those experimental observations. It
is particularly interesting because current volume-averaged models are not
able to distinguish between the fast relocation process (which is mainly driven
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by gravity and inertia) and the slow relocation process (which is mainly gov-
erned by the thermal balance at the leading edge of the relocation front).

Figure 4: Simulation of a magma flow through fuel rods at times
0s, 0.6s, 1.2s, 1.6s, 3.2s, respectively. Temperature is represented in color lev-
els.

Figure 5: Final state of simulation with fuel rods: a) phase index (0=gas,
0.5=interface gas/liquid, 1=liquid, 1.5=interface liquid/solid, 2=solid); b)
velocity (m/s); c) kinematic viscosity in lattice units. d) Porosity profile at
initial and final states for simulation with fuel rods.

3.3.2 Bundle configuration with grids

When we look at the same configuration with the addition of a "grid", we
can observe in Figure 6 that the rivulets are not able to go below the grid.
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This is mainly due to the increase of heat transfer with the cold surfaces
(which are doubled at the location of the grid) but also to the decrease of
velocity (or increase of friction) when arriving at the grid. As a result, so-
lidification takes place when the liquid reaches the grid. This corresponds to
an expected behaviour which had already been observed experimentally: in
[9], the authors indicate that "the lower, colder grid spacers act as ’material
catcher" for solid and liquid bundle components and thus exert a major in-
fluence on the development of cooling channel blockages (crusts)". Of course,
the blockage of the flow depends on the size of the grid, on the superheat of
the liquid and the temperature of the walls. However, we did not perform
a sensitivity analysis because in this simulation some thermal properties are
different from the real ones, like the gravity. Therefore, the quantitative be-
haviour cannot be strictly interpreted for those first simulations.
Another interesting result is the formation of closed porosities, as can be
observed in the last (down-right) image of Figure 6 and in the porosity pro-
file in Figure 6 d). Such porosities might have an important effect on the
coolability of corium in case of water injection: open porosities are favorable
for water penetration and cooling whereas closed porosities have no impact
on the permeability of the resulting corium configuration.

Figure 6: Simulation of a magma flow through fuel rods with grids at times
0s, 0.6s, 1.2s, 1.6s, 2s, respectively. Temperature is represented in color levels.

3.3.3 Debris bed configuration

In this last case where the hot liquid flows through a random arrangement of
cold squares, it is interesting to observe that the propagation is initially quite
random (see the bottom left image of Figure 8) but it finally reaches a rather
symmetrical shape (see the bottom right image of Figure 8 and Figures 9).
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Figure 7: Final state of simulation with fuel rods and grids: a) phase in-
dex (0=gas, 0.5=interface gas/liquid, 1=liquid, 1.5=interface liquid/solid,
2=solid); b) velocity (m/s); c) kinematic viscosity in lattice units; d) Poros-
ity profile at initial and final states for simulation with fuel rods and grids.

This can also be observed on the porosity profiles (see Figure 9 d)): starting
from an initial state with many fluctuations in the porosity, we finally obtain
a profile very close to those observed in bundle configurations (see Figures 4
d) and 7 d)). This shows that the heat transfers govern the progression and
that the symmetry of the system (in terms of temperature) is not lost because
of the random arrangement, as soon as the liquid has passed through several
"lines" of obstacles. This can also be explained, looking at the right image
of Figure 9, by the build-up of a lateral crust, originating from the wall at
the top and progressing towards the centre at lower elevations. The presence
of this crust causes an accumulation of liquid towards the center. This type
of propagation has already been observed in experiments like CORDEB, as
illustrated in Figure 10.The CORDEB program studied corium phenomena
taking place at different stages of molten pool formation in the reactor vessel.
It addressed particularly the issue of molten steel progression across an oxide
debris bed (see [39]).

4 Conclusions
The initial motivation for this work was to investigate the potential of a Lat-
tice Boltzmann method (LBM) as a proof of concept to describe the flow
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Figure 8: Simulation of a magma flow through a debris bed at times
0s, 0.75s, 1s, 2s, 10s, respectively. Color is assigned according to the value
of temperature.

of a molten material through a reactor core geometry, at different stages of
degradation. The expected benefit of the LBM approach was the gain of
computational time compared to the usual Navier-Stokes resolution meth-
ods. This led us to choose a Free Surface LBM model where only the liquid
distribution functions are calculated and the gas flow is not calculated. The
algorithm uses some elements of the Volume-of-Fluid (VOF) method and en-
sures the conservation of mass. It is a sharp interface type model in the sense
that only one mesh is necessary to make a geometrical reconstruction of the
transition between liquid and gas, as it has already been done with classical
computational fluid methods such as in [41]. Similar coupled LBM/VOF ap-
proaches have been extensively described by previous authors, such as [23].
In the flows considered in this work, it is expected that solidification may
take place at some location where the solid elements are colder or that the
solid elements may melt when they get in contact with hot liquid. Therefore,
it was necessary to estimate the temperature of the liquid and solid phases.
This is made by solving the energy equation with a standard finite volume
solver, over a meshing that is directly deduced from the LBM lattice. An
additional energy source term must be introduced as a correction in the en-
ergy conservation because the divergence of the velocity field obtained after
the LBM resolution is not exactly zero. As a result, the coupled LBM/FV
model ensures the mass and energy conservation. The temperature field is
used to increase the viscosity when temperature is lower than the melting
temperature. This results in a decrease of the relaxation time in the collision
function. However, because the LBM resolution is less accurate when the
relaxation time is large, we have chosen to replace the standard BGK kernel
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Figure 9: Final state of simulation with debris: a) phase index (0=gas,
0.5=interface gas/liquid, 1=liquid, 1.5=interface liquid/solid, 2=solid); b)
velocity (m/s); c) kinematic viscosity (m2/s); d) Porosity profile at initial
and final states for simulation with debris.

by a Two Relaxation Times (TRT) kernel which avoids this limitation. In
the end, the model differs significantly from the basic LBM models for single
phase flows. At this point of development, the model is able to deal with the
configurations of interest described in the introduction. With the sufficient
number of meshes, it is possible to capture important details of the flow at a
scale smaller than the pore scale and, at the same time, it is possible to take
into account the average effects at the scale of several pores. The numeri-
cal efficiency is such that we will consider, in the near future, much larger
computation domains or 3D applications. One of the main advantages of
the present implementation is that the hydrodynamics is solved only in the
nodes where the liquid phase is present during the LBM evolution.
The presented model, which aimed at investigating the potential of Lattice
Boltzmann method to describe the flow of a molten material in nuclear con-
text, is the first step to reach a more complete modeling. A crucial coming de-
velopment is the 3D representation without which a quantitative comparison
with real geometries is not possible. In that perspective, the parallelization
of the code is required to be able to account large number of cells, together
with higher Reynolds numbers (i.e. using real gravity and viscosity) implying
smaller time steps. In addition, a regularization algorithm should be helpful
to keep reasonable computational times, as mention in [30]. An example of a
3D simulation including parallelization and Hermite regularization algorithm
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Figure 10: Cross section obtained after progression of molten steel through
a debris bed (CORDEB CD5-03) test [39].

performed with an under-development version of the code is shown in figure
11. In the future, more complex configurations such as debris beds previously
computed by a granular method in [37] could be considered. Further devel-

Figure 11: Example of 3D simulation of an isothermal flow of a partially
molten pellet inside a cladding. Liquid velocity is represented in color level.
Under-development version of 3D-parallelized Free-Surface LBM.

opments are also needed to improve the thermal resolution, in particular the
heat transfers through the gas phase which are not perfectly controlled with
the chosen approach. Radiative heat transfers in the gas phase, neglected
here but crucial for a comprehensive core degradation modeling, should be
also accounted to provide quantitative results. One solution envisaged would
be to replace the thermal FV resolution by a fully LBM one, considering for
example models mentioned in [42]. We should also look at the possibility
to consider more accurate laws for viscosity and surface tension which have
been voluntarily chosen simple. Finally, we need to make a more quantita-
tive validation of the model for the cases where surface tension governs the
progression.
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