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A B S T R A C T

Direct steam generation (DSG), which is currently gaining renewed interest in concentrated solar power
technologies, offers several advantages, such as reducing the number of components in the plant and lowering
operating costs by replacing conventional heat transfer fluids — usually synthetic oils or molten salts — with
water. However, it also introduces certain complexities due to the two-phase flow in the receiver. In horizontal
receivers, gravity tends to separate the two phases, generating a stratified flow regime. In this regime, steam
transfers heat less efficiently, causing the upper part of the receiver to overheat and creating significant
temperature gradients within the receiver. These gradients can lead to fatigue and reduce the lifespan of
components. Therefore, predicting flow regimes is crucial for the design and operation of solar power plants.
In pursuit of this objective, we are developing a 3D transient modeling tool using the NEPTUNE_CFD and
Syrthes software to account for the two-phase flow dynamic and coupled heat transfers within the receiver.
Simulations, based on a 67 m long receiver module from the eLLO plant, study the influence of the receiver’s
inclination and the distribution of concentrated solar flux on the receiver’s performance. The results show that
flux distribution mainly affects the temperature distribution in the solid but does not impact steam production.
Flow regimes are strongly influenced by the receiver’s inclination. Downward configurations promote steam
production at the cost of greater temperature gradients.
1. Introduction

Concentrated Solar Power (CSP) is an emerging technology that is
positioning itself as a viable alternative to conventional energy gener-
ation technologies [1]. The fundamental principle of this technology
lies in concentrating solar radiation at a focal point (as in tower or
Dish Stirling plants) or along a focal line (as in parabolic trough or
Fresnel plants). This focused concentration of electromagnetic radiation
enables the working fluid to reach high temperatures up to 560 ◦C for
molten salts. Inside the receiver, the heat transfer fluid (HTF) is respon-
sible for absorbing the radiation energy concentrated by the mirrors.
This energy now held in the HTF can be used for different purposes,
such as the production of electricity, the salt-water desalinization or the
production of steam for industrial processes. When the HTF is water,
steam is generated directly in the receiver, leading to the so-called
Direct Steam Generation (DSG) technology. In this process, pressurized
subcooled water is injected into the receiver, where it first heats up to
the saturation temperature and then evaporates, creating a mixed flow
of water and steam. The steam produced can be either used in a steam
turbine to produce electricity or directly in steam driven industrial
processes (e.g.: paper mills, food processing, oil extraction. . . ). The DSG
technology presents several significant advantages:
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• Simplicity and efficiency: Eliminating the heat transfer fluid
simplifies the system and reduces the number of heat exchangers
(preheater, boiler, and superheater). This increases the overall
efficiency of the plant [2] due to the reduction in the number
of components.

• Cost reduction: Eliminating the working fluid reduces acquisi-
tion, maintenance, and operational costs, making the plant more
cost-effective in the long term [3].

• Reduced environmental impact: Simplifying the design and
reducing the number of components decreases the associated
carbon footprint. It also reduces plant waste, enhancing social
acceptance.

The process of generating steam directly in the receiver involves the
coexistence of both liquid and steam phases during evaporation. Due to
differences in densities and buoyancy forces, the steam phase tends to
move upward toward the top of the receiver. The presence of these
two phases in a horizontal receiver generates various flow patterns,
which depend on the system’s operational parameters, such as mass
flow rate, heat flux, or tilt. Studying these flow patterns is crucial, as
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Nomenclature

Abbreviations

CG Continuous gas
CL Continuous liquid
CSP Concentrated solar power
DG Dispersed gas
DISS Direct solar steam
DSG Direct steam generation
HTF Heat transfer fluid
LFC Linear fresnel concentrator
PTC Parabolic-trough collector
RANS Reynolds-averaged Navier–Stokes equations
RMS Root mean square
SIMPLE Semi-implicit method for pressure linked equations

Greek symbols

𝛼 Void fraction [-]
𝛿 Kronecker symbol [-]
𝜅 Interface curvature [m−1]
𝜆 Wall conductivity [W m−1 K−1]
μ Dynamic viscosity [kg m1 s−1]
𝜌 Density [kg m−3]
𝜎 Surface tension [N m−1]
𝜏 Characteristic time [s]
Θ Circumferential angle [◦]
𝜃 Tilt angle [◦]
𝜀 Turbulent kinetic energy dissipation [m2 s−3]

Roman symbols

ẍ Dynamic steam quality [-]
ṁ Mass flow rate [kg s−1]
ẋ Steam quality [-]
cp Thermal capacity [J K−1 kg−1]
D Diameter [m]
Eint Interfacial thermal transfer [W m−3]
G Mass flux [kg m−2 s−1]
g Gravity [m s−2]
H Enthalpy [J kg−1]
h Heat transfer coefficient [W m−2 K−1]
I Momentum transfer [N m−3]
L Length [m]
P Pressure [Pa]
Q Conductive flow [W m−2]
Re Reynolds number [-]
St Stanton number [-]
T Temperature [K]
u Velocity [m s−1]

Subscripts

b Bubble
crl Critical
c Convective
d Detachment
e Evaporation
i, j Spacial direction
in, out Inlet, outlet
2 
l, s, v Liquid, solid, vapor
lat Latent
p, k Phase p, k
q Quenching
sat Saturation
w Wall

Subscripts

AM Added mass
D Drag
F Friction
int Interface
L Lift
nuc Nucleation
P Penalty force
T Turbulent

the heat transfer coefficient between the receiver tube and the fluid
varies significantly with the flow pattern [4–6]. Numerous flow regime
maps have been developed for two-phase flow in horizontal pipes,
with and without phase change. Baker [7] proposed a map for flow
in small-diameter pipes using various fluids adiabatic flow data. In its
representation, the flow pattern depends on the mass flow rates of each
phases, ponderated by non-dimensional parameters taking into account
physical properties of the fluids (density, viscosity, surface tension).
Mandhane et al. [8] studied two-phase flow in small-diameter pipe
adiabatic air–water flows and constructed a map based on gas and
liquid surface velocities. This type of map is now the most widely
used. Taitel and Dukler [4] developed a theoretical and mechanistic
flow regime map, which remains widely used today. However, the flow
regime maps available in the literature are not fully adapted to the
current operating conditions of modern plants. Specifically, the work
by [4,7,8] focuses on horizontal air–water flows without accounting
for heat and mass transfer. In a DSG receiver, the vapor mass flow
rate is null at the inlet and grows wih the streamwise direction owing
to boiling. The previously introduced maps do not account for this
phenomenon and require the a priori knowledge of the gas mass flow
rates. Horizontal boiling flow maps do exist in the literature, one
can refer to the work of [5,6], however, those maps are limited to
small-diameter tubes (where confinement plays a dominant role) and
refrigerants (which have a much lower latent heat compared to water).

The modeling and simulation of direct steam generation (DSG)
have extensively employed two principal approaches: the homogeneous
equilibrium model (HEM) and the two-fluid model (TFM), each offering
distinct advantages and limitations. HEM, which assumes thermal and
mechanical equilibrium between phases, has been successfully applied
in scenarios with homogeneous flow conditions, such as the recircu-
lation operation mode, where its simplicity and low computational
cost make it highly effective. Notable examples include its use in
thermohydraulic studies of parabolic collectors integrated with thermal
energy storage systems, as demonstrated in the DISS project, and its
implementation in simplified modeling tools such as TRNSYS [2],
RELAP5 HEM [9] or in-house codes made by several institutions such
as University of New South Wales [10], DLR [11,12] or PSA [13,14].
However, HEM lacks precision in representing complex or transient
flows.

Conversely, TFM offers a significant advancement by independently
modeling mass, momentum, and energy conservation equations for
each phase [15], enabling a more accurate representation of phenom-
ena such as bifurcated flow patterns and thermohydraulic instabilities.
This approach has been employed in advanced simulations using tools
such as NEPTUNE CFD, which incorporates interfacial interaction mod-

els to enhance the prediction of behavior at the evaporation endpoint
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and superheating sections. These capabilities are particularly valuable
for addressing challenges related to solar radiation transients and flow
pattern transitions, which are critical in DSG applications. Similarly,
SYRTHES complements this approach by focusing on transient heat
transfer between fluids and solids, facilitating the design and evaluation
of thermal energy storage systems in DSG receivers.

Thermal stress in linear solar concentrators is also a significant area
of research due to how concentrated radiation affects the receiver. In
linear Fresnel concentrators (LFC), only about half of the receiver is
exposed to concentrated radiation. In Direct Steam Generation (DSG)
systems, thermal stress becomes even more critical for two main rea-
sons. Firstly, higher operating pressures require thicker tube walls,
which intensify temperature gradients within the tube [16,17]. On
the other hand, the stratification of the two phases increase these
gradients because the steam at the top of the receiver evacuates the heat
inefficiently compare to the water at the bottom. As a result, uneven
heat transfer within the tube increases thermal load, causing thermal
bending that may damage the absorber tube.

It is evident that the flow regimes in the receiver are a crucial point
when designing a power plant. The topography of the solar field must
also be taken into account, as the phase distribution changes with the
slope of the receiver. The effect of tilt has been previously studied
experimentally at the DISS experimental facility at the Plataforma
Solar de Almería [18,19], showing that inclination of the absorber
pipe reduced the stratified region. However such experimental studies
have their limitations [20,21], as temperature sensors measure point
temperature while a temperature field is required to precisely assess the
thermal gradient generating the thermal stress. Numerical simulations
appears to be an interesting tool to study these phenomena. Previous
numerical studies focusing on horizontal receivers operating with DSG
technology are reported in the literature. Those are mainly dedicated
to PTC and non-Fresnel receivers [22,23]. However, these have been
carried out using stationary numerical method, while the nature of the
flow pattern inside the receivers is deeply transient.

This study aims to investigate the influence of the tilt angle on a
receiver with a similar geometry of a real commercial plant (eLLO).
Both positive and negative tilt angles are considered, as well as the
influence of boundary conditions and the application of homogeneous
and non-homogeneous heat flux on the external surface of the re-
ceiver. The study approach involves performing Computational Fluid
Dynamics (CFD) simulations considering conjugated heat transfer in the
solid domain of the receiver. The software used for these simulations
are NEPTUNE_CFD and SYRTHES, which were both developed by a
french consortium of industrial nuclear energy actors, led by EDF. The
numerical methods involved in those two solvers are fully transient and
will allow the evaluation of temporal fluctuations of the parameters of
interest.

The paper is organized as follows. Section 2 presents the case study
of the eLLO power plant. In Section 3 the different equations and
hypotheses of the numerical method used are detailed. A validation
by comparison with various cases of the literature is subsequently
presented in Section 4 along with a mesh sensitivity analysis. Section 5
presents the simulated calculation configurations and the simulation
procedure. The results obtained are presented and analyzed in Sec-
tion 6. Finally, Section 7 summarizes the main findings and draw some
prospects for this work.

2. Case study: eLLO plant

The eLLO plant, a 9 MW Fresnel-type facility located in Cerdanya in
southern France, uses DSG technology. It is the first and only commer-
cial plant of its kind in the world that produces and injects electricity
into the grid. The power plant includes a large thermal storage system
consisting of 9 Ruth accumulators, each one with a capacity of 120 m3,
connected in parallel [25]. It enables an electrical production delayed
from the solar resource. Such construction is in accordance with the
3 
Table 1
Solar field and power block specifications of the eLLO power plant. Available at [24].

Solar field

Field aperture area [m2] 153 000
Mirror width in line [m] 14
Number of lines 27
Mirror line length [m] 340

Power block

Cycle capacity [MW] 9
Operating pressure [bar] 70
Cooling type Dry

Fig. 1. Photo of eLLO’s solar lines; b. topography of the site [27].

Fig. 2. Incident concentrated heat flux on the receivers of the eLLO power plant.
The black points materialize the ray tracing simulations of [27] while the red curve
represent a second degree polynomial fit (see Eq. (27)) of them. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

findings of [26] who observed that Fresnel concentrators are generally
preferred for DSG electricity production. Table 1 presents the main
features of the power plant. One particular feature of this plant is that
it is built on sloped terrain that was not previously leveled, resulting in
receivers inclined both in the direction of the flow and perpendicularly
(Fig. 1). The tilt angle of the receiver tubes in the solar field ranges from
−5◦ to 5◦. [27] modeled the solar field thanks to ray tracing allowing
to determine the concentrated solar flux received by the heliostat field
(see Fig. 2). This flux distribution will be considered in the simulations
to assess the non-homogeneity effect on the temperature field in the
receiver.

3. Numerical method

The numerical fluid dynamics simulations were conducted using
version 7.0.2 of NEPTUNE_CFD. This software has been developed over
several decades by French specialists in nuclear energy (EDF, CEA,
IRSN and Framatome) and is among the most advanced tools for the
numerical simulation of two-phase flows using the n-fluid approach.
This approach is an extension of the two-fluid model by [28] to multiple
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phases. It is a multiphase flow solver built upon the open-source
software Code_Saturne.

NEPTUNE_CFD utilizes the Euler-Euler two-fluid model [29]. The
overning equations within the software are discretized using a finite
olume method with co-located variables. This technique solves the
onservation equations of mass, momentum, and energy for each phase
nder a single pressure assumption. A second-order linear upwind
cheme updates the volume fraction of each phase. The velocity field is
omputed using the SIMPLE algorithm [30]. To maintain the conser-

vation of mass and energy, an iterative coupling method is applied to
these equations [31]. The ‘‘alpha-pressure-energy cycle’’ algorithm used
in Neptune CFD for solving flow is a pressure-based solver at first order
in time. This means that the algorithm does not directly solve the Euler
equations in their conservative form, but instead aims to achieve con-
servativity iteratively. This iterative approach allows for the coupling of
velocity, pressure, and enthalpy to ensure consistency and guarantee an
implicit resolution. This discretization scheme offers greater numerical
robustness, efficiently manages fluid properties, and accurately models
phase transitions. A coupled NEPTUNE_CFD/SYRTHES simulation was
onducted to investigate the solid domain of the receiver. At each
ime step, SYRTHES calculates the temperature based on the heat
lux applied to the outer surface of the tube. This temperature is then
ransmitted to NEPTUNE_CFD to compute the heat flux at the fluid–
olid interface. This coupling method has been previously studied and
alidated in various applications where the accurate calculation of
emperature within a solid domain is critically important [32–34]

.1. Primary equations of the multi-regime Euler–Euler approach

For each cell, volume fractions 𝛼𝑘 must satisfy the condition:
∑

𝑘
𝛼𝑘 = 1 (1)

where 𝑘 ∈ [𝑙, 𝑣] is the phase index.
The conservation of mass for the field 𝑘 is expressed as:

𝜕
𝜕𝑡

(

𝛼𝑘𝜌𝑘
)

+ 𝜕
𝜕𝑥𝑖

(

𝛼𝑘𝜌𝑘𝑢𝑘,𝑖
)

=
∑

𝑝≠𝑘
𝛤 𝑐
(𝑝→𝑘) + 𝛤 𝑛𝑢𝑐

(𝑤,𝑘) (2)

with 𝑢𝑘,𝑖 the velocity component in the 𝑥𝑖 direction, ∑𝛤 𝑐
(𝑝→𝑘) the mass

transfer term at the interface from phase 𝑝 to 𝑘 given by Eq. (3), 𝛤 𝑛𝑢𝑐
(𝑤,𝑘)

the mass term from wall-induced boiling to phase 𝑘.

𝛤 𝑐
(𝑝→𝑘) = −

𝛱 ′
(𝑝→𝑘) +𝛱 ′

(𝑘→𝑝)

𝐻𝜎
(𝑝→𝑘) −𝐻𝜎

(𝑘→𝑝)
(3)

ith 𝛱 ′
(𝑝→𝑘) the interfacial heat transfer independent of the mass trans-

er (calculated by the wall boiling model detailed in Section 3.2) and
𝜎
(𝑝→𝑘) the enthalpy jump at the interface linked to the mass transfer.

The conservation of momentum for the field 𝑘 is expressed :
𝜕
𝜕𝑡
(𝛼𝑘𝜌𝑘𝐮𝑘) + ∇ ⋅ (𝛼𝑘𝜌𝑘𝐮𝑘𝐮𝑘) = −𝛼𝑘∇(𝑃 ) + 𝛼𝑘𝜌𝑘𝐠

+∇ ⋅

(

𝛼𝑘

(

𝜇𝑘𝐒𝑘 +
𝑆𝑇
𝑘
3

𝐈
))

+
∑

𝑝≠𝑘
𝐈𝑝→𝑘 + 𝛼𝑘𝐒𝑐

(4)

𝐈𝑝→𝑘 represents the momentum transfer term from phase 𝑝 to 𝑘. The
viscous stress 𝐒𝑘 is given by Eq. (5).

𝐒𝑘 =
𝜕𝐮𝑘
𝜕𝑥𝑗

+
𝜕𝐮𝑘
𝜕𝑥𝑖

− 2
3
𝜕𝐮𝑘
𝜕𝑥𝑖

𝛿𝑖𝑗 (5)

The momentum transfer at the interface depend on the flow topol-
ogy. Originally, the method was developed for dispersed gaz liquid
flow. In this case, the momentum transfer term reduces to the sum of
a drag 𝐌𝐷

𝑘 [35], an added mass 𝐌𝐴𝑀
𝑘 [36], a lift 𝐌𝐿

𝑘 [37,38] and a
turbulent dispersion forces 𝐌𝑇

𝑘 [39] as depicted on Eq. (6).
∑

𝐈𝑝→𝑘 = 𝐌𝐷
𝑘 +𝐌𝐴𝑀

𝑘 +𝐌𝐿
𝑘 +𝐌𝑇

𝑘 (6)

𝑝≠𝑘

4 
Since fifteen years, a strong modeling effort [40–43] has been
devoted to develop new closure law able to simulate cases involving
multiple flow regimes. The main ingredients of such models consist
of a detection algorithm, able to detect the interface type in the
calculation domain, and specific closures, adapted to each flow regimes.
For a detailed analysis of those models the reader is referred to the
work of [44]. In our approach, bubbles smaller than the grid size,
are considered as a dispersed gas phase (DG). For those structures
Eq. (6) is considered. Larger bubbles and free surface flows, considered
as continuous gas phase (CG), are modeled differently to enforce the
normal velocity continuity at the interface and allow the latter to
deform. To do so, one must consider a friction force 𝐌𝐹

𝑘 [40], a penalty
force 𝐌𝑃

𝑘 [40] and a capillary force 𝐌𝜎
𝑘 [45] as depicted on Eq. (7).

∑

𝑝≠𝑘
𝐈𝑝→𝑘 = 𝐌𝐹

𝑘 +𝐌𝑃
𝑘 +𝐌𝜎

𝑘 (7)

The energy conservation is solved for the total enthalpy which leads
to the formulation given by Eq. (8).
𝜕
𝜕𝑡
(𝛼𝑘𝜌𝑘𝐻𝑘) + ∇ ⋅ (𝛼𝑘𝜌𝑘𝐻𝑘𝐮𝑘) = −∇ ⋅ (𝛼𝑘𝐐𝑘)

+ 𝛼𝑘
𝜕𝑃
𝜕𝑡

+ 𝛼𝑘𝜌𝑘𝐠 ⋅ 𝐮𝑘 + 𝐸𝑖𝑛𝑡
𝑝→𝑘

(8)

where 𝐐𝑘 = −𝜆𝑘∇𝑇𝑘, with 𝜆𝑘 as the thermal conductivity of phase 𝑘
containing both molecular and turbulent contributions. 𝑃 is the mean
pressure and 𝐻𝑘 is the total enthalpy of phase 𝑘, defined Eq. (9) and
𝐸𝑖𝑛𝑡
𝑝→𝑘 the energy transfer term at the interface given by Eq. (10).

𝐻𝑘 = 𝑒𝑘 +
1
2
𝑢2𝑘 +

𝑃
𝜌𝑘

(9)

𝐸𝑖𝑛𝑡
𝑝→𝑘 = 𝛤𝑝→𝑘𝐻

𝜎
𝑝→𝑘 +𝛱 ′

𝑝→𝑘 (10)

𝛤𝑝→𝑘𝐻𝜎
𝑝→𝑘 depends on mass transfer whereas 𝛱 ′

𝑝→𝑘 does not depend on
the latter.

3.2. Wall boiling model

In the absence of wall boiling model dedicated to horizontal config-
uration at intermediate pressure levels in the literature, we used state
of the art model implemented in the solver [46]. The model consists
of two steps: the condition for boiling incipience and the heat flux
calculation.

Hsu criterion is implemented to define the onset of boiling at the
wall. It indicates that a bubble will grow in a vapor cavity if the liquid
temperature, at the extremity of this cavity, is at least equal to the
saturation temperature within the bubble [47]. Vapor is created inside
a cavity if the radius is larger than the activation radius defined by:

𝑟𝑐𝑙 =
𝜆𝑠𝑇𝑐𝑟𝑙
2𝜑𝑤𝑎𝑙𝑙

(11)

where 𝑇𝑐𝑟𝑙 is defined as the limit temperature below which there is no
sustained boiling.

𝑇𝑐𝑟𝑙 =
8𝜎𝑇𝑠𝑎𝑡𝜑𝑤𝑎𝑙𝑙
𝐻𝑙𝑎𝑡𝜌𝑠𝑎𝑡𝜆𝑠

1∕2
(12)

Well-documented experimental study of [48] confirms the previous
hypotheses. The boiling heat flux is splitted into three different terms:
a single-phase flow convective heat flux 𝑞𝑐 unaffected by the presence
of bubbles, a quenching heat flux 𝑞𝑞 and a vaporization heat flux 𝑞𝑒.
Liquid convective heat transfer is written as:

𝑞𝑐 = 𝐴𝑐ℎlog(𝑇𝑤 − 𝑇𝑙) (13)

with 𝑇𝑤 as the wall temperature and ℎlog the heat exchange coefficient.
The heat flux due to quenching is given by:

𝑞𝑞 = 𝐴𝑏𝑡𝑞𝑓
2𝜆𝑙(𝑇𝑤 − 𝑇𝑖)

√
(14)
𝜋𝑎𝑙𝑡𝑞
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where 𝐴𝑏 is the wall fraction occupied by bubble nucleation and 𝐴𝑐 =
1−𝐴𝑐 , 𝑓 is the bubble detachment frequency, 𝑡𝑞 is the quenching time
and 𝑎𝑙 is the liquid thermal diffusivity.

The bubble detachment diameter (𝑑𝑑) is given by the correlation
from [49]. The latter is valid for subcooled liquid but has been extended
to saturated liquid. The bubble detachment diameter is given by:

𝑑𝑑 = 2.42 × 10−5𝑃−0.709 𝑎
√

𝑏𝜑
(15)

where 𝑃 is the pressure and 𝑎, 𝑏 and 𝜑 are parameters respectively
given by Eqs. (16), (17), (19).

𝑎 =

(

𝑇𝑤 − 𝑇𝑠𝑎𝑡
)

𝜆𝑠
2𝜌𝑣𝓁

√

𝜋𝑎𝑠
(16)

where 𝜆𝑠 and 𝑎𝑠 denote the wall conductivity and thermal diffusivity,
𝜌𝑣 denotes the vapor density and 𝓁 is the latent heat of vaporization.

𝑏 =

⎧

⎪

⎨

⎪

⎩

𝑇𝑠𝑎𝑡−𝑇𝑙
2(1−𝜌𝑣∕𝜌𝑙 )

if 𝑆𝑡 < 0.0065
1

2(1−𝜌𝑣∕𝜌𝑙 )
𝑞𝑐+𝑞𝑞+𝑞𝑒

0.0065𝜌𝑙𝐶𝑝𝑙 |𝐮𝑙 |
otherwise

(17)

here ‖𝐔𝐥‖ is the norm of the liquid velocity and St is the Stanton
umber which is defined by:

t =
𝑞𝑐 + 𝑞𝑞 + 𝑞𝑒

𝜌𝑙𝐶𝑝𝑙‖𝐔𝐥‖
(

𝑇𝑠𝑎𝑡 − 𝑇𝑖
) (18)

𝜑 = max

(

1,
(

‖𝐕‖
𝑉0

)0.47
)

, with 𝑉0 = 0.61m ⋅ s−1 (19)

The quenching time and the bubble detachment frequency are modeled
as proposed by [50]:

𝑡𝑞 = 1∕𝑓 (20)

𝑓 =

√

4 𝑔 |
|

𝜌𝑣 − 𝜌𝑙||
3𝜌𝑙𝑑𝑑

(21)

The third heat flux density 𝑞𝑒 used to model evaporation is given by:

𝑞𝑒 = 𝑓
𝜋𝑑3𝑑
6

𝜌𝑣𝓁𝑛 (22)

3.3. Turbulence modeling

The turbulence model chosen is the 𝑅𝑖𝑗 − 𝜀 𝑆𝑆𝐺 model. Unlike the
nitial models proposed for single-phase flows (𝑘−𝜀) for [51], the 𝑅𝑖𝑗−𝜀
odel is a second-order RANS model proposed by [52], in which each

omponent of Reynolds stress tensor 𝑅𝑖𝑗 is solved as:

𝜕𝑅𝑖𝑗

𝜕𝑡
+ 𝑣𝑘

𝜕𝑅𝑖𝑗

𝜕𝑥𝑘
= −𝑅𝑖𝑘

𝜕�̄�𝑗
𝜕𝑥𝑘

− 𝑅𝑗𝑘
𝜕𝑢𝑖
𝜕𝑥𝑘

+

−𝛱𝑖𝑗 +
2
3
𝜀𝛿𝑖𝑗 + 𝑖𝑗

(23)

where 𝑃𝑖𝑗 = −𝑅𝑖𝑘
𝜕�̄�𝑗
𝜕𝑥𝑘

− 𝑅𝑗𝑘
𝜕𝑣𝑖
𝜕𝑥𝑘

is the shear stress production term, 𝛱𝑖𝑗
is the pressure-strain term, 𝜀 represents the scalar dissipation rate and
 represents the gravity term. Similarly, advection/diffusion equation
is solved for the dissipation 𝜀:

𝜌 𝜕𝜀
𝜕𝑡

+ ∇ ⋅ (𝜌𝐮𝜀 − 𝜇∇𝜀) = 𝑑𝜀 + 𝐶𝜀1
𝜀
𝑘
(

 + 𝜀
)

− 𝜌𝐶𝜀2
𝜀2

𝑘
+ 𝜀∇ ⋅ (𝜌𝑢)

(24)

here 𝑑𝜀 is the turbulent diffusion term,  is the shear stress production
erm and 𝜀 represents the gravity term for 𝜀 given by Eq. (25)

𝜀 = max
(

0, 1
2
𝐺𝑘𝑘

)

(25)

his turbulence model has been selected based on previous studies that
ave demonstrated the ability of this model to handle two-phase flows,
here flow regime varies along the length [34].
5 
Fig. 3. Void fraction variation in the axial direction for the vertical boiling case of [53].
Comparison of our numerical results to the experimental data.

4. Model validation and mesh sensitivity analysis

4.1. Vertical boiling flow of Bartolomei

Our modeling approach has been validated using the experimental
data obtained by [53]. The experiments were conducted with water in a
vertical tube, of 15.4 mm inner diameter and 2m length. The operating
pressure is 45 bar, the mass flow rate is 𝐺 = 900 kg ⋅ m−2 ⋅ s−1, and a
uniform heat flux �̇� = 570 kW ⋅m2 is applied to the wall. Void fraction
was determined by g-radiography. Signals were continuously recorded
as the radiography unit was smoothly moved along the channel and
provided void fraction measurements at any cross-section.

These data were chosen for validation because the experiments
were conducted with water at high pressure, making them suitable for
validating the present approach, especially the boiling model. The nu-
merical results obtained for this case are confronted to the experimental
data in Fig. 3. We observe a close match between the two evolutions,
attesting the ability of our approach to model boiling flows.

4.2. DSG receiver of Pal & Kumar

Additionally, the approach is also confronted to horizontal boiling
flow for which a stratified regime was numerically observed. DSG
solar receiver simulations from [22] were selected as they consider the
same physics. The selected case corresponds to a horizontal receiver
with an inner diameter of 50 mm, an outer diameter of 70 mm, and
a length of 12m. The operating pressure is 30 bar, the mass flux is
𝐺 = 152 kg ⋅ m−2 ⋅ s−1, and a uniform heat flux of �̇� = 15.74 kW ⋅ m−2

is applied on the outer surface of the receiver. In their model, the
authors consider the conjugated heat transfer between the receiver
tube and the two phase flow inside. Fig. 4 shows the averaged void
fraction along the length. A close match is observed between the two
approaches as the discrepancies remains below 5%. Fig. 5 shows the
comparison of the outer wall temperature profiles obtained with the
two approaches for different streamwise positions. One can observe
that our approach agrees well with the reference data. However, slight
differences in wall bottom temperature are systematically observed.
This might be due to water properties differences between the two
softwares. The pressure drop along the domain was also assessed, in
our simulations we calculated 𝛥𝑃 = 243.58 Pa, while Pal and Kumar
obtained 𝛥𝑃Kumar = 221.85 Pa. It represents a difference of 8.21%.

This comparison confirms the ability of our approach to model
the horizontal boiling flows that occur in DSG solar receivers. Be-
fore describing our computational configuration, a detailed a mesh
convergence study is presented.
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Fig. 4. Comparison of void fraction variation in the axial direction from numerical
data recorded by [22].

Fig. 5. Comparison of outer wall temperature from numerical data recorded by [22].

Table 2
Total number of cells per mesh. The cell number is given in thousands.

Streamwise Elements per diameter

asp. ratio 20 30 40 50

2 720 2321.4 5745.6 1154.4
4 360 1160.4 2872.8 5772
6 240 774 1915.2 3848
8 180 579.9 1436.4 2886

Table 3
Pressure drop for each case in Pa.

Streamwise Elements per diameter

asp. ratio 20 30 40 50

2 438.2 432.9 436.9 434.3
4 432.7 431.3 432.0 431.5
6 423.3 430.6 428.6 428.1
8 432.5 427.7 427.5 425.3

4.3. Mesh sensitivity analysis

To perform this mesh convergence study, both the number of cells
per diameter and the aspect ratio of elements in the longitudinal
direction are varied. The simulated case correspond to a 12m long
receiver operating at a pressure of 70 bar and with a mass flow rate
𝐺 = 304 kg ⋅ m−2 ⋅ s−1. The external homogeneous heat flux applied
is �̇� = 15.74 kW ⋅ m−2. The different meshes employed are detailed in
Table 2 with: the number of element per diameter, the aspect ratio
in the streamwise direction and the resulting number of elements. A
total of 16 simulations were performed. The pressure drop calculated
for each mesh is presented in Table 3, indicating a maximum variation
of 12 Pa between the different cases which is less than 3% variation.
A second convergence indicator consists in calculating the root mean
6 
Fig. 6. Results for the mesh sensitivity analysis.

square (RMS) of the void fraction at the receiver outlet that was
calculated for each case using Eq. (26). The results are shown in Fig. 6.

𝑅𝑀𝑆𝛼 =

√

√

√

√
1
𝑁

𝑁
∑

𝑖=1
(𝛼𝑖 − �̄�)2 (26)

For this case, the two phase flow regime is stratified wavy. For such
flow, the 𝑅𝑀𝑆𝛼 is non-zero in cells crossed by the interface. The value
of the indicator is directly linked to the ability of the mesh to capture
the wave propagation on the interface. On Fig. 6, one can observe that,
for meshes with less than 40 meshes per diameter, the contour of 𝑅𝑀𝑆𝛼
gets blurry, meaning the resolution is not sufficient to properly capture
the interface oscillation. This is in accordance with the work of [34].
A similar tendency is observed for meshes with high aspect ratio, the
waves are poorly captured leading to a degradation of the subsequent
temporal analyses. A fair trade-off between precision and mesh number
— ie calculation cost — seems to be found for 40 meshes per diameter
and an aspect ratio of 4. This mesh will then be used for the following
simulations. Regarding the meshing in the solid part of the receiver, we
have opted for 5 elements in the thickness of the tube, as previously
done in similar studies by [22,34].

5. Numerical configurations and simulations procedure

5.1. Numerical set-up

In this study, we consider a 67m long receiver, matching the di-
mensions of one of the modules of the eLLO power-plant. The inner
diameter is 77.9 mm while the outer is 88.9 mm. The receiver is made of
stainless steel whose thermophysical properties are detailed in Table 4.
In the simulations, both uniform and non-uniform heat fluxes were
applied to the outer surface of the receiver. The non-uniform heat
flux was determined through Ray-Tracing simulations (see Fig. 2).
Montanet et al. [27] concluded that the total concentrated incoming
power does not vary by more than 1.4% with the tilt angle. For the sake
of simplicity, it has been assumed in the following that concentrated
incoming power remains the same whatever the tilt angle. Furthermore
it does not depend on the streamwise direction. The simulation results
were fitted with a second degree polynomial with respect to the cir-
cumferential coordinate (0 < 𝛩 < 360), to obtain Eq. (27). For the
uniform heat flux case, the energy received from the non-uniform flux
was integrated and divided by the surface area, yielding an equivalent
uniform energy profile, depicted in Eq. (28).

�̇� = −0.0016𝛩2 + 0.5734𝛩 + 1.0311 [kW ⋅m−2] (27)
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Table 4
Receiver material specifications [22].

Parameters Value

Inner diameter 77.9 mm
Outer diameter 88.9 mm
Length 67 m
Density 8030 kg/m3

Specific heat 503 J/kg K
Thermal conductivity 20 W/m K

Fig. 7. Criteria for results and tilt.

̇uniform = 1
360 ∫

360

0
�̇�(𝛩) 𝑑𝛩 = 35.3 [kW ⋅m−2] (28)

The boundary conditions considered for the case are as follows:

• Inlet: A constant mass flow of pure saturated liquid is imposed.
Two mass flow were tested : 𝐺 = 300 kg ⋅ m−2 ⋅ s−1 and 𝐺 =
600 kg ⋅m−2 ⋅ s−1.

• Outlet: A pressure condition is applied at the outlet and set at
𝑃𝑜𝑢𝑡 = 70 bar which corresponds to the nominal operating pressure
of the plant.

• Inner wall: No-slip walls are considered on the inner surface of
the receiver, where the coupling between NEPTUNE_CFD and
SYRTHES takes place.

• Outer wall: The previously mentioned uniform and non-uniform
heat fluxes are applied.

The receiver tilt angle 𝜃 (see. Fig. 7) is adjusted throughout a
volumetric force which allows to modify gravity as 𝑔𝑥 = −𝑔 cos 𝜃 and
𝑔𝑧 = −𝑔 sin 𝜃.

The working fluid is water. Its liquid and vapor physical properties
are obtained from the CATHARE library integrated into the NEP-
TUNE_CFD code [54]. A detailed two-dimensional schematic model
with boundary conditions is shown in Fig. 8. The geometry and meshing
were generated using SALOME 9.6.0 software. Hexahedral elements
were used for the fluid part, and tetrahedral elements for the receiver
part, the latter being compatible with SYRTHES. The mesh was struc-
tured, oriented to keep the faces of the fluid part elements parallel
to the interface position, thus minimizing numerical diffusion at the
interface.

5.2. Simulation procedure

In this three-dimensional study of transient conjugate heat transfer,
a total of 28 different simulations are conducted taking in account
the whole domain without any symmetry plane. These simulations
are performed to investigate the effects of mass flow rate, receiver
tilt angle, and applied heat flux. Key aspects such as variation in
void fraction, steam quality, steam outlet velocity, dynamic steam
quality, and temperature distribution within the receiver are analyzed.
Detailed analysis of the results is performed using the Paraview data
postprocessing tool. The results are presented both as time-averaged
values and in terms of temporal variability. A specific methodology has
been followed to carry out the simulations, with the aim of optimizing
computational resources, due to the number of simulated cases and
7 
Fig. 8. 2D schematic diagram of the computational case.

Fig. 9. Methodology followed in the simulation.

the size of the simulated domain. For this purpose, the simulation has
been divided into three stages, which are chained one after the other
by means of the option of resuming the simulation with a different
mesh, available in the Neptune software. A first 𝜏1 time simulation is
performed, starting from the receiver completely filled with liquid, on
a coarse mesh. It allows to reach the desired quasi-steady state rapidly.
Subsequently, the simulation is stopped and a time 𝜏2 is resumed
with a refined mesh corresponding to the one selected in Section 4.3.
This second stage aims to generate more accurate results, especially
in the regions of the liquid-gas interface. Finally, the simulation is
resumed again at time 𝜏3 where all the results are saved for further
post-processing. Fig. 9 schematizes the methodology followed.

With respect to the temporal resolution of the simulation, an adap-
tive time-stepping approach has been employed. This methodology
is particularly advantageous in simulations involving phase change
at the interface, as the vapor phase generated can induce parasitic
velocities. Ensuring an appropriate time step is crucial for maintaining
the numerical stability of the simulation. To this end, the adaptative
time step method ensures that the simulation time step never exceed the
convective and diffusive stability timestep calculated for both phases.

6. Results and discussion

6.1. Tilt angle effect on void fraction, steam quality and flow pattern

Fig. 10 presents the evolution of the void fraction along the receiver
length for various tilt angles, two different mass flow rate, 𝐺 = 300 kg ⋅
m−2 ⋅ s−1 on Fig. 10(a) and 𝐺 = 600 kg ⋅ m−2 ⋅ s−1 on Fig. 10(b), and
a homogeneous heat flux distribution. It is evident that, whatever the
tilt angle, the shape of the void fraction evolution slightly depends on
the mass flow rate. Indeed, profiles are similar for both cases. However,
for the smaller mass flow rate the void fraction is higher all along the
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Fig. 10. Void fraction versus dimensionless axial position.

Fig. 11. Steam quality versus dimensionless axial position.
8 
receiver. At the outlet (𝑧∕𝐿 = 1), for the horizontal case, the void
fraction reaches 𝛼𝑣 = 0.85 for the lower mass flow rate while it barely
eaches 𝛼𝑣 = 0.75 for the higher one. This can be easily explained by
n energy balance on the fluid flow. Furthermore, by comparison with
he non-homogeneous flux case we observed the resulting void fraction
volution does not dependent on the applied heat flux distribution,
wing to the redistribution effect of the solid wall, as depicted in
ig. 16. Regarding the influence of the tilt, Fig. 10 shows that for
egative tilt angles, the steam travels towards the receiver inlet due
o buoyancy effect, resulting in a rapid increase in void fraction at
he inlet of the receiver. For positive angles, the volumetric fraction
alues tend to be lower, as the buoyancy force in this case acts in
he streamwise direction and tends to evacuate the steam towards
he outlet. For upward configurations, the evolution of 𝛼𝑣 is noisier,
eflecting the presence of a stratified wavy regime. In contrast, for
escending configurations, the void fraction evolution flow is much
ore stable indicating a stably stratified regime.

Regarding steam quality, it has been computed according to
q. (29):

�̇�⟩ =
⟨𝛼𝜌𝑣⟩

⟨𝛼𝜌𝑣⟩ + ⟨(1 − 𝛼)𝜌𝑙⟩
(29)

where 𝜌𝑙 and 𝜌𝑣 correspond respectively to liquid and steam densities.
As there is no significant variation of the properties along the receiver
length, similar trends to those observed for void fractions are obtained
in Fig. 11. It can be generally concluded that negative tilt angles favor
steam production. Indeed, in such cases, the buoyancy effects tend to
increase the residence time of the steam in the receiver, leading to a
rise in overall steam production.

To visualize the flow patterns inside the receiver, the temporal
fluctuation of the void fraction has been computed using Eq. (26). As
discussed before, Fig. 12 shows that for negative tilt angles, owing to
a stably stratified regime, no temporal oscillations of the void fraction
are observed. Whereas for positive tilt angles, a stratified-wavy regime
is observed. This flow pattern arises when void fractions are below
𝛼 = 0.5 and steam phase velocities are high, and tend to trigger shear
instabilities forming waves (as observed experimentally in [6]). The
occurrence of larger oscillations in the flow pattern has been observed
previously by Odeh [55]. He reported that tilting the receiver caused
the flow pattern to transition to intermittent flow which is undesirable
in plant operation due to the large massflow and pressure fluctuations
associated to this flow pattern. Fig. 13 shows that the streamwise steam
velocity is higher for positive tilt angles. For 𝑥∕𝐿 = 0.2, whatever the
mass flow rate, it is clear that the streamwise velocity is roughly twice
faster for 𝜃 = 5◦ than for 𝜃 = −5◦. Finally, it is apparent that for all
the simulated cases, no intermittent flow pattern — where the receiver
cross section is sometimes filled with liquid water — is observed. From
an operational standpoint, this outcome is favorable, as such a flow
pattern complicates the operation of the solar plant.

6.2. Tilt angle effect on the streamwise steam velocity and dynamic quality

Fig. 12 shows different contour plot in the XZ planes after a geomet-
rical adjustment required to display the entire domain for such a high
aspect ratio geometry. In the center plot, the region occupied by the
liquid phase is shaded in black and color map indicates the magnitude
of the streamwise component of the steam velocity. It can be noted that
for negative tilt angles the appearance of negative velocity indicating
the presence of steam recirculation towards the inlet. Such recirculation
is observed, whatever the mass flows and the heat flux distribution, for
all negative tilt angle simulations. The latter is driven by the buoyancy
force acting on the vapor phase. This backward circulation results in
a region with axial velocity close to zero for negative tilt angles. The
opposite effect is also observed for positive tilt angles, the buoyancy
force aids evacuating the steam towards the outlet, resulting in steam

acceleration and higher outlet velocities. Fig. 12 depicts that for a mass
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Fig. 12. XZ planes of RMS of void fraction (left), time averaged steam velocity (center) and time averaged steam and tube temperature (right) for non-homogeneous heat flux
and 𝐺 = 600 kg ⋅m−2 ⋅ s−1.
Fig. 13. Steam streamwise velocity versus dimensionless axial position for a non
homogeneous heat flux distribution.

flow of 𝐺 = 600 kg ⋅ m−2 ⋅ s−1, the steam velocity at the outlet locally
reaches up to 𝑣𝑣 = 5 m∕s.

The cross section averaged streamwise steam velocity evolution
along the receiver is depicted in Fig. 13. For negative tilt angles,
the steam velocities near the inlet are lower than the imposed inlet
velocities of the case, respectively 𝑣𝑖𝑛 = 0.41m ⋅s−1 for 𝐺 = 300 kg ⋅m−2 ⋅
s−1 and 𝑣𝑖𝑛 = 0.82m ⋅s−1 for 𝐺 = 600 kg ⋅m−2 ⋅s−1. This is directly related
to the recirculation observed on Fig. 12 and provides an indication of
its influence. For a positive tilt, two regions can be distinguish on the
average velocity curve. A first region in which the vapor accelerates
rapidly following a logarithmic law, which stabilizes around 𝑧∕𝐿 = 0.1
9 
Fig. 14. Dynamic quality versus dimensionless axial position.

(resp. 𝑧∕𝐿 = 0.2) for 𝐺 = 300 kg⋅m−2 ⋅s−1 (resp. 𝐺 = 600 kg⋅m−2 ⋅s−1). In
the second region, the flow linearly accelerates until the receiver outlet.

A similar trend is observed for the dynamic steam quality — calcu-
lated with Eq. (30) (where 𝑣𝑙 and 𝑣𝑣 correspond respectively to liquid
and steam velocities) and shown in Fig. 14 — where values are higher
for negative tilt angles than for positive ones.

⟨�̈�⟩ =
⟨𝛼𝜌𝑣𝑣𝑣⟩

⟨𝛼𝜌𝑣𝑣𝑣⟩ + ⟨(1 − 𝛼)𝜌𝑙𝑣𝑙⟩
(30)

6.3. Tilt angle effect on steam and solid temperature

The right part of Fig. 12 shows temperature excess (𝑇−𝑇𝑠𝑎𝑡) contours
of in the XZ-plane (see Fig. 7) of both the vapor and the solid phase for
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Fig. 15. Average cross section tube temperature versus dimensionless axial position
or 𝐺 = 600 kg/(m2s).

Fig. 16. Outer wall tube temperature versus circumferential position for 𝐺 =
600 kg/(m2s).
10 
a non homogeneous flux distribution and 𝐺 = 600 kg ⋅ m−2 ⋅ s−1. For
ositive tilt angles, the temperature excess in the steam phase remains
lways below 10K highlighting a relative homogeneity. In the receiver,
o hot spot is visible and the temperature excess does not exceed 40K.
oth quantities linearly increase in the streamwise direction. Whereas,
or negative tilt angles, both the steam and receiver temperature high-
ight strong non-homogeneous spatial variation. Analysis reveals that
he maximum peak temperature location of both the steam and the
eceiver, appear at a streamwise upper location depending on the tilt
ngle. Decreasing the tilt angle results in the hot spot moving closer to
he inlet. Such displacement of the hot spot can also be seen in Fig. 15
hich displays the cross section averaged of the temperature excess in

he receiver with respect to the length, for 𝐺 = 600 kg⋅m−2 ⋅s−1 and both
eat flux distributions. The trends are similar for both flux distribution
ut the peak temperature reach systematically higher values for the
omogeneous distribution, for example for 𝜃 = −5◦ it reaches 70K for
he homogeneous distribution against 40K for the non-homogeneous
ne. In the case of stratified flow, the upper portion of the receiver is
xclusively exposed to vapor. When a homogeneous flux distribution
s applied, the heat flux in the upper region is excessively high to be
ffectively dissipated by the vapor flow, resulting in an increase in the
emperature of the solid. Additionally, for positive and zero tilt angles
he temperature excess evolution is monotonous with respect to the
ength. The more negative the tilt angles the smaller the temperature
xcess.

Finally, Fig. 16 compares the external receiver temperature distribu-
ion at the outlet (𝑥∕𝐿 = 1) for both flux distributions. It is observable
hat for the homogeneous one, the temperature excess maximum ap-
ears at the top of the receiver — owing to both the thermal boundary
ondition and the low heat transfer coefficient of the vapor phase
n contact with the upper part of the receiver. It becomes clear on
ig. 16(b) that the temperature distribution is strongly affected by the
eat flux distribution. For the non-homogeneous flux, the temperature
xcess peak is no longer at the top but shifts by about 60◦ — owing to
he coupling between the 𝛩 distribution of the heat flux and the ability
f the flow to efficiently evacuate the heat. For both flux distribution,
he tilt angle effects on the temperature excess is similar. For downward
lows, the temperature excess increases with the tilt while it decreases
or upward flows. Fig. 17 shows, for 𝐺 = 600 kg ⋅ m−2 ⋅ s−1 and
he non-homogeneous flux distribution, temperature excess contour at
our different streamwise position and for all tilt angles. The temper-
ture profile obtained are consistent with the analysis proposed for
igs. 15(b) and 16(b).

. Summary and concluding remarks

In this study, we evaluated the tilt angle and the concentrated
olar heat flux distribution effects on flow regimes and temperature
istribution in a DSG solar receiver. To this end, a non-stationary
hree-dimensional model taking into account conjugate heat transfer
as been set up coupling NEPTUNE_CFD and SYRTHES software. The
pproach has been validated by comparison to relevant cases from the
iterature. A mesh convergence analysis allowed to identify a mesh
ielding a satisfactory trade-off between precision and calculation cost.
imulations reproduce a 67m long module of the eLLO power plant.
wo mass flow rates, 𝐺 = 300 kg ⋅ m−2 ⋅ s−1 and 𝐺 = 600 kg ⋅ m−2 ⋅
−1, eleven tilt angles, ranging from −5◦ to 5◦ and two different flux
istributions were simulated. The main findings are summarized below.

1. Heat flux distribution effect: Homogeneous heat flux leads
to higher section averaged receiver temperature than the non-
homogeneous distribution. The maximum moves towards the
inlet for angles close to horizontal and towards the outlet for
more negative angles, indicating significant temperature gradi-
ents. In a cross section, the homogeneous heat flux generates a
single receiver temperature maximum at the top of the receiver
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Fig. 17. Results for fluid and solid part for non-homogeneous heat flux and 𝐺 = 600 kg/(m2s).
while a non-uniform distribution leads to two maxima shifted by
60◦ from the top. The boundary condition strongly influences the
temperature distribution in the receiver, but does not affect the
total amount of steam produced. This conclusion can be useful
when pre-dimensioning a solar receiver, since it states that the
exact flux distribution is not required to pre-dimension the line
length to reach the targeted steam quality at the receiver’s outlet.

2. Mass Flow Rate effect: The void fraction increases with a
decrease of the mass flow rate due to longer fluid residence
time in the receiver. For lower mass flow, the receiver temper-
ature maximum is reached closer to the inlet and has a higher
magnitude.

3. Tilt angle effect on flow patterns: Tilt angle significantly
influences phase distribution in the receiver. Negative angles
increase void fraction near the inlet due to buoyancy-driven
recirculation, while positive angles reduce it by aiding steam
evacuation. Positive tilts enhance steam evacuation and outlet
velocities, promoting shear instabilities and stratified-wavy flow.
In contrast, negative tilts lead to stably stratified flow with
steam recirculating toward the inlet, reducing steam streamwise
velocity. Steam quality trends follow these patterns, with higher
dynamic steam quality at negative angles, but increasing near
the outlet for positive tilts at lower mass flow rates. Our results
highlight that although the amount of steam produced is slightly
higher for negative tilt angles, the receiver temperature reached
levels that might compromise its integrity. Such tilts configu-
ration must thus be avoided. Furthermore, although a slight
positive tilt promotes a stratified wavy flow, it significantly
decreases the receivers’s temperature in operation which might
increase the receiver lifespan.

4. Design and Operational Implications: These findings are crit-
ical for optimizing solar plant receivers. Avoiding intermittent
flow patterns is vital for stable operation, as constant fluid
contact with the receiver’s surface is necessary to prevent opera-
tional complications. Simulations highlight that downward flows
promote steam production but generate stronger temperature
gradient in the receiver which may generate stronger thermal
stress and fatigue.

The present study investigates the influence of tilt angle and bound-
ary conditions on the nominal operating parameters of the eLLO solar
plant, as summarized in the previous conclusions. Although pressure
is a variable that directly affects the thermophysical properties of the
fluid, the results indicate that flow regimes are primarily influenced by

gravitational effects for such horizontal flow configuration.

11 
Future improvements to this work should include a broader explo-
ration of operating parameters and transient phenomena, such as the
effect of cloud transients on the dynamics of steam generation within
the receiver. These conclusions underscore the importance of consider-
ing mass flow rate, tilt angle, and heat flux distribution when designing
and operating solar receiver systems to optimize thermal performance
and enhance durability. Future efforts will focus on developing an
experimental database for horizontal and slightly tilted boiling flow
applicable to this technology.
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