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A B S T R A C T

Methods for the automated segmentation of brain structures are a major subject of medical research. The small
structures of the deep brain have received scant attention, notably for lack of manual delineations by medical
experts. In this study, we assessed an automated segmentation of a novel clinical dataset containing White
Matter Attenuated Inversion-Recovery (WAIR) MRI images and five manually segmented structures (substantia
nigra (SN), subthalamic nucleus (STN), red nucleus (RN), mammillary body (MB) and mammillothalamic
fascicle (MT-fa)) in 53 patients with severe Parkinson’s disease. T1 and DTI images were additionally used.
We also assessed the reorientation of DTI diffusion vectors with reference to the ACPC line. A state-of-the-art
nnU-Net method was trained and tested on subsets of 38 and 15 image datasets respectively. We used Dice
similarity coefficient (DSC), 95% Hausdorff distance (95HD), and volumetric similarity (VS) as metrics to
evaluate network efficiency in reproducing manual contouring. Random-effects models statistically compared
values according to structures, accounting for between- and within-participant variability. Results show that
WAIR significantly outperformed T1 for DSC (0.739 ± 0.073), 95HD (1.739 ± 0.398), and VS (0.892 ± 0.044).
The DSC values for automated segmentation of MB, RN, SN, STN, and MT-fa decreased in that order, in line
with the increasing complexity observed in manual segmentation. Based on training results, the reorientation
of DTI vectors improved the automated segmentation.
1. Introduction

The deep brain (DB) is a highly sophisticated region (Dejerine,
1901; Haber et al., 2012; Lemaire et al., 2019; Mai et al., 2016;
Nieuwenhuys et al., 2008; Riley, 1943) of clinical importance in many
neuropsychiatric diseases, such as Parkinson’s disease, Alzheimer’s dis-
ease, and compulsive disorders, supporting complex behavior and mo-
tor controls (see for example Bohnen et al. (2022) and Hannah and
Aron (2021)). In Parkinson’s disease, when severe motor conditions
occur, medication adjustments can be combined with chronic deep
brain stimulation (DBS) to improve quality of life (Fox et al., 2018).
The efficacy of this dual therapy relies notably on the correct loca-
tion of contacts in the superolateral region of the subthalamic nu-
cleus (STN) (Harmsen et al., 2020), by spotting the STN target in the
subthalamus.

The target is commonly represented on magnetic resonance imaging
(MRI) slices, onto which are superimposed stereotactic landmarks, for
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example the endpoint of trajectory and/or the contour of STN, super-
vised by the neurosurgeon. Stereotactic atlases, such as the well-known
Schaltenbrand and Bailey atlas (Schaltenbrand and Bailey, 1959) can
be matched using proportionality according to ventricular commissural
points (anterior and posterior white commissures, AC and PC). Most
clinicians interpret the MRI contrasts according to type of sequence
to optimize targeting. In our institution, we developed a dedicated
inversion-recovery sequence, named WAIR (White Matter Attenuated
Inversion-Recovery) to facilitate the identification of DB structures
directly on coronal slices (El Ouadih et al., 2023; Zerroug et al., 2016).
Briefly, (i) the higher the cellularity (e.g., the substantia nigra, notably
the pars compacta), the stronger the signal, (ii) the higher the axonal
density (e.g., the mammillo-thalamic fascicle), the weaker the signal,
and (iii) the red nucleus, a gray matter structure, has a weak signal
because it contains a significant contingent of axons. This sequence
has been used in clinical routine since 2006 with a 1.5 tesla machine,
and the STN and its neighboring structures are manually contoured,
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enabling detailed 3D planning for electrode implantation (see Sup-
plementary Material 1 Fig. S.2). However, this precise individualized
mapping costs 1 h 30 min of worktime for the two hemispheres because
of the awkward 3D architecture and the difficult interpretation of
spontaneous MRI contrast at the individual level. Over time, we decided
to automate the segmentation of subthalamic structures to simplify the
personalization of mapping, with a reasonable computational time of a
few tens of minutes. For this we chose a deep learning (DL) approach
applied to our clinical electrode planning database.

One of the most widely used DL-based image segmentation mod-
els is U-Net (Ronneberger et al., 2015), which relies on a U-shaped
convolutional neural network. Several modified versions of this archi-
tecture have been proposed, such as 3D U-Net (Çiçek et al., 2016),
V-Net (Milletari et al., 2016), Modified U-Net (Seo et al., 2020), and
Dense-UNet (Cai et al., 2020). Isensee et al. (2020) consider that a
well-configured plain U-Net is still difficult to surpass, and introduced
an nnU-Net, a self-configuring network using a modified standard 3D
U-Net. The nnU-Net automatically configures all the necessary steps
of the automated segmentation pipeline, including the preprocessing,
architecture of the network, training variables, and postprocessing
steps. It yielded state-of-the-art results in various tasks, including seg-
mentation of the hippocampus of the Medical Segmentation Decathlon
Challenge (Antonelli et al., 2022). For our purpose, we selected the
3D configuration of nnU-Net with a standard 3D U-Net as a backbone,
as 3D would be most appropriate (Avesta et al., 2023; Shivdeo et al.,
2021).

Precise delineation of the DB architecture is challenging, notably
because of the small sizes of most structures, which are little known
and often coalescent, merging cell bodies and axon fascicles, leading to
ranging MRI contrasts. Consequently, the ground truth datasets, atlas-
based or manually contoured on MRI images are very limited. Most
of the DL segmentation methods have used T1 image datasets (Dolz
et al., 2018; Kushibar et al., 2018; Rashed et al., 2020) (Table 1). In
our work, along with the WAIR, we also considered two other MRI
sequences acquired at surgery, namely 3D T1 MPRAGE, and the seldom
used diffusion tensor image (DTI) (Pinheiro et al., 2020) for the full 3D
electrode planning and postoperative control.

We assessed the DL segmentation of five DB structures using nnU-
Net on a new clinical dataset with an Inversion-Recovery sequence and
its combinations with T1 and DTI. We evaluated the efficiency of the
trained self-configured 3D nnU-Net (n = 38 patients) on a test set (n
= 15 patients) to reproduce the manual contouring of five subthalamic
structures in the right and left hemispheres. The dataset with ground
truth labels (i.e., the five structures manually contoured on WAIR
images by a clinical expert) is publicly available.1 We investigated the
effectiveness of the WAIR and T1 sequences, and the DTI derivatives
and their combinations for the task. We also evaluated the impact
of reorienting principal diffusion vectors with respect to the patient
coordinate system to reduce interindividual variability due to slight
differences in head positioning in the stereotactic frame in the MRI
machine.

In summary, our contributions are as follows:

• First use of WAIR MRI for deep learning-based image segmenta-
tion,

• New clinical dataset with ground truth labels of DB structures
manually segmented by an expert clinician,

• Evaluation of performance improvement by multi-modality
(WAIR + T1, WAIR + DTI),

• Impact of DTI vector reorientation with respect to the ACPC line
of each patient.

1 https://osf.io/49arj/?view_only=b319d34151dd4905ad9052d2998e9ecd.
2 
Fig. 1. Overlay of co-registered WAIR, T1, and DTI image datasets.

2. Materials and methods

Here we present the clinical material used in the work (Section 2.1),
the geometric space preprocessing (Section 2.2.1), and the represen-
tation and transformation of the DTI (Section 2.2.2). In Section 2.2.3
we describe the reorientation of DTI vectors. In Section 2.3 we detail
the training and implementation of the automated segmentation. In
Section 2.4 we describe the evaluation metrics. Lastly, in Section 2.5
we provide details of the statistical analysis.

2.1. Clinical material

The dataset consisted of images of 53 patients with severe Parkin-
son’s disease (61 ± 6 years, 26 female), implanted bilaterally in the
STN, in a single institution (Expert Center for Parkinson’s Disease), be-
tween November 2011 and November 2022. Ethical, institutional, and
individual approvals were obtained (Ptolémée® program: IRB 5921,
March 30, 2018; CNIL ref. MR 004, M200702 November 10, 2020). Of
the 110 patients operated over the period who agreed to participate,
42 were excluded because they had other disorders (of which 32
essential tremor), 12 because the electrodes were implanted in other
targets, and 3 because the DTI datasets were corrupted. Each individual
dataset consisted of (i) WAIR, T1, and DTI datasets, co-registered
at acquisition (stereotactic frame secured to the head and locked in
the head coil) (Fig. 1), and (ii) the objects built from the contours
of structures, exported in stereolithography (stl) format (Iplan 3.0®,
BrainLab, Germany). For further analysis, stl objects were converted to
Neuroimaging Informatics Technology Initiative (NIfTI) file format (3D
Slicer software2 Pieper et al., 2012). The three sequences were acquired
on a 1.5-tesla MRI machine (Aera and Sonata; Siemens, Germany).
All the data was anonymized and T1 images were defaced using the
pydeface software package (Gulban et al., 2022).

The WAIR sequence was developed to increase the spontaneous
tissue contrasts between and within the DB structures (Lemaire et al.,
2018; Vassal et al., 2012; Zerroug et al., 2016). The WAIR settings

2 https://www.slicer.org/.
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Table 1
State-of-the-art methods in deep brain structure segmentation (n.a. not available).

Authors (year) and
method

Dataset reference MRI sequence,
magnetic field
(number of cases)

Annotation method Free access Structures

Dolz et al. (2018)
LiviaNET

IBSRa T1, n.a. (18) Manual Yes Thalamus, Caudate, Putamen, PallidumABIDEb T1, n.a. (1112) Atlas-based No

Kushibar et al. (2018)
2.5D CNN

MICCAI 2012c T1, n.a. (35) Manual Yes Thalamus, Caudate, Putamen, Pallidum, Amygdala,
Hippocampus, AccumbensIBSR T1, n.a. (18) Manual Yes

Rashed et al. (2020)
SubForkNet

NAMICd T1, n.a. (18) Semi-automatic No Thalamus, Caudate, Putamen, Pallidum, Amygdala,
Hippocampus, AccumbensMICCAI 2012 T1, n.a. (35) Manual Yes

Majdi et al. (2020)
Modified U-Net

Internal T1 MPRAGE, 3T
(105), 7T (40)

Manual (left side) No Thalamus, 11 thalamic nuclei, Mammillothalamic tract

Baniasadi et al. (2023)
nnU-Net

10 public and 4
internal

T1, mixed, 1.5T, 3T
(1028)

Atlas-based No Caudate, Globus Pallidus (Externus, Internus),
Habenular Nuclei, Internal capsule, Accumbens,
Putamen, Red nucleus, Substantia nigra (pars compacta,
pars reticulata), Subthalamic nucleus, Thalamus, Ventral
lateral posterior nucleus of Thalamus, Lateral ventricle,
Ventrointermediate nucleus of Thalamus

Greve et al. (2021)
3D U-Net

FSMe T1, 3T (29) Manual On request Hypothalamus, Mammillary bodies, Septal nuclei, Fornix,
Accumbens, Basal forebrainADNIf T1, n.a. (10)

Pinheiro et al. (2020)
2D U-Net

Internal T1, 3T, DWI (121) Manual No Ventricle, Caudate, Putamen, Thalamus, Globus pallidus,
Hippocampus, Amygdala, and Accumbens

Our study
nnU-Net

CLT
Subthalamus
Dataset

WAIR, T1, DTI (53) Manual Yes Substantia nigra, Subthalamic nucleus, Red nucleus,
Mammillary body, and Mammillothalamic fascicle

a https://www.nitrc.org/projects/ibsr (accessed 05-February-2024).
b https://fcon_1000.projects.nitrc.org/indi/abide/ (accessed 05-February-2024).
c http://www.neuromorphometrics.com/2012_MICCAI_Challenge_Data.html (accessed 05-February-2024).
d https://www.na-mic.org/w/index.php?title=Main_Page&oldid=98830 (accessed 27-June-2023).
e https://surfer.nmr.mgh.harvard.edu/fswiki/FsmData (accessed 27-June-2023).
f https://adni.loni.usc.edu (accessed 05-February-2024).
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were as follows: 2D coronal, repetition time 4500 ms, echo time 13 ms,
nversion time 160 ms, flip angle 170◦, pixel size 0.527 × 0.527 mm2, slice
hickness 2 mm, matrix 512 × 512 × 30 (Supplementary Material 1 Fig.
.1). The coronal orientation was used to facilitate the identification of
ubthalamic structures in the plane perpendicular to the rostro-caudal
xis of the central nervous system. The manual delineation of all struc-
ures on WAIR images was performed by one clinical expert (JJL) using
he same surgical software (Iplan 3.0®, BrainLab, Germany) (Fig. 2;

Supplementary Material 1 Fig. S.2). For our purpose, we selected five
haracteristic structures in each hemisphere: the substantia nigra (SN),

the subthalamic nucleus (STN), the red nucleus (RN), the mammillary
body (MB), and the mammillothalamic fascicle (MT-fa) (Fig. 3). We
computed volumes for these structures in mm3 from NIfTI volumes
(Supplementary Material 2 Tables S.1 and S.2). T1 and DTI settings
were as follows: T1, 3D MPRAGE, sagittal, repetition time 1660 ms,
echo time 3.35 ms, flip angle 15◦, pixel size 0.625 × 0.625 mm2, slice
thickness 2 mm, matrix 480 × 512 × 80, DTI, epi axial, 20 directions,
b0 = 750 s/mm2, repetition time 5300 ms, echo time 82 ms, pixel size
3 × 3 mm2, thickness 3 mm, matrix 80 × 80 × 40.

2.2. Preprocessing

2.2.1. Geometric space
The T1 and DTI image datasets were aligned to the WAIR, on

hich the structures were contoured, and registered using 3D Slicer.
he General Registration (BRAINS) tool was used for T1 images (ITK
oolkit, McCormick et al., 2014). We used an affine transformation with
2 degrees of freedom, suitable for intra-subject registration.

For the DTI images, firstly, the baseline (non-diffusion-weighted)
olume was obtained using the Diffusion Brain Masking module of the

SlicerDMRI (Zhang et al., 2020) extension of the 3D Slicer. Then by
registering a baseline volume to WAIR using the General Registration
(BRAINS) tool (the same parameters as T1), we obtained a transfor-
mation matrix. Finally, using the obtained matrix, the Resample DTI
Volume module (based on the ITK toolkit) was employed to align the
3 
DTI to WAIR. Where the WAIR serves as a reference volume and sets the
rigin, spacing, orientation, and dimension for the resampled image.
he resulting image size was 512 × 512 × 30 with a voxel size of
.53 × 0.53 × 2.0 mm3.

2.2.2. DTI representation and transformation
The DTI voxel contains a 3 × 3 diffusion tensor that can be de-

composed into three eigenvalues (𝜆1, 𝜆2, 𝜆3) and three eigenvectors
(𝑣1, 𝑣2, 𝑣3), which respectively represent the amount and orientation
of proton diffusion. The principal eigenvector 𝑣1 shows the direction
of the maximal diffusion with the largest eigenvalue 𝜆1 (Zhang et al.,
2005). In our experiments, we mapped four derivatives of DTI (Fig. 4):

• Fractional anisotropy map (FA). FA is an orientation-invariant
scalar value that describes the degree of anisotropy. It ranges
between 0 (isotropic) and 1 (anisotropic).

• Principal diffusion direction vector map (pdv). This is a 3D
image with three channels representing the three components of
the principal eigenvector 𝑣1 at each voxel.

• Color-coded fractional anisotropy map (ccFA). The
color-coded FA map is generated by multiplying the principal
eigenvector of the diffusion tensor, with the FA map. We follow
the general color coding (Pajevic and Pierpaoli, 1999), where the
ccFA shows both how directionally intense the diffusion is and its
direction (red is left–right, blue is superior–inferior, and green is
anterior–posterior). The commonly used formula is:
R = |𝑣1𝑥| ⋅ 𝐹 𝐴,G = |𝑣1𝑦| ⋅ 𝐹 𝐴,B = |𝑣1𝑧| ⋅ 𝐹 𝐴 (1)

where 𝑣1𝑥, 𝑣1𝑦, 𝑣1𝑧 are the x, y, and z components of the vector 𝑣1.

• Weighted principal diffusion direction map (pdvFA). For this
study, we created a pdvFA map that contains both the degree
of anisotropy and vector orientation information. Unlike ccFA,
where the absolute values of the vector are used, pdvFA preserves

https://www.nitrc.org/projects/ibsr
https://fcon_1000.projects.nitrc.org/indi/abide/
http://www.neuromorphometrics.com/2012_MICCAI_Challenge_Data.html
https://www.na-mic.org/w/index.php?title=Main_Page&oldid=98830
https://surfer.nmr.mgh.harvard.edu/fswiki/FsmData
https://adni.loni.usc.edu
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Fig. 2. Contourings of five subthalamic structures selected for this work overlaid on
WAIR (top), T1 (intermediate), and color-coded map (bottom) (no image filtering; Iplan
3.0®, BrainLab, Germany), along the same coronal slice through the STN: subthalamic
nucleus, yellow; substantia nigra, blue; Forel’s fields, green; nucleus of ansa lenticularis,
orange; zona incerta, red; mammillo-thalamic fascicle, pale green.

Fig. 3. 3D anterior view of the five DB structures selected for this work (same patient
as Fig. 1): subthalamic nucleus, yellow; substantia nigra, dark blue; mammillo-thalamic
fascicle, pale green; red nucleus, red; mammillary body, pale blue (Iplan 3.0®, BrainLab,
Germany).
4 
Fig. 4. Same coronal slice of four DTI derivatives, without gradient reorientation:
fractional anisotropy map (FA, top left), principal diffusion direction vector map (pdv,
top right), color-coded fractional anisotropy map (ccFA, bottom left), and weighted
principal diffusion direction map (pdvFA, bottom right).

the sign of 𝑣1, (i.e., all directional information) by directly multi-
plying vector 𝑣1 by FA, thus enabling consistent reorientation of
DTI data:
pdvFAx = 𝑣1𝑥 ⋅ 𝐹 𝐴, pdvFAy = 𝑣1𝑦 ⋅ 𝐹 𝐴,

pdvFAz = 𝑣1𝑧 ⋅ 𝐹 𝐴 (2)

We chose FA and ccFA because they are common and standardized
derivatives of DTI (O’Donnell and Westin, 2011). pdv is usually visual-
ized as an RGB image, but we used the original vector representation
of this derivative. Diffusion tensor estimation and resampling of the
DTI to the reference of WAIR was carried out with 3D Slicer. TVtool
command from DTI-TK toolbox3 (Zhang et al., 2007) was used to
compute diffusion images derived from DTI (FA, ccFA, pdv).

2.2.3. ACPC reorientation of DTI vectors
We systematically reoriented the raw direction of diffusion gradi-

ents of the machine along the ACPC line to optimize the consistency of
diffusion data across the patients. Before acquisition, in routine clinical
conditions, the head positioning was optimized in the head coil using
standard external landmarks (orbito-meatal and midline planes). Then,
afterward, we reoriented the table of gradients according to AC and PC
landmarks (manual positioning; double control; JJL, OO) enabling to
compute a 3 × 3 matrix further applied to the DTI derivatives. Details
on ACPC transform and computation are available in Supplementary
Material 3. DTI derivates were computed with and without the ap-
plication of the transform. In the following sections, we refer to the
images with transformed and non-transformed direction gradients as
reoriented (R) and non-reoriented (NR).

2.3. Training and implementation

We used the 3D configuration of nnU-Net (Fig. 5), where 3D U-
Net was used as an architecture of their DL method. We changed the
number of epochs to optimize the training time from 1000 to 300. We
split the dataset (n = 53) into training (n = 38, 15 female, mean age
61) and test (or inference) (n = 15, 11 female, mean age 61) subsets.
We ensured fair distribution of the acquisition dates of image datasets
(see Supplementary Material 1 Fig. S.3), aiming to minimize the impact
of the learning curve of the manual drawing. Consequently, the sex
ratio between the two subsets was different, with more females in the
test subset (73% versus 39% in the training subset). For training multi-
modal models with WAIR, T1, and DTI sequences, we use early fusion

3 http://dti-tk.sourceforge.net/.

http://dti-tk.sourceforge.net/
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Fig. 5. Workflow: dataset preparation included preprocessing of T1 and DTI data; 3D nnU-Net method; testing and evaluation.
by concatenating these inputs into a single multi-channel image. The
default preprocessing steps were applied to WAIR, T1, ccFA, and FA
images. We skipped the intensity normalization step for vector images
(pdv and pdvFA) as they are already normalized (unit vectors). For
the inference process, we used the best-obtained checkpoint of the
DL model (trained nnU-Net), instead of the last-obtained checkpoint.
Details of the network configuration for each experiment are shown in
Supplementary Material Table S.1. The batch size of 2 was selected by
nnU-Net for all experiments. Originally, nnU-Net was implemented in
Python 3.8.5 using PyTorch framework 1.6.0. Our computations were
performed in a supercomputer facility using a GPU with 16 GB memory.

2.4. Evaluation metrics

To assess the efficiency of the automated segmentation of the five
deep brain structures, we used three similarity metrics:

• Dice coefficient (DSC) (Dice, 1945). This is the metric most
widely used to validate medical volume segmentations for the
direct comparison between automatic and ground truth segmen-
tations. The DSC measures the spatial overlap between two seg-
mentations. The DSC ranges between 0 and 1, with 1 indicating
perfect overlap.

• 95% Hausdorff distance (95HD). This is a measure of dissimi-
larity between two point sets (Taha and Hanbury, 2015). 95HD
is similar to maximum HD. However, it is based on the 95th
percentile of the distances instead of the maximum. A smaller
95% Hausdorff distance indicates better alignment and agreement
between the segmentations. It is measured in millimeters.

• Volumetric similarity (VS). This computes the similarity be-
tween two segments based on their volumes (Taha and Hanbury,
2015). The VS ranges from 0 to 1, where 1 indicates the highest
volumetric similarity between the automated segmentation and
GT.

– We consider the DSC as the main evaluation metric and
95HD and VS as additional metrics.

2.5. Statistical analysis

The performance of our trained self-configured 3D nnU-Net was
analyzed on the test subset (n = 15 patients), according to the values
of indices of similarity (DSC, 95HD, and VS) of the pairs of contours
(manual and automatic) of the five structures (SN, STN, RN, MB, and
MT-fa). The analysis was conducted by image datasets (WAIR, T1,
WAIR + T1, WAIR + ccFANR, R, WAIR + pdvNR, R, WAIR + pdvFANR, R,
WAIR + FA, WAIR + T1 + FA; WAIR as a reference because this was
the ground truth condition), by structure (SN, STN, RN, MB, and MT-fa;
STN as reference, because it was the clinical goal of manual contouring)
and hemisphere (right and left). We also specifically evaluated the
impact of reorientating the diffusion gradients on WAIR + ccFANR, R,
WAIR + pdvNR, R, WAIR + pdvFANR, R datasets.
5 
Continuous data are presented as mean and standard deviation.
The assumption of normality was checked using the Shapiro–Wilk
test. Random-effects models (i.e., linear mixed models) were run to
compare DSC, 95HD, and VS between structures considering between-
and within-participant variability (subject as random-effect). The fol-
lowing fixed effects were analyzed: image datasets, structures, diffusion
gradient reorientation (R/NR), and their interactions. The normality of
residuals was studied as stated above and logarithmic transformation
was performed to achieve normality when appropriate. A stepwise
approach was proposed to simultaneously test participants, imaging
sessions, structures and diffusion gradient reorientation as random
effects, first testing each random effect separately and then combin-
ing significant effects, nested or crossed. The intra-class correlation
coefficient was calculated for each random effect and comparisons of
the performance of each model (log-likelihood) were performed. All
analyses were conducted with an adjustment on volumes. Statistical
analyses were conducted with Stata statistical software (version 15,
StataCorp, College Station, USA). The tests were two-sided, with a type-
1 error set at 5%. A Sidak type-1 error was applied to take into account
two-by-two multiple comparisons. The results were expressed using
Hedge’s effect sizes and 95% CIs (available on demand).

3. Results

The average computation time of each test experiment was around
5 min. The average computation time of each training optimization was
around 30 h for WAIR and T1, around 35 h for WAIR + T1 and WAIR
+ FA, and around 60 h for the other experiments.

Overall DL model comparison. Table 2 shows the average DSC,
95HD, and VS results for the trained DL models. Table 3 shows the
results for each structure for several experiments (see Supplementary
Material 1 Tables S.2, S.3, and S.4 for additional results). We found that
the WAIR experiment significantly outperformed the T1 experiment in
terms of DSC, 95HD, and VS values with mean values of 0.739 ± 0.073,
1.739 ± 0.398, and 0.892 ± 0.044 respectively (p < 0.001 for DSC
and 95HD and 𝑝 = 0.025 for VS) (Fig. 6). Although the WAIR + T1
combination showed higher values (with the DSC = 0.747 ± 0.073,
95HD = 1.712 ± 0.517, and VS = 0.901 ± 0.039), the increase was not
significant (p > 0.05) compared to WAIR only. There was no significant
difference between WAIR and combinations of WAIR with DTI (p >
0.05).

Reoriented and non-reoriented DTI vectors. In the case of WAIR +
pdvFA, the DSC value improved from 0.723 ± 0.075 to 0.737 ± 0.073
(the 95HD and VS values also improved), but this difference was not
statistically significant (p > 0.05). Based on the training results, the
95HD value improved statistically from 2.142 ± 0.489 to 1.844 ± 0.280
when using reoriented vectors for the WAIR + ccFA experiment (𝑝 =
0.006) (see Supplementary Material 1 Table S.6).

DL model comparison by structures. WAIR statistically outper-
formed T1 based on DSC for the five structures (p < 0.05), based on
95HD for STN (𝑝 = 0.004), MT-fa (p < 0.001), SN (p < 0.001), and RN
(p < 0.001), and based on VS for STN (𝑝 = 0.009). For MB based on DSC
values WAIR significantly outperformed WAIR + pdvNR (𝑝 = 0.024) and
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Fig. 6. One patient example of manual (colored line) and automatic (white line), WAIR-based contours: subthalamic nucleus, yellow; substantia nigra, dark blue; mammillo-thalamic
fascicle, pale green; red nucleus, red; mammillary body, pale blue (same color code as used with the surgical software, Iplan).
Table 2
Mean Dice scores (DSC), 95% Hausdorff distance (95HD), and volumetric similarity (VS)
obtained by experiments with different combinations of WAIR, T1, and DTI derivatives.
Results for both with (R) and without (NR) vector reorientation are given. The down-
pointing arrow (↓) indicates that the experiment yielded significantly poorer results
than the WAIR experiment. The best results are in bold.

Input DSC ± STD 95HD ± STD VS ± STD

WAIR 0.739 ± 0.073 1.739 ± 0.398 0.892 ± 0.044
T1 0.670 ± 0.106 ↓ 2.516 ± 0.849 ↓ 0.871 ± 0.048 ↓

WAIR + T1 0.747 ± 0.073 1.712 ± 0.517 0.901 ± 0.039
WAIR + ccFANR 0.727 ± 0.078 1.872 ± 0.515 0.884 ± 0.045
WAIR + ccFAR 0.730 ± 0.078 1.807 ± 0.465 0.886 ± 0.046
WAIR + pdvNR 0.728 ± 0.071 1.864 ± 0.480 0.884 ± 0.041
WAIR + pdvR 0.728 ± 0.071 1.821 ± 0.423 0.886 ± 0.044
WAIR + pdvFANR 0.723 ± 0.075 1.891 ± 0.464 0.885 ± 0.043
WAIR + pdvFAR 0.737 ± 0.073 1.831 ± 0.451 0.891 ± 0.049
WAIR + FA 0.740 ± 0.072 1.763 ± 0.476 0.899 ± 0.039
WAIR + T1 + FA 0.736 ± 0.075 1.778 ± 0.515 0.890 ± 0.043

WAIR + pdvR (𝑝 = 0.028). The WAIR + T1 combination significantly
outperformed the WAIR experiment for the MB based on the 95HD
value (𝑝 = 0.046).

The comparisons by hemisphere did not add to the results (Supple-
mentary Material 4). The sex ratio of the training set did not affect the
performance of the DL network applied to the test set. The results of
the best-obtained DL model (trained nnU-Net) were comparable to the
test results (see Supplementary Material 1 Tables S.5, S.6, S.7).

4. Discussion

In this work, we used a ground truth clinical dataset comprising the
manual contourings of the SN, RN, STN, MB, and MT-fa, carried out on
MRI images of a WAIR sequence dedicated to DB architecture analysis.
WAIR-based automatic contouring yielded a good result, with a mean
DSC value of 0.739 ± 0.073. The MB, RN, SN, STN, and MT-fa, DSC
values decreased in that order, reflecting the increasing difficulty met
6 
by a medical expert identifying these structures, at least for the nuclei.
The sex of the patients did not seem to affect the performance of the
DL network.

The mean DSC value of 0.74 can be interpreted as substantial
or excellent given the overall agreement derived from Kappa statis-
tics (Watson and Petrie, 2010; Zijdenbos et al., 1994), suggesting that
our trained self-configured 3D nnU-Net could be applied clinically with
reasonable computation time. Higher mean DSC values above 0.85
were reported for large well-known structures, easily identified in T1,
such as the caudate, the putamen, and the thalamus, Dolz et al. (2018),
Kushibar et al. (2018) and Rashed et al. (2020). Similar results were
also obtained by using T1 and scalar maps of DTI (Pinheiro et al.,
2020). Less well-known structures, such as the nucleus accumbens
(Kushibar et al., 2018; Rashed et al., 2020, thalamic nuclei Majdi et al.,
2020, limbic structures Baniasadi et al., 2023; Greve et al., 2021 and
miscellaneous structures including internal capsule, habenula, ventri-
cles Baniasadi et al., 2023 were analyzed, and showed heterogeneity of
mean DSC values. The diversity of experimental protocols could explain
the wide range of DSC values, such as the use of mixed case series
(healthy subjects, degenerative disease, autism) (Baniasadi et al., 2023;
Dolz et al., 2018; Greve et al., 2021; Kushibar et al., 2018; Majdi et al.,
2020; Rashed et al., 2020), the different ground truth segmentations,
manual with atlas (aid or registration) (Baniasadi et al., 2023; Dolz
et al., 2018; Greve et al., 2021; Kushibar et al., 2018; Majdi et al., 2020;
Pinheiro et al., 2020; Manjón et al., 2020), semi-automatic with class
tissue and ‘‘golden’’ (Rashed et al., 2020), manual without atlas (Baxter
and Jannin, 2022; Chen et al., 2023). The interpretation of DSC value
should also account for the specificities of structures. Thus, in our
work, the nnU-Net performed differently according to structures (Fig. 6,
Table 3), such as the MB, with the highest DSC value, a simple balloon
shape highly contrasted from the environment, and the MT-fa, with the
lowest DSC value, an elongated shape not continuous between adjacent
slices, although highly contrasted from the environment (the thalamus).
Even so, the potential of DL in segmenting deep brain structures from
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Table 3
Mean DSC and standard deviation values for the five segmented structures (left and right hemispheres) for several experiments. Superscript
R means that the vector gradients were reoriented. The down-pointing arrow (↓) indicates that the experiment yielded significantly poorer
results for each label on each hemisphere than the WAIR experiment. The best results are in bold.

Label Hem. WAIR T1 WAIR + T1 WAIR + pdvFAR WAIR + FA WAIR + T1 + FA

SN L 0.793 ± 0.048 0.731 ± 0.060 ↓ 0.796 ± 0.044 0.787 ± 0.045 0.782 ± 0.048 0.782 ± 0.042
R 0.789 ± 0.046 0.701 ± 0.155 ↓ 0.791 ± 0.051 0.776 ± 0.048 0.774 ± 0.049 0.777 ± 0.048

RN L 0.756 ± 0.067 0.709 ± 0.122 ↓ 0.772 ± 0.055 0.761 ± 0.059 0.757 ± 0.066 0.760 ± 0.062
R 0.778 ± 0.059 0.732 ± 0.093 ↓ 0.784 ± 0.046 0.778 ± 0.063 0.783 ± 0.064 0.776 ± 0.054

STN L 0.698 ± 0.068 0.625 ± 0.168 ↓ 0.717 ± 0.049 0.715 ± 0.049 0.711 ± 0.066 0.698 ± 0.072
R 0.715 ± 0.068 0.661 ± 0.103 ↓ 0.722 ± 0.071 0.719 ± 0.079 0.713 ± 0.076 0.693 ± 0.089

MB L 0.807 ± 0.069 0.786 ± 0.091 0.816 ± 0.072 0.801 ± 0.068 0.810 ± 0.066 0.821 ± 0.060
R 0.827 ± 0.083 0.792 ± 0.108 ↓ 0.832 ± 0.081 0.819 ± 0.094 0.831 ± 0.089 0.827 ± 0.100

MT-fa L 0.636 ± 0.138 0.476 ± 0.156 ↓ 0.640 ± 0.135 0.644 ± 0.125 0.647 ± 0.129 0.634 ± 0.141
R 0.593 ± 0.109 0.486 ± 0.139 ↓ 0.600 ± 0.113 0.575 ± 0.128 0.587 ± 0.105 0.593 ± 0.107

Average 0.739 ± 0.073 0.670 ± 0.106 ↓ 0.747 ± 0.073 0.737 ± 0.073 0.740 ± 0.072 0.736 ± 0.075
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MRI images is confirmed.
The automatic contouring according to T1 alone performed less

ell (mean DSC value, 0.670 ± 0.106) than according to WAIR, in
ine with the lower contrast details observed in the subthalamus on
1 (Fig. 2). Other teams have proposed non-T1 MRI sequences to
acilitate the identification of DB structures, notably the subthalamic
ucleus (Lefranc et al., 2014; Li et al., 2016; O’Gorman et al., 2011;

Oros-Peusquens et al., 2019). Inversion-recovery sequences, like the
WAIR, would be good candidates, alone or in combination, to segment
the DB (Reinacher et al., 2019).

We also observed that even though similarity indices were higher
or WAIR + T1 and WAIR + FA image datasets, they did not reach
tatistical significance. The proposed pdvFA derivative of the DTI per-
ormed better than the ccFA, showing that the use of the absolute value

of the vector was not optimal for image segmentation tasks. As regards
the reorientation, the result of the WAIR + ccFA and WAIR + pdvFA
experiments improved after applying the reorientation to the vectors
not statistically significant). The statistical difference in 95HD values
uring training indicates that there are differences between reoriented
nd non-reoriented experiments in terms of boundary localization.

Results obtained using combinations with images derived from DTI
showed lower DSC, 95HD, and VS values compared to the WAIR +
T1 combination. This could be explained by the specific features of
DTI voxels. The discrepancy in voxel size could have caused a sig-
nificant information loss during registration. The complexity of DTI
data, pdvFA, pdv, and ccFA were saved as 4D images with three
volumes, where each volume corresponded to the component of the
vector or to the component of the RGB color (ccFA). DTI informed
primarily on water movements within the axons (Le Bihan, 2003),
whereas T1 and WAIR provided more detailed structural information
on brain tissue. Finally, the concatenation of input volumes used in
this work is considered an early fusion method, and it assumes a linear
simple) relationship between modalities (Dolz et al., 2019), which

was not the case in our work. Accordingly, other ways of merging
he WAIR and DTI information will be considered in our future work.
or instance, the layer-level (intermediate) fusion methods, where the
ndependently extracted features from different modalities are fused at
n intermediate layer of a neural network and can thus exploit more
omplex features of different modalities (Zhou et al., 2019; Nie et al.,

2016).
The progressive inclusion of patients resulted in limitations. The

irst being the small number of recruited patients (n = 53), although
the largest reported concerning a clinical application. In addition,
the manual contouring, time-consuming, necessitates advanced knowl-
edge and informative structural MRI images, which still impede a fast
and wide development. The ongoing progress in artificial intelligence,
fed and controlled by researchers and clinicians, should speed up
improvements.
7 
In summary, deep learning-based DB mapping could be clinically
elevant, alongside other automatic segmentations of subthalamic
tructures, such as mixed methods with automatic tissue segmentation
n individual MRI sets coupled with atlas-based contouring (Polanski

et al., 2020; Reinacher et al., 2019) or template-based methods (Haegele
et al., 2013). Adding anatomical priors to the learning process could
help the network to segment complex structures, particularly in the
presence of a limited dataset, for instance by using a brain atlas to guide
the white matter segmentation (Zhang et al., 2021) or using atlas priors
s additional inputs to the network (Coupé et al., 2020; Kushibar et al.,

2018).

5. Conclusion

In this work, we segmented deep brain structures according to dif-
ferent MRI modalities. Our contribution includes a multi-modal dataset
and manual segmentation of five small deep brain structures by a
clinical expert. To the best of our knowledge, this is the first time
that a ground truth data set was built a priori prospectively in a truly
relevant clinical context, independently of DL training, and with an
advanced analysis taking into account individual variability (mixed
model). Inversion-recovery sequences, like the WAIR, seem a good first
choice in the field, providing enough contrast to support precise manual
contouring of DB structures, and now automatic contouring, as shown
with our trained self-configured 3D nnU-Net. The use of multi-modality
training yielded encouraging results (albeit not statistically significant),
the best DSC, 95HD, and VS values being obtained using the WAIR +
T1 combination. Moreover, we showed that the correct reorientation of
DTI vectors (with respect to the ACPC line) improved the segmentation
process. Finally, our results suggest that clinical trials could start as
soon as secured pipelines meeting ethical criteria are implemented.
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