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Abstract

We consider a metapopulation made up of 𝐾 demes, each containing 𝑁 individuals bearing a
heritable quantitative trait. Demes are connected by migration and undergo independent Moran
processes with mutation and selection based on trait values. Mutation and migration rates are
tuned so that each deme receives a migrant or a mutant in the same slow timescale and is thus
essentially monomorphic at all times for the trait (adaptive dynamics).

In the timescale of mutation/migration, the metapopulation can then be seen as a giant spatial
Moran model with size 𝐾 that we characterize. As 𝐾 → ∞ and physical space becomes continuous,
the empirical distribution of the trait (over the physical and trait spaces) evolves deterministically
according to an integro-differential evolution equation. In this limit, the trait of every migrant
is drawn from this global distribution, so that conditional on its initial state, traits from finitely
many demes evolve independently (propagation of chaos).

Under mean-field dispersal, the value 𝑋𝑡 of the trait at time 𝑡 and at any given location has a law
denoted 𝜇𝑡 and a jump kernel with two terms: a mutation-fixation term and a migration-fixation
term involving 𝜇𝑡− (McKean-Vlasov equation).

In the limit where mutations have small effects and migration is further slowed down accord-
ingly, we obtain the convergence of 𝑋, in the new migration timescale, to the solution of a stochastic
differential equation which can be referred to as a new canonical equation of adaptive dynamics.
This equation includes an advection term representing selection, a diffusive term due to genetic
drift, and a jump term, representing the effect of migration, to a state distributed according to its
own law.

Keywords: Moran model · Metapopulation · Propagation of chaos · Adaptive dynamics · Trait sub-
stitution sequence · Canonical equation · Migration · Diffusion with jumps · Ecology · Macroevolution
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1 Introduction

To understand the origin of the diversity, through time and among taxa, of a phenotypic trait
(body mass, beak shape, leaf size, wing color...) is one of the central questions in evolutionary biology.
Several approaches to address this question exist, depending on the scale studied.

On the slowest timescale, i.e., the scale of paleontology and macroevolution, the evolution of a
trait, or rather of its species/population average, is frequently modeled by a stochastic process such
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as Brownian motion [Fel73, HM96], the Ornstein-Uhlenbeck process [Han97, BK04] or a Lévy process
[LSL13, MMML20]. This top-down approach notably serves in comparative phylogenetic methods for
the inference of macro-evolutionary dynamics from the knowledge of traits of present or fossil species,
see [PH13] for a review.

On the fastest timescale, i.e., the scale of a few generations, the distribution of a quantitative trait
in a population is often assumed to be normal and its evolution is described through the dynamics of
its mean and variance.

In quantitative genetics, the value of a trait is the sum of an environmental component and of a
genetic, heritable component, often modeled as the sum of allelic effects at different loci. Selection
on the trait (assumed here to be one-dimensional) is typically modeled by a Gaussian-like fitness
function of the trait (stabilizing selection) with variance 𝜔2 and a possibly moving optimum (directional
selection). Russell Lande and his coauthors showed in a series of foundational papers [Lan76, Lan79,
LA83, BL94] that under these normality assumptions, the average trait follows an autonomous equation
pushing it toward the optimum, with a Gaussian deviation with second moment 𝐴/𝑁 due to genetic
drift, where 𝐴 is an increasing function of the additive genetic variance 𝜎2

𝑔 , with 𝐴(0) = 𝜔2/2 (in

the absence of environmental noise) and 𝐴(𝑥) ∼ 𝑥 when 𝑥 is large. The additive genetic variance 𝜎2
𝑔

measures the degree of heritable polymorphism in the population. Its value at equilibrium decreases
with population size/strength of selection (i.e., increases with 𝜔) and increases with mutation rate. It
is essentially zero when selection is strong enough to deplete diversity and mutation rate is too small
to replenish it.

In this latter case, one observes a separation of timescales: ecological dynamics occur quickly
while mutations are rare, so that only a few trait values coexist at any given time. The theory of
adaptive dynamics pushes this assumption to the extreme case where fixation occurs before the next
mutation event and the average trait becomes the only trait value in the population, except during
the short period when the resident trait and the mutant trait compete. Under this assumption, Metz
et al [MGM+95] and Dieckmann & Law [DL96] derived what is known as the canonical equation of
adaptive dynamics, which describes the evolution of the so-called dominant trait in the timescale of
mutations. Later, Champagnat et al [CFM06] and Baar et al [BBC17] formally derived this equation
in the context of large populations.

At the cost of suppressing all the information on polymorphism, this alternative approach offers
several benefits: 1) by considering two-player games (resident vs. mutant), it allows for richer eco-
logical dynamics than stabilizing selection resulting from an absolute fitness function, 2) the fitness
of the mutant in the resident background emerges naturally from the ecology (see below) rather than
being given a priori, and 3) the evolution of the dominant trait in the population can be rigorously
derived mathematically, without the normality assumptions required for the average trait in a poly-
morphic population to have autonomous dynamics. See the companion paper [LLMV24] for a tentative
synthesis.

Although adaptive dynamics theory traditionally deals with large populations, the assumption that
fixation occurs rapidly compared to mutations should be more relevant for small populations. Cham-
pagnat & Lambert [CL07] extended the approach of adaptive dynamic to finite populations, where the
possible fixation of traits with suboptimal fitness introduces stochasticity into the canonical equation
of adaptive dynamics. Here, the fitness of the mutant is its probability of fixation in a resident pop-
ulation at stochastic equilibrium. In the limit of small mutations, trait dynamics are then described
by a diffusion process, called the canonical diffusion of adaptive dynamics, with a similar advection
term as derived by Dieckmann & Law [DL96], as well as a diffusion term due to genetic drift. As in
[Lan76], this diffusion term scales like 1/𝑁, but it depends on the covariance matrix of the mutation
kernel rather than on the Hessian of the fitness function at the optimum.

The two approaches (quantitative genetics and the canonical diffusion of adaptive dynamics) have
the merit to unveil the micro-evolutionary underpinnings of trait evolution but suffer from inherent
contradictions regarding population size: The first one (quantitative genetics) needs population size
to be both finite (for genetic drift to play a role) and infinite (for normality of trait distribution to
hold, which is required for the dynamics of the average trait to be autonomous). The second one (the
canonical diffusion of adaptive dynamics) needs population size to be small (for fixation of slightly
deleterious mutations to be possible and fast) but large enough to avoid extinction. In addition, both
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approaches assume that the population is panmictic, although this may be a reasonable assumption
only on the scale of a few 𝑁 generations, as panmixia cannot last on macroevolutionary timescales,
e.g., where speciations are likely to occur.

Introducing spatial structure and environmental heterogeneity into the canonical diffusion of adap-
tive dynamics offers a potential solution to these issues. In this article, we consider a population
made up of a large number 𝐾 of demes or patches harboring a finite number 𝑁 of individuals and
connected by migration. We can thus let 𝐾 be large and even tend to ∞ so as to get a continuous trait
distribution, but leave 𝑁 finite, so as to keep sources of stochasticity potentially playing a role at the
macroevolutionary scale: genetic drift (in each deme) and local sampling.

We analyze different scalings of this spatially structured, microscopic model, progressively consid-
ering rare mutations, a large number of patches and finally small mutations, sticking to the adaptive
dynamics framework.

In the first part of the paper, we focus on the rare mutation limit. By appropriately rescaling time,
we derive a limit described by a series of connected Trait Substitution Sequences (TSS), similar to the
results of Champagnat & Lambert [CL07] and Lambert et al [LLMV24]. Beyond this, we introduce a
more innovative scaling, where the number 𝐾 of patches becomes large while keeping the number 𝑁
of individuals per patch finite. In this regime, we analyze the coupling of the total metapopulation
dynamics with the dynamics of any finite subset of patches. This result is notable for two key reasons.
First, it connects to the theory of propagation of chaos, yielding a novel limiting process characterized
by jumps in its dynamics [Szn91, CD21, CD22]. Second, it provides a justification for the structured
metapopulation models introduced by Gyllenberg et al [GHH97], which have been extensively used
in spatial ecology. These models simplify metapopulation dynamics into two levels: deterministic
macroscopic dynamics for the entire metapopulation and stochastic local dynamics within individual
patches. For previous works on those topics, we refer the reader to [DMM00, HP20, CC22, CJOV24] for
propagation of chaos in population genetic models and to [HLH05, Leh08, AND13, PDLM13, WL14]
for adaptive dynamics in a metapopulation setting.

In the second part of the paper, we introduce the assumption of small mutations and examine two
timescales. If we do not rescale time, mutants with significantly different trait do not have time to arise
and we are left, under mean-field dispersal, with a multitype, antisymmetric Lotka-Volterra system.
Although analyzing this system is nontrivial, as we discuss in the main text, we provide insights into
specific cases.

If we rescale time so as to see new trait mutants arise, we need to simultaneously rescale migra-
tion to get convergence to an equation that can be interpreted as a canonical equation of adaptive
dynamics for metapopulations. As before, this limiting process operates on two levels: a macroscopic
metapopulation level and a local patch level. At the local level, the dynamics are driven by a diffusion
process with jumps–a feature, to the best of our knowledge, not previously observed.

The paper is organized as follows. In Section 2, we present the microscopic model and the main as-
sumptions. Section 3 displays the results regarding the limiting process when assuming rare mutations
and migrations. In Section 4, we present a result of propagation of chaos when the number of patches
grows to infinity. In Section 5, we finally add an assumption of small mutations and give two possibles
limiting processes. If the migration rate is not small, there already exists an interesting behavior to
study in the natural time scale, which is presented in Section 5.1. Otherwise, if the migration rate
is small, we derive a canonical equation of adaptive dynamics with diffusion and jumps by rescaling
time. This final result is presented in Section 5.2. Finally, Section 6 is devoted to the proofs.

2 Modeling assumptions

We consider a metapopulation consisting of 𝐾 interacting demes, also called patches or sites, labelled
ℓ = 1, . . . , 𝐾, each containing a population of fixed size 𝑁 ≥ 1. The ℓ-th patch is composed of individuals
with labels 𝑖 = (ℓ − 1)𝑁 + 1, . . . , ℓ𝑁 and characterized by their phenotypic traits 𝑥𝑖 ∈ R𝑑. The joint
dynamics of trait values follow a multivariate time-continuous birth–death process that can be seen as
𝐾 coupled Moran models [Mor58]:

• Within-patch resampling. For each pair of individuals with traits 𝑥 and 𝑦 in the ℓ-th patch,
the individual with trait 𝑥 is replaced with a new individual with trait 𝑦, at rate 𝑐( ℓ

𝐾
, 𝑥, 𝑦) >
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0, which may depend on the two traits 𝑥 and 𝑦 (selection) and on the patch label ℓ (spatial
heterogeneity);

• Mutation. Each individual with trait 𝑥 in the ℓ-th patch mutates at rate 𝛾𝜃 ( ℓ
𝐾
, 𝑥) ≥ 0, and

acquires a new trait chosen according to the law 𝑄( ℓ
𝐾
, 𝑥, 𝑑𝑦), which may depend on the former

trait 𝑥 and on the patch label ℓ;

• Migration. For each pair of individuals with traits 𝑥 and 𝑦 and belonging to patches ℓ and ℓ′

respectively, the individual with trait 𝑥 in the ℓ-th patch is replaced with an individual with trait
𝑦 at rate 𝛾𝜆(( ℓ

𝐾
, 𝑥), ( ℓ′

𝐾
, 𝑦))/𝐾 ≥ 0.

From now on, we make the following

Assumption 1. The maps 𝑐, 𝜃, 𝜆 are non-negative, measurable, and there exists 𝐶 > 0 such that for
all (𝑟, 𝑟 ′, 𝑥, 𝑦) ∈ [0, 1]2 × (R𝑑)2,

𝑐(𝑟, 𝑥, 𝑦) ≤ 𝐶, 𝜃 (𝑟, 𝑥) ≤ 𝐶, and 𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦)) ≤ 𝐶.

Notice that this model can incorporate spatially heterogeneous mechanisms of selection, mutation
and migration by allowing all kernels to depend on patch labels and trait values. Notice also that we
included a scaling parameter 𝛾, which will be assumed to vanish in order to study the limit of rare
mutations and migrations. The scaling of the migration kernel by 𝐾 puts mutations and migrations
in the same time scale, even when 𝐾 is large. In this framework, which resembles the assumptions of
adaptive dynamics [DL96], we expect low levels of diversity in each patch. If 𝛾 is small enough, in each
patch with finite population size 𝑁, fixation of one single trait will even occur before the next event of
mutation or migration, ensuring that in the mutation/migration timescale, all individuals of the same
patch carry the same trait value, that we call dominant. Our goal is to describe the joint dynamics of
dominant traits over the metapopulation. In Section 3, we will keep the number 𝐾 of patches finite,
then in Sections 4 and 5, we will let 𝐾 → ∞.

Let us describe the total population, present in the entire metapopulation, using the measure-valued
stochastic process defined by

𝜈
𝛾,𝐾
𝑡 =

1

𝐾

𝐾∑︁
ℓ=1

1

𝑁

𝑁∑︁
𝑖=1

𝛿
( ℓ
𝐾
,𝑥
𝐻ℓ (𝑖)
𝑡 )

,∀𝑡 ≥ 0 (2.1)

where 𝐻ℓ (𝑖) = 𝑖 + (ℓ − 1)𝑁 is the label of the 𝑖-th individual in the ℓ-th patch, and 𝑥𝐻
ℓ (𝑖)

𝑡 ∈ R𝑑 denotes
its phenotypic trait at time 𝑡 ≥ 0. This process describes the distribution of traits in the entire
metapopulation More specifically, it is a càd-làg Markov process with values in

M𝐾
1 =

{
1

𝑁𝐾

𝑁𝐾∑︁
𝑖=1

𝛿 ( ℓ𝑖
𝐾
,𝑥𝑖 ) , with 𝑥

𝑖 ∈ R𝑑 , ℓ𝑖 ∈ ⟦1, 𝐾⟧
}
⊂ M1 (X) (2.2)

where X = [0, 1] × R𝑑 and M1 (X) is the set of probability measures on X, endowed with the trace of
the weak topology on the space M𝐹 (X) of finite measures on X. According to our previous description
of the process, we can define the process (𝜈𝛾,𝐾𝑡 )𝑡≥0 through its infinitesimal generator that is, for any
test function 𝜙 ∈ C𝑏 (M𝐾

1 ),

L𝛾,𝐾𝜙(𝜈) = 𝑁𝐾
∬

X
𝜈(𝑑𝑟, 𝑑𝑥)

(
𝑁𝐾

∬
X
1𝑟 ′=𝑟 𝜈(𝑑𝑟 ′, 𝑑𝑦)

)
𝑐(𝑟, 𝑥, 𝑦)

[
−𝜙(𝜈) + 𝜙

(
𝜈 −

𝛿 (𝑟 ,𝑥 )
𝐾

+
𝛿 (𝑟 ,𝑦)

𝐾

)]
+ 𝑁𝐾𝛾

∬
X
𝜃 (𝑟, 𝑥)𝜈(𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝑄(𝑟, 𝑥, 𝑑𝑦)

[
−𝜙(𝜈) + 𝜙

(
𝜈 −

𝛿 (𝑟 ,𝑥 )
𝐾

+
𝛿 (𝑟 ,𝑦)

𝐾

)]
+ 𝑁2𝐾𝛾

∬
X
𝜈(𝑑𝑟, 𝑑𝑥)

∬
X
1𝑟 ′≠𝑟 𝜈(𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))

[
−𝜙(𝜈) + 𝜙

(
𝜈 −

𝛿 (𝑟 ,𝑥 )
𝐾

+
𝛿 (𝑟 ,𝑦)

𝐾

)]
.

(2.3)
Under Assumption 1, it is standard, using Poisson Point Measures as in [FM04], that the generator

given by (2.3) defines a unique stochastic Markov process (𝜈𝛾,𝐾𝑡 , 𝑡 ≥ 0) on M1 (X).
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3 Coupled trait substitution sequences

In this section, our aim is to let 𝛾 → 0, i.e., study the dynamics of the process in the limit of rare
mutations and rare migrations. As explained previously, in this regime (𝛾 → 0), the time is sufficiently
large between two successive mutation/migration events that, in these intervals, the patches behave
like independent Moran models and should reach their stationary regime which is a monomorphic
state. Accelerating time, we expect the process to converge to a jump process that describes the
dynamics of the dominant trait within each patch, with jump rates that inherently couple interactions
across different patches. In the case of a single patch, this framework reduces to the Trait Substitution
Sequence (TSS), originally introduced in Metz & Geritz [MGM+95], and later formalized rigorously by
Champagnat [Cha06]. In this work, we are interested in the more intricate scenario involving multiple
patches.

Before stating our result, we need to introduce 𝛼(𝑟, 𝑦, 𝑥) as the invasion probability, in the absence
of mutations in and of migrations to and from patch 𝑟, of a single individual with trait 𝑦 in the patch
𝑟 otherwise filled with a monomorphic population of 𝑥-individuals, that is, under the initial condition
𝛿𝑦 + (𝑁 − 1)𝛿𝑥 . The number 𝑁 𝑥𝑡 of individuals with trait 𝑥 in patch 𝑟 follows a birth–death process
with the following transition rates

𝑛
jumps to−−−−−−−−→

{
𝑛 + 1 at rate 𝑐(𝑟, 𝑦, 𝑥)𝑛(𝑁 − 𝑛)
𝑛 − 1 at rate 𝑐(𝑟, 𝑥, 𝑦)𝑛(𝑁 − 𝑛) .

(3.1)

In this setting, 𝛼(𝑟, 𝑦, 𝑥) is the probability that 𝑁 𝑥𝑡 hits the absorbing state 0 for some 𝑡 ≥ 0 starting
from 𝑁 𝑥0 = 𝑁 − 1. Computing this probability with classical tools for birth–death processes, we easily
get that 𝛼(𝑟, 𝑦, 𝑥) = 0 if 𝑐(𝑟, 𝑥, 𝑦) = 0, and otherwise

𝛼(𝑟, 𝑦, 𝑥) =
(
1 +

𝑁−1∑︁
𝑘=1

(
𝑐(𝑟, 𝑦, 𝑥)
𝑐(𝑟, 𝑥, 𝑦)

) 𝑘)−1
,

which, as expected, equals the neutral fixation probability 1
𝑁

when 𝑐(𝑟, 𝑦, 𝑥) = 𝑐(𝑟, 𝑥, 𝑦). Under As-
sumption 1 again, our result reads as follows.

Proposition 3.1. Assume that all patches are initially monomorphic. Then the sequence
{(
𝜈
𝛾,𝐾

𝑡/𝛾

)
𝑡≥0

, 𝛾 > 0
}

converges in the sense of finite-dimensional distributions as 𝛾 → 0 to the process 𝜈𝐾𝑡 = 1
𝐾

∑𝐾
ℓ=1 𝛿 (ℓ/𝐾,𝑋ℓ,𝐾𝑡 ) ,

where 𝑋𝐾 = (𝑋1,𝐾 , . . . , 𝑋𝐾,𝐾 ) is a (R𝑑)𝐾−valued pure-jump Markov process described by the following
transition rates

𝑥
jumps to−−−−−−−−−→


(
𝑥1, . . . , 𝑥ℓ−1, 𝑦, 𝑥ℓ+1, . . . , 𝑥𝐾

)
at rate 𝑁 𝜃 ( ℓ

𝐾
, 𝑥ℓ) 𝛼( ℓ

𝐾
, 𝑦, 𝑥ℓ)𝑄( ℓ

𝐾
, 𝑥ℓ , 𝑑𝑦), ℓ = 1, . . . , 𝐾(

𝑥1, . . . , 𝑥ℓ−1, 𝑥ℓ
′
, 𝑥ℓ+1, . . . , 𝑥𝐾

)
at rate 𝑁2

𝐾
𝜆(( ℓ

𝐾
, 𝑥ℓ), ( ℓ′

𝐾
, 𝑥ℓ

′ )) 𝛼( ℓ
𝐾
, 𝑥ℓ

′
, 𝑥ℓ), ℓ, ℓ′ = 1, . . . , 𝐾.

(3.2)

Observe how the fixation probability 𝛼(𝑟, 𝑦, 𝑥) is integrated into the two jump rates, illustrating the
long-term effect of selection on an individual bearing a new trait appearing in a patch—whether through
mutation or migration. Specifically, the jump rates reveal that the fate of the new trait depends on
its ability to invade: if it successfully invades, it replaces the current dominant trait, an event known
as ‘fixation’; otherwise, it fails to establish and the mutation/migration event has no effect. These
dynamics capture the selective pressures governing trait dominance within patches.
The proof of this result is an adaptation of the one developed in Champagnat [Cha06], Champagnat
& Lambert [CL07, Theorem 3.1] and Lambert et al [LLMV24]. We thus refer to these articles and do
not detail the proof here.

Remark 3.1. In the timescale of mutations/migrations, the dynamics of the trait distribution across
the metapopulation can be interpreted as a modified Moran model, where each individual corresponds
to a site, and its trait corresponds to the dominant trait in this patch. This new Moran model features
two kinds of events, substitution events occurring within each site, corresponding to events of mutation
followed by fixation of the mutant, known in adaptive dynamics as “Trait Substitution Sequence”,
and resampling events between sites, corresponding to events of migration followed by fixation of the
migrant. Their jump kernels are the following:
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• The substitution jump kernel in site ℓ:

𝑁 𝜃 ( ℓ
𝐾
, 𝑥) 𝛼( ℓ

𝐾
, 𝑦, 𝑥)𝑄( ℓ

𝐾
, 𝑥, 𝑑𝑦) (3.3)

• The resampling jump kernel between sites ℓ and ℓ′:

𝑁2

𝐾
𝜆

(
( ℓ
𝐾
, 𝑥), ( ℓ

′

𝐾
, 𝑦)

)
𝛼( ℓ
𝐾
, 𝑦, 𝑥). (3.4)

4 Large number of patches and propagation of chaos

We are now interested in studying the above limiting process, which corresponds to a collection of
coupled Trait Substitution Sequences, under the assumption that the metapopulation is large, i.e.,
𝐾 → ∞. The central questions we aim to address are how phenotypic traits evolve within a single
patch, or in a finite set of patches, and how they collectively behave at the level of the metapopulation.

We start from the process 𝜈𝐾𝑡 = 1
𝐾

∑𝐾
ℓ=1 𝛿 ( ℓ

𝐾
,𝑋
ℓ,𝐾
𝑡 ) obtained in Proposition 3.1 and we fix a finite

number 𝐽 of patches, with labels denoted ℓ𝐾1 , . . . , ℓ
𝐾
𝐽

∈ ⟦1, 𝐾⟧. Before going further, let us make the
following

Assumption 2.

• {𝜈𝐾0 , 𝐾 ≥ 1} converges in law toward 𝜈0 ∈ M1 (X) as 𝐾 → +∞.

• For any 1 ≤ 𝑗 ≤ 𝐽, (ℓ𝐾
𝑗
/𝐾, 𝑋

ℓ𝐾
𝑗
,𝐾

0 ) → (𝑟 𝑗 , 𝑋 𝑗0 ) ∈ [0, 1] × R𝑑 as 𝐾 → +∞.

• The functional rates 𝜃 (·), 𝜆(·)𝛼(·) and the mutation kernel 𝑄(·) are continuous.

The first result below gives an answer to our main questions of the section in the general case. The
following propositions will then refine and reinforce these results in the special cases of initial indepen-
dence and spatial homogeneity. Let us start by stating the general result.

Theorem 4.1. Under Assumptions 1 and 2, the sequence {(𝑋ℓ𝐾1 ,𝐾 , . . . , 𝑋ℓ𝐾𝐽 ,𝐾 , 𝜈𝐾 ), 𝐾 ≥ 1} converges
in law in the Skorohod space D( [0, 𝑇], (R𝑑)𝐽 ×M1 (X)). Its limit process (𝑋1, . . . , 𝑋 𝐽 , 𝜈) is such that 𝜈
is the unique solution to the following weak equation defined, for any test function 𝜑 ∈ C𝑏 (X), by

𝑑

𝑑𝑡

∬
X
𝜑(𝑟, 𝑥)𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑁

∬
X
𝜃 (𝑟, 𝑥)𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝛼(𝑟, 𝑦, 𝑥)𝑄(𝑟, 𝑥, 𝑑𝑦)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
+ 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆

(
(𝑟, 𝑥), (𝑟 ′, 𝑦)

)
𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
(4.1)

and (𝑋1, . . . , 𝑋 𝐽 ) is a (R𝑑)𝐽−valued time-inhomogeneous pure-jump Markov process, where at time 𝑡,
𝑥 jumps to

(
𝑥1, . . . , 𝑥 𝑗−1, 𝑦, 𝑥 𝑗+1, . . . , 𝑥𝐽

)
at rate

𝑁 𝜃 (𝑟 𝑗 , 𝑥 𝑗 ) 𝛼(𝑟 𝑗 , 𝑦, 𝑥 𝑗 )𝑄(𝑟 𝑗 , 𝑥 𝑗 , 𝑑𝑦) + 𝑁2

∫ 1

0

𝜆((𝑟 𝑗 , 𝑥 𝑗 ), (𝑟 ′, 𝑦)) 𝛼(𝑟 𝑗 , 𝑦, 𝑥 𝑗 ) 𝜈𝑡− (𝑑𝑟 ′, 𝑑𝑦). (4.2)

Proof. The proof relies on standard techniques developed by Ethier & Kurtz [EK86] and Fournier
& Méléard [FM04]. It goes through two steps. As a first step, the tightness of the sequence of
trajectory laws is proved using Aldous criterion [Ald78]. Tightness ensures the existence of limit
points by Prokhorov Theorem. The second step uses a uniqueness argument to ensure that all limit
distributions are identical and entails the convergence. □

The limiting process aligns closely with the structured metapopulation models introduced by
Gyllenberg et al [GHH97] and widely applied in spatial ecology, including works by Gyllenberg &
Metz [GM01] and more recently Lerch et al [LRR+23]. These models operate on two levels: a local
level, which may be stochastic and captures the dynamics within a single patch, allowing for finite local
population sizes; and a metapopulation level, which is defined as the distribution of the local states,
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implicitly assuming an infinite number of patches. The limiting process described here fits entirely
within this framework, and the result is thus establishing a connection between microscopic models
and macroscopic structured metapopulation models.

Note that the measure-valued limit process (𝜈𝑡 )𝑡≥0 is fully characterized by Eq. (4.1) which is closed and
that these dynamics are deterministic, so that the only randomness in 𝜈𝑡 comes from its starting point
𝜈0. Also notice that the traits (𝑋1, . . . , 𝑋 𝐽 ) hosted at sites (𝑟1, . . . , 𝑟 𝐽 ) are independent conditional on
the process (𝜈𝑡 )𝑡≥0 (they are assumed to have deterministic initial values). As a consequence, if 𝜈0 is
not random, then 𝜈𝑡 is not random and the trajectories (𝑋1, . . . , 𝑋 𝐽 ) are independent. We record this
fact in the following statement.

Corollary 4.1 (Propagation of chaos). Assume that 𝜈0 is deterministic, then under the assumptions
of Theorem4.1, the limit process (𝑋1, . . . , 𝑋 𝐽 , 𝜈) is such that 𝑋1, . . . , 𝑋 𝐽 are independent and 𝜈 is
deterministic.

The notion of propagation of chaos describes a phenomenon where, as the total number of particles
in a system becomes large, any finite subset of particles become asymptotically independent, and their
joint distribution converges to the product of identical marginal distributions governed by a limiting
law. We will now see that in the case of a homogeneous structure, the result can be simplified and
refined. Let us first state what we mean by homogeneity.

Definition 4.1. The metapopulation is said to be homogeneous iff the initial conditions and func-
tional parameters that govern local dynamics and migration do not depend on patch labels any longer.

Under this condition, patches are exchangeable in the metapopulation and for the sake of simplicity we
adopt a notation of the functional parameters where we merely drop the dependency upon the patch
label. In this context, we have the following corollary.

Corollary 4.2. Assume that the metapopulation is homogeneous and that 𝑋1,𝐾
0 , . . . , 𝑋

𝐾,𝐾
0 are i.i.d

with common distribution 𝜇0 ∈ M1 (R𝑑). Then under the assumptions of Theorem4.1, the processes
𝑋1, . . . , 𝑋 𝐽 are i.i.d copies of a R𝑑−valued pure-jump time-inhomogeneous Markov process 𝑋 with law
at time 𝑡 denoted 𝜇𝑡 and jump kernel at time 𝑡

𝑁𝜃 (𝑥)𝛼(𝑦, 𝑥)𝑄(𝑥, 𝑑𝑦) + 𝑁2𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥)𝜇𝑡− (𝑑𝑦). (4.3)

In addition, 𝜇𝑡 is continuous in time and the global trait distribution is given by 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑑𝑟𝜇𝑡 (𝑑𝑥)
on X.

The stochastic process 𝑋 introduced in this result is known as a McKean-Vlasov process [Szn91]:
its jumps at any given time 𝑡 > 0 depend on the distribution of 𝑋𝑡−. In particular, it is easy to verify
that if 𝜇0 (𝑑𝑥) = 𝑔(0, 𝑥)𝑑𝑥 and 𝑄(𝑥, 𝑑𝑦) = 𝑞(𝑥, 𝑦)𝑑𝑦, then 𝜇𝑡 (𝑑𝑥) admits a density 𝑔(𝑡, 𝑥) with respect to
the Lebesgue measure. As a consequence, we obtain the following representation of the trajectories of
𝑋

𝑑𝑋𝑡 =

∫
R+×R+×R𝑑

(𝑦 − 𝑋𝑡−)1𝑧≤𝑁 𝜃 (𝑋𝑡− )𝛼(𝑦,𝑋𝑡− )1𝑢≤𝑞 (𝑋𝑡− ,𝑦)𝜋1 (𝑑𝑢, 𝑑𝑧, 𝑑𝑦, 𝑑𝑡)

+
∫
R+×R+×R𝑑

(𝑦 − 𝑋𝑡−)1𝑧≤𝑁2𝜆(𝑋𝑡− ,𝑦)𝛼(𝑦,𝑋𝑡− )1𝑢≤𝑔 (𝑡 ,𝑦)𝜋2 (𝑑𝑢, 𝑑𝑧, 𝑑𝑦, 𝑑𝑡)
(4.4)

where 𝜋1 (𝑑𝑢, 𝑑𝑧, 𝑑𝑦, 𝑑𝑡), 𝜋2 (𝑑𝑢, 𝑑𝑧, 𝑑𝑦, 𝑑𝑡) are two independent Poisson point measures with common
intensity the Lebesgue measure on R+ × R+ × R𝑑 × R+.

5 Small mutations

We are now interested in studying the process defined by (4.1) and (4.2) in the limit of small mutation
steps. To this aim, we consider in all that follows that there exists a centered probability distribution
𝑚(𝑟, 𝑥, 𝑑ℎ) such that

𝑄𝜀 (𝑟, 𝑥, 𝑑𝑦) = (𝜏𝑥𝑚) (𝑟, 𝑥,
𝑑𝑦

𝜀
),∀𝑟 ∈ [0, 1],∀𝑥 ∈ R𝑑 , (5.1)
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where 𝜏𝑥𝑚 is the shift map by 𝑥. In other words, the law 𝑚(𝑟, 𝑥, 𝑑ℎ) is the probability distribution of
the scaled mutation step, so that 𝑦 ∼ 𝑄𝜀 (𝑟, 𝑥, 𝑑𝑦) is equivalent to 𝑦 = 𝑥 + 𝜀ℎ where ℎ ∼ 𝑚(𝑟, 𝑥, 𝑑ℎ).

Section 5.1 presents the convergence of the process (4.1) as 𝜀 goes to 0. It shows that, because
significantly different trait values take too long to arise by mutation, the overall diversity remains
constant over time. The dynamics of the frequencies of the initially present trait values are then
analyzed, with further refinement in the case of a homogeneous population.

Section 5.2 explores what happens when time is accelerated enough to see new mutant traits
emerge. To obtain convergence to a proper limiting process, one needs to rescale migration rates to
slow migration before accelerating time. This framework is fully in alignment with the study of the
canonical equation of adaptive dynamics, as explained below.

5.1 No time acceleration

Let us start with the study of the case where mutation effects vanish but time is not accelerated so
as to see the emergence of significantly different mutant traits. This study is based on the simple
hypothesis that the scaled mutation step has a bounded moment, that is:

Assumption 3. Eq. (5.1) holds and there exists 𝛽 > 0 such that

sup
(𝑟 ,𝑥 ) ∈ [0,1]×R𝑑

∫
R𝑑

∥ℎ∥𝛽𝑚(𝑟, 𝑥, 𝑑ℎ) < +∞. (5.2)

We also add some classical assumptions about the parameters:

Assumption 4. We assume that

• 𝜃 ∈ C𝑏 (X), with C𝑏 (X) the set of continuous and bounded functions on X,

• 𝜆𝛼 ∈ C𝛽
𝑏
(X × X), with C𝛽

𝑏
(X × X) the set of 𝛽-Hölder and bounded functions on X × X.

Under Assumption 4, we easily verify that the sequence of processes (𝜈𝜀)𝜀>0, solutions of Eq. (4.1),
converges in C([0, 𝑇],M1 (X)) as 𝜀 → 0 towards a limit from which mutations are absent. To be more
specific, we introduce the usual norm on the Hölder-Zygmund space C𝛽

𝑏
(X) defined by

∥𝜑∥C𝛽
𝑏
(X) = ∥𝜑∥∞ + sup

(𝑟 ,𝑥 ) , (𝑟 ′ ,𝑦) ∈X
(𝑟 ,𝑥 )≠(𝑟 ′ ,𝑦)

|𝜑(𝑟, 𝑥) − 𝜑(𝑟 ′, 𝑦) |
( |𝑟 − 𝑟 ′ | + ∥𝑥 − 𝑦∥)𝛽

which allows us to define the following distance between two processes with values in the space of
measures M𝐹 (X):

𝑑𝛽 (𝜇, 𝜈) := sup
0≤𝑡≤𝑇

sup
𝜑∈C𝛽

𝑏
(X)

∥𝜑 ∥
C𝛽
𝑏
(X)

≤1

{⟨𝜇𝑡 , 𝜑⟩ − ⟨𝜈𝑡 , 𝜑⟩} . (5.3)

The following statement is proved in Section 6.2.

Proposition 5.1. Assume that Assumptions 3 and 4 hold. For all 𝜀 > 0, we define (𝜈𝜀𝑡 )𝑡≥0 as the
solution to Eq. (4.1), with initial condition 𝜈0. Then the sequence (𝜈𝜀𝑡 , 𝑡 ∈ [0, 𝑇])𝜀>0 converges when 𝜀
tends to 0 toward 𝜈 the solution to the equation

𝑑

𝑑𝑡

∬
X
𝜑(𝑟, 𝑥)𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
,

(5.4)
with initial condition 𝜈0. The convergence holds in the sense that there exists 𝐶𝛽,𝑇 > 0 which satisfies
for all 𝜀 > 0,

𝑑𝛽 (𝜈𝜀 , 𝜈) ≤ 𝐶𝛽,𝑇𝜀𝛽 . (5.5)

Notice that the limiting dynamics are driven by events of migration and fixation, to the exception of any
event of mutation. Hence, the diversity in the metapopulation can only remain constant or decrease.
In particular, a metapopulation that is monomorphic from the start, i.e., 𝜈0 (𝑑𝑟, 𝑑𝑥) = 𝛿𝑥∗ (𝑑𝑥)𝑑𝑟 (with
fixed 𝑥∗ ∈ R𝑑), remains constant, i.e., 𝜈𝑡 = 𝜈0 for all 𝑡 ≥ 0.

More interestingly, we can describe the dynamics of diversity when there are initially 𝑛 > 1 traits
present in the metapopulation. The following statement also is proved in Section 6.2.
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Proposition 5.2. Assume an initial condition of the form 𝜈0 (𝑑𝑟, 𝑑𝑥) =
∑𝑛
𝑖=1 𝑤

𝑖
0 (𝑟)𝛿𝑥𝑖 (𝑑𝑥)𝑑𝑟 where the

𝑤𝑖0 (𝑟) ≥ 0 satisfy
∑𝑛
𝑖=1

∫ 1

0
𝑤𝑖0 (𝑟)𝑑𝑟 = 1. The solution to (5.4) is then given by

𝜈𝑡 (𝑑𝑟, 𝑑𝑥) =
𝑛∑︁
𝑖=1

𝑤𝑖𝑡 (𝑟)𝛿𝑥𝑖 (𝑑𝑥)𝑑𝑟

where for all 𝑖 = 1, . . . , 𝑛 and 𝑟 ∈ [0, 1], the functions 𝑤𝑖. (𝑟) are non-negative, satisfy
∑𝑛
𝑖=1

∫ 1

0
𝑤𝑖𝑡 (𝑟)𝑑𝑟 = 1

for all 𝑡 ≥ 0 and satisfy the system of integro-differential equations

𝜕𝑡𝑤
𝑖
𝑡 (𝑟) = −𝑁2𝑤𝑖𝑡 (𝑟)

𝑛∑︁
𝑗=1

𝛼(𝑟, 𝑥 𝑗 , 𝑥𝑖)
∫ 1

0

𝜆((𝑟, 𝑥𝑖), (𝑟 ′, 𝑥 𝑗 ))𝑤 𝑗𝑡 (𝑟 ′)𝑑𝑟 ′

+ 𝑁2
𝑛∑︁
𝑗=1

𝑤
𝑗
𝑡 (𝑟)𝛼(𝑟, 𝑥𝑖 , 𝑥 𝑗 )

(∫ 1

0

𝜆((𝑟, 𝑥 𝑗 ), (𝑟 ′, 𝑥𝑖))𝑤𝑖𝑡 (𝑟 ′)𝑑𝑟 ′
)
.

(5.6)

These dynamics simplify even further when the metapopulation is homogeneous in the sense of Defi-
nition 4.1.

Corollary 5.1. Assume as in Proposition 5.2 that 𝜈0 (𝑑𝑟, 𝑑𝑥) =
∑𝑛
𝑖=1 𝑤

𝑖
0 (𝑟)𝛿𝑥𝑖 (𝑑𝑥)𝑑𝑟 and define the

mean weight of trait 𝑥𝑖 at time 𝑡 as

𝑤𝑖𝑡 :=

∫ 1

0

𝑤𝑖𝑡 (𝑟)𝑑𝑟.

If the metapopulation is homogeneous, then the mean weights satisfy the following conservative repli-
cator dynamics

𝑑𝑤𝑖𝑡

𝑑𝑡
= 𝑤𝑖𝑡

𝑛∑︁
𝑗=1

𝑎𝑖 𝑗𝑤
𝑗
𝑡 𝑡 ≥ 0, 𝑖 = 1, . . . , 𝑛, (5.7)

where 𝑎𝑖 𝑗 = 𝐺 (𝑥𝑖 , 𝑥 𝑗 ) with 𝐺 (𝑦, 𝑥) = 𝑁2
(
𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥) − 𝜆(𝑦, 𝑥)𝛼(𝑥, 𝑦)

)
for any 𝑥, 𝑦 ∈ R𝑑.

Note that the matrix 𝐴 with generic element 𝑎𝑖 𝑗 is antisymmetric, because 𝐺 (𝑦, 𝑥) = −𝐺 (𝑥, 𝑦).
The replicator dynamics (5.7) are also known as antisymmetric Lotka–Volterra equations and are the
subject of a rich literature, see e.g. [Bom83, DCPZ11, KKWF13, GKF18].

In general, it is difficult to precisely determine the long-term behavior of this system (5.7), and in
particular to determine if all traits coexist in steady state, as this is highly sensitive to the specific form
of the interaction matrix 𝐴. To illustrate this dependency, we present particular cases, each leading to
fundamentally different long-term dynamics. These examples highlight the critical role of 𝐴 in shaping
the evolution of the system.

Case 1. Competitive exclusion. In this first case, we exhibit a general sufficient condition that
implies the convergence of the system to a monomorphic state. More precisely, we can state the
following corollary, which is proved in Section 6.2.

Corollary 5.2. Under the assumptions of Corollary 5.1, if there exists an integer 1 ≤ 𝑖★ ≤ 𝑛 such
that 𝑤𝑖

★

0 > 0 and
𝑎𝑖★ 𝑗 > 0 𝑗 ≠ 𝑖★, (5.8)

then the trait 𝑥𝑖
★

invades the metapopulation in the sense that 𝑤𝑖
★

𝑡 → 1 and for all 𝑗 ≠ 𝑖★, 𝑤
𝑗
𝑡 → 0 as

𝑡 → ∞.

The following example illustrates this corollary.

Example 5.1. Consider an example with traits in [0, 1] such that 𝑎𝑖 𝑗 = 𝑥 𝑗 − 𝑥𝑖. This occurs for
example if 𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥) = 𝑥(1 + 𝑦)/𝑁2, so that

𝐺 (𝑦, 𝑥) = 𝑥(1 + 𝑦) − 𝑦(1 + 𝑥) = 𝑥 − 𝑦, 𝑥, 𝑦 ∈ [0, 1] .

As a consequence and according to Corollary 5.2, the smallest trait will invade the metapopulation.
Figure 1 shows typical simulations describing the dynamical system (5.7) in dimension 𝑛 = 3, 5.
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Figure 1: Invasion of the smallest trait: (a) Three distinct initial trait values; (b) Five distinct initial
trait values.

Case 2. Cycling dynamics. When there is no 𝑖★ that satisfies Eq. (5.8) of the previous corollary,
then the model is more difficult to study and may often display cycling dynamics, as in the following
example.

Example 5.2. In this example, we consider traits in [0, 1] again and choose a migration-fixation rate
given by 𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥) =

(
1 + sin(2𝜋(𝑥 − 𝑦))

)
/𝑁2. Then the fitness function satisfies

𝐺 (𝑦, 𝑥) = 2 sin(2𝜋(𝑥 − 𝑦)), 𝑥, 𝑦 ∈ [0, 1] .

Note that the periodic behavior of solutions is not due to the periodic nature of 𝐺, which is only
evaluated at the possible pairs of 𝑛 =3 or 5 distinct trait values.
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Figure 2: Cyclic trajectories: (a) Three distinct initial trait values; (b) Five distinct initial trait values.

5.2 Accelerating time, slowing down migration and the canonical diffusion
with jumps

In this section, we assume as before that the mutation steps are given by (5.1), we additionally assume
that the rate of migration is 𝜀2𝜆(·) instead of 𝜆(·) and we accelerate time in order to see the effect of
mutations and of migrations, whose rates are tuned so as to become significant on the same timescale.
As in the previous section, we study the limit as 𝜀 goes to 0 of the process defined by (4.1) and (4.2).
This approach allows us to derive a canonical equation, as presented in the introduction, that captures
the dynamics of the dominant trait within a single patch.

To this aim, let us first introduce some notation and functions that play an important role in the
dynamics.
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• The covariance matrix of the rescaled mutation steps for an individual with trait 𝑥 ∈ R𝑑 located
at position 𝑟 ∈ [0, 1] is

Σ(𝑟, 𝑥) :=
(∫

R𝑑
ℎ𝑖ℎ 𝑗𝑚(𝑟, 𝑥, 𝑑ℎ)

)
1≤𝑖, 𝑗≤𝑑

,

which is a non-negative symmetric matrix. For any (𝑟, 𝑥) ∈ [0, 1] × R𝑑, we denote by 𝜎(𝑟, 𝑥) the
non-negative 𝑑−dimensional matrix such that Σ(𝑟, 𝑥) = 𝜎(𝑟, 𝑥) (𝜎(𝑟, 𝑥))𝑇 .

• We denote by Fit(𝑟, 𝑦, 𝑥) = log
(
𝑐 (𝑟 ,𝑥,𝑦)
𝑐 (𝑟 ,𝑦,𝑥 )

)
the relative fitness of trait 𝑦 ∈ R𝑑 compared to trait

𝑥 ∈ R𝑑 in a population located at position 𝑟 ∈ [0, 1].

• Let 𝑘 ≥ 2 be an integer and let 𝑓 be a differentiable real function of 𝑘 variables. If the 𝑖-th
variable of 𝑓 is a 𝑑-dimensional vector, then we denote by ∇𝑖 𝑓 the 𝑑-dimensional gradient of 𝑓
with respect to its 𝑖-th component.

• Finally, we will denote by (𝐵𝑡 )𝑡≥0 the 𝑑−dimensional Brownian motion.

We make the following assumptions:

Assumption 5. Eq. (5.1) holds and there exists 𝛽 > 0 such that

sup
(𝑟 ,𝑥 ) ∈ [0,1]×R𝑑

∫
R𝑑

∥ℎ∥2+𝛽𝑚(𝑟, 𝑥, 𝑑ℎ) < +∞. (5.9)

We also assume the following technical hypothesis on the parameters of the model

Assumption 6.

• The functional rates 𝜆(·), 𝜃 (·), 𝑐(·) are continuous and bounded.

• 𝑐 ∈ C0,1,1
𝑏

( [0, 1] × R𝑑 × R𝑑) such that 𝜃 (·)Σ(·) · ∇2Fit(·) and
√︁
𝜃 (·)𝜎(·) are Lipschitz continuous

according to variables 𝑥, 𝑦 uniformly in 𝑟 ∈ [0, 1].

We are able to prove the following result which describes the convergence of the time-scaled process
defined by (4.1) and (4.2) for 𝐽 = 1. In other words, it describes the dynamics of the trait present at
any given location. More specifically, let us fix 𝑧 ∈ [0, 1], then for any 𝜀 > 0, we define (𝑋 𝜀 , 𝜈𝜀) such
that 𝜈𝜀 is the unique solution to the weak equation defined, for any test function 𝜑 ∈ C𝑏 (X), by

𝑑

𝑑𝑡

∬
X
𝜑(𝑟, 𝑥)𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑁

∬
X
𝜃 (𝑟, 𝑥)𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝛼(𝑟, 𝑦, 𝑥)𝑄𝜀 (𝑟, 𝑥, 𝑑𝑦)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
+ 𝑁2

∬
X
𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜀2𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆

(
(𝑟, 𝑥), (𝑟 ′, 𝑦)

)
𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
(5.10)

and (𝑋 𝜀) is the time-inhomogeneous pure-jump Markov processes that jumps from 𝑥 to 𝑦 at infinites-
imal rate

𝑁𝜃 (𝑧, 𝑥)𝛼(𝑧, 𝑦, 𝑥)𝑄𝜀 (𝑧, 𝑥, 𝑑𝑦) + 𝑁2𝜀2
∫ 1

0

𝜆((𝑧, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦). (5.11)

The next statement is proved in Section 6.3.

Theorem 5.1. Let (𝑋 𝜀𝑡 , 𝜈𝜀𝑡 )𝑡≥0 be the process defined by (5.10) and (5.11) such that the sequence{
(𝑋 𝜀0 , 𝜈𝜀0 ), 𝜀 > 0

}
converges in law towards (𝑋0, 𝜉0). Then under Assumptions 5-6, the sequence of

processes {(𝑋 𝜀·/𝜀2 , 𝜈
𝜀
·/𝜀2 ), 𝜀 > 0} converges in law as 𝜀 → 0 in the Skorohod space D( [0, 𝑇],R𝑑×M𝐹 (X)).

The limit process (𝑋, 𝜉) is a jump-diffusion process with initial condition (𝑋0, 𝜉0). It is solution to

𝑑𝑋𝑡 =
𝑁 − 1

2
𝜃 (𝑧, 𝑋𝑡 )Σ(𝑧, 𝑋𝑡 ) · ∇2Fit(𝑧, 𝑋𝑡 , 𝑋𝑡 )𝑑𝑡 +

√︁
𝜃 (𝑧, 𝑋𝑡 )𝜎(𝑧, 𝑋𝑡 ) · 𝑑𝐵𝑡 (5.12)

with jump kernel

𝑁2

∫ 1

0

𝜆((𝑧, 𝑥), (𝑟, 𝑦))𝛼(𝑧, 𝑦, 𝑥)𝜉𝑡− (𝑑𝑟, 𝑑𝑦), (5.13)
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where for any test function 𝜑 ∈ C2
𝑏
(X),

𝑑

𝑑𝑡

∬
X
𝜑(𝑟, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑁2

∬
X
𝜉𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
+
∬

X

{
𝑁 − 1

2
𝜃 (𝑟, 𝑥) (Σ(𝑟, 𝑥) · ∇2Fit(𝑟, 𝑥, 𝑥)) · ∇𝑥𝜑(𝑟, 𝑥) +

𝜃 (𝑟, 𝑥)
2

∑︁
𝑖 𝑗

Σ𝑖 𝑗 (𝑟, 𝑥)𝜕2𝑥𝑖 𝑥 𝑗𝜑(𝑟, 𝑥)
}
𝜉𝑡 (𝑑𝑟, 𝑑𝑥).

(5.14)

Notice that the limit we identified corresponds to what is commonly referred to as a canonical equation
(see, for example, [DL96, CFM06, CL07]). In our case, this limit is novel for at least two reasons:
(1) it is stochastic and includes a diffusion term, which, to the best of our knowledge, has only been
observed in [CL07, LLMV24]; and (2) it incorporates jumps arising from migration-fixation events.

Corollary 5.3. Assume that the metapopulation is homogeneous and that the initial condition (𝑋0, 𝜉0)
is such that 𝜉0 (𝑑𝑟, 𝑑𝑥) = 𝜇0 (𝑑𝑥)𝑑𝑟 where 𝜇0 ∈ M1 (R𝑑) is the law of 𝑋0. Then under the assumptions
of Theorem 5.1, the process 𝑋 is a diffusion process with time-inhomogeneous jumps, with law at time
𝑡 denoted 𝜇𝑡 , solution to

𝑑𝑋𝑡 =
𝑁 − 1

2
𝜃 (𝑋𝑡 )Σ(𝑋𝑡 ) · ∇1Fit(𝑋𝑡 , 𝑋𝑡 )𝑑𝑡 +

√︁
𝜃 (𝑋𝑡 )𝜎(𝑋𝑡 ) · 𝑑𝐵𝑡 (5.15)

with jump kernel at time 𝑡
𝑁2𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥)𝜇𝑡− (𝑑𝑦).

We do not detail the proof of this corollary, which is similar to the one of Corollary 4.2 given in
Section 6.1.

6 Proofs

This section is devoted to the proofs of the paper. Since most of these proofs are adaptations of
relatively classical results, we will primarily provide proof sketches, highlighting the key ingredients
that support them.

6.1 Proofs of Section 4

As explained in the main text, we will not present the proof of Theorem 4.1 which is based on a classical
argument of tightness and uniqueness of the limit. We will however describes sketches of proofs for
the two following corollaries.

Proof of Corollary 4.1 The proof is relatively simple. Indeed, as soon as 𝜈0 is deterministic,
it follows immediately from (4.1) that the entire process (𝜈𝑡 )𝑡≥0 is deterministic. Further, for any
𝑗 = 1, . . . , 𝐽, notice that the jump rates and the law defining the jump sizes of 𝑋 𝑗 only depend on its
state before the jump (𝑋

𝑗
𝑡−), on its own characteristics (𝑟 𝑗) and on 𝜈. As a consequence, 𝑋1, . . . , 𝑋 𝐽

are independent inhomogeneous Markov processes.

Proof of Corollary 4.2 Let us assume now that the metapopulation is homogeneous in the sense
of Definition 4.1 and that the initial conditions 𝑋1,𝐾

0 , . . . , 𝑋𝐾,𝐾 are i.i.d with common distribution
𝜇0 ∈ M1 (R𝑑). Then the limit process defined by (4.1) has the initial condition 𝜈0 (𝑑𝑟, 𝑑𝑥) = 𝜇0 (𝑑𝑥)𝑑𝑟
and then we derive by simple computation and by uniqueness that there exists a measure valued
deterministic process (𝜇𝑡 (𝑑𝑥))𝑡≥0 such that 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝜇𝑡 (𝑑𝑥)𝑑𝑟 for any 𝑡 > 0. Notice that the initial
conditions of 𝑋1, . . . , 𝑋 𝐽 are also i.i.d with common distribution 𝜇0. In addition, these processes are
independent (Corollary 4.1) with the same infinitesimal generator that is the one of the pure jump
stochastic process 𝑋 which jumps from 𝑥 to 𝑦 at the infinitesimal rate:

𝑁𝜃 (𝑥)𝛼(𝑦, 𝑥)𝑄(𝑥, 𝑑𝑦) + 𝑁2𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥)𝜇𝑡− (𝑑𝑦).
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Let us now introduce the measure valued deterministic process defined by Λ𝑡 (𝑑𝑥) = P(𝑋𝑡 ∈ 𝑑𝑥 |𝑋0 ∼ 𝜇0).
According to the Kolomogorov equations, it is the unique continuous process with initial condition 𝜇0
satisfying for any 𝑓 ∈ C𝑏 (R𝑑)

𝑑

𝑑𝑡

∫
R𝑑
𝑓 (𝑥)Λ𝑡 (𝑑𝑥) = 𝑁

∫
R𝑑
𝜃 (𝑥)Λ𝑡 (𝑑𝑥)

∫
R𝑑
𝛼(𝑦, 𝑥)𝑄(𝑥, 𝑑𝑦) [ 𝑓 (𝑦) − 𝑓 (𝑥)]

+ 𝑁2

∫
R𝑑

Λ𝑡 (𝑑𝑥)
∫
R𝑑
𝜆(𝑥, 𝑦)𝛼(𝑦, 𝑥)𝜇𝑡 (𝑑𝑦) [ 𝑓 (𝑦) − 𝑓 (𝑥)]

(6.1)

Further, the decomposition 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝜇𝑡 (𝑑𝑥)𝑑𝑟 and Eq. (4.1) imply that (𝜇𝑡 )𝑡≥0 is also a solution of
this equation with initial condition 𝜇0. As a consequence, we obtain 𝜇𝑡 (𝑑𝑥) = Λ𝑡 (𝑑𝑥) for any 𝑡 ≥ 0.
This ends the proof.

6.2 Results of Section 5.1

Proof of Proposition 5.1. Let us first notice that the existence and uniqueness of 𝜈 ∈ C([0, 𝑇],M1 (X))
as the solution of Eq. (5.4) holds since it corresponds to Eq. (4.1) with a mutation kernel 𝑄(𝑟, 𝑥, 𝑑𝑦) =
𝛿𝑥 (𝑑𝑦). Let us now consider a 𝛽−Hölder continuous and bounded test function 𝜑 ∈ C𝛽

𝑏
(X) such that

∥𝜑∥C𝛽
𝑏
(X) ≤ 1, then

𝑑

𝑑𝑡

{
⟨𝜈𝜀𝑡 , 𝜑⟩ − ⟨𝜈𝑡 , 𝜑⟩

}
= 𝑁

∬
X
𝜃 (𝑟, 𝑥)𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝛼(𝑟, 𝑥, 𝑥 + 𝜀ℎ)𝑚(𝑟, 𝑥, 𝑑ℎ) [𝜑(𝑟, 𝑥 + 𝜀ℎ) − 𝜑(𝑟, 𝑥)]

+ 𝑁2

∬
X
𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)]

− 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)]

≤ 𝑁𝜀𝛽
∬

X
𝜃 (𝑟, 𝑥)𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝛼(𝑟, 𝑥, 𝑥 + 𝜀ℎ)∥ℎ∥𝛽𝑚(𝑟, 𝑥, 𝑑ℎ)

+ 𝑁2

∬
X
𝜈𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)]

− 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)]

+ 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)]

− 𝑁2

∬
X
𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥) [𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)] .

Since 𝜃 is bounded, 𝜑 ∈ C𝛽
𝑏
(X) and 𝜆𝛼 ∈ C𝛽

𝑏
(X × X), we deduce that

𝑑

𝑑𝑡

{
⟨𝜈𝜀𝑡 , 𝜑⟩ − ⟨𝜈𝑡 , 𝜑⟩

}
≤ 𝐶0𝜀

𝛽 + 𝐶1 sup
𝜓∈C𝛽

𝑏
(X)

∥𝜓∥
C𝛽
𝑏
(X)

≤1

{⟨𝜈𝜀𝑡 , 𝜓⟩ − ⟨𝜈𝑡 , 𝜓⟩}

where 𝐶0 = 𝑁 ∥𝜃∥∞ sup𝑟 ,𝑥 ⟨𝑚(𝑟, 𝑥, ·), ∥.∥𝛽⟩ (< +∞ thanks to Assumption 3) and 𝐶1 = 𝐶1 (𝑁, ∥𝜆𝛼∥C𝛽
𝑏
(X×X) ).

As a consequence,

⟨𝜈𝜀𝑡 , 𝜑⟩ − ⟨𝜈𝑡 , 𝜑⟩ ≤ 𝐶0𝜀
𝛽𝑇 + 𝐶1

∫ 𝑡

0

sup
𝜓∈C𝛽

𝑏
(X)

∥𝜓∥
C𝛽
𝑏
(X)

≤1

{⟨𝜈𝜀𝑠 , 𝜓⟩ − ⟨𝜈𝑠 , 𝜓⟩}𝑑𝑠,∀𝑡 ∈ [0, 𝑇]

where we take the supremum with respect to 𝜙 and apply the Gronwall lemma that gives

sup
𝜓∈C𝛽

𝑏
(X)

∥𝜓∥
C𝛽
𝑏
(X)

≤1

{⟨𝜈𝜀𝑡 , 𝜓⟩ − ⟨𝜈𝑡 , 𝜓⟩} ≤ 𝐶0𝜀
𝛽𝑇𝑒𝐶1𝑡 .

Taking the supremum with respect to 𝑡 ∈ [0, 𝑇] ends the proof. □
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Proof of Proposition 5.2. The first step of this proof is to show that the solution to (5.4) has the form
𝜈𝑡 (𝑑𝑟, 𝑑𝑥) =

∑𝑛
𝑖=1 𝑤

𝑖
𝑡 (𝑟)𝛿𝑥𝑖 (𝑑𝑥)𝑑𝑟 as its initial condition. Let us then introduce a set 𝐴 ⊂ [0, 1] negligible

with respect to the Lebesgue measure. Then using (5.4) with the test function 𝜑(𝑟, 𝑥) = 1𝑟∈𝐴, we obtain
𝜈𝑡 (𝐴×R𝑑) = 𝜈0 (𝐴×R𝑑) = 0 and we conclude by Radon–Nikodym Theorem that there exists a family of
probability measures (𝛽(𝑟, 𝑑𝑥))𝑟∈[0,1] on R𝑑 such that 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 𝛽(𝑟, 𝑑𝑥)𝑑𝑟. In order to conclude this
first step, we will now show that the support of 𝛽(𝑟, 𝑑𝑥) is contained in {𝑥1, . . . , 𝑥𝑛} for any 𝑟 ∈ [0, 1].
Let us introduce a measurable set 𝐵 ⊂ R𝑑 \ {𝑥𝑛, . . . , 𝑥𝑛}, then using Eq. (5.4) with the test function
𝜑(𝑟, 𝑥) = 1𝑥∈𝐵, we obtain

𝜈𝑡 ( [0, 1] × 𝐵) = 𝑁2

∫ 𝑡

0

𝑑𝑠

∬
X
𝜈𝑠 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜈𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
1𝑦∈𝐵 − 1𝑥∈𝐵

]
≤ 𝑁2∥𝜆𝛼∥∞

∫ 𝑡

0

𝜈𝑠 ( [0, 1] × 𝐵)𝑑𝑠.

Gronwall lemma then implies that 𝜈𝑡 ( [0, 1] × 𝐵) = 0, for any 𝑡 ≥ 0. We conclude that 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) =∑𝑛
𝑖=1 𝑤

𝑖
𝑡 (𝑟)𝛿𝑥𝑖 (𝑑𝑥)𝑑𝑟 for some non negative measurable functions 𝑤1, . . . , 𝑤𝑛. In addition,

∑𝑛
𝑖=1

∫ 1

0
𝑤𝑖𝑡 (𝑟)𝑑𝑟 =∬

X 𝜈𝑡 (𝑑𝑟, 𝑑𝑥) = 1.

We then deduce from (5.4) that for a fixed 𝑖 = 1, . . . , 𝑛 and any test function of the form 𝜑𝑖 (𝑟, 𝑥) =
𝜓(𝑟)1𝑥=𝑥𝑖 with 𝜓 ∈ C([0, 1]), we have

𝑑

𝑑𝑡

∫ 1

0

𝑤𝑖𝑡 (𝑟)𝜓(𝑟)𝑑𝑟 =
𝑑

𝑑𝑡

∬
X
𝜑𝑖 (𝑟, 𝑥)𝜈𝑡 (𝑑𝑟, 𝑑𝑥)

= 𝑁2
𝑛∑︁

𝑗 ,𝑘=1

∫ 1

0

𝑤
𝑗
𝑡 (𝑟)𝑑𝑟

∫ 1

0

𝑤𝑘𝑡 (𝑟 ′)𝑑𝑟 ′𝜆((𝑟, 𝑥 𝑗 ), (𝑟 ′, 𝑥𝑘))𝛼(𝑟, 𝑥𝑘 , 𝑥 𝑗 )
[
𝜑𝑖 (𝑟, 𝑥𝑘) − 𝜑𝑖 (𝑟, 𝑥 𝑗 )

]
= 𝑁2

𝑛∑︁
𝑗=1

∫ 1

0

𝑤
𝑗
𝑡 (𝑟)𝜓(𝑟)𝑑𝑟

∫ 1

0

𝑤𝑖𝑡 (𝑟 ′)𝑑𝑟 ′𝜆((𝑟, 𝑥 𝑗 ), (𝑟 ′, 𝑥𝑖))𝛼(𝑟, 𝑥𝑖 , 𝑥 𝑗 )

− 𝑁2
𝑛∑︁
𝑘=1

∫ 1

0

𝑤𝑖𝑡 (𝑟)𝜓(𝑟)𝑑𝑟
∫ 1

0

𝑤𝑘𝑡 (𝑟 ′)𝑑𝑟 ′𝜆((𝑟, 𝑥𝑖), (𝑟 ′, 𝑥𝑘))𝛼(𝑟, 𝑥𝑘 , 𝑥𝑖).

It follows that

𝑑

𝑑𝑡

∫ 1

0

𝑤𝑖𝑡 (𝑟)𝜓(𝑟)𝑑𝑟 = 𝑁2

∫ 1

0

𝜓(𝑟)
𝑛∑︁
𝑗=1

{
𝑤
𝑗
𝑡 (𝑟)𝛼(𝑟, 𝑥𝑖 , 𝑥 𝑗 )

(∫ 1

0

𝜆((𝑟, 𝑥 𝑗 ), (𝑟 ′, 𝑥𝑖))𝑤𝑖𝑡 (𝑟 ′)𝑑𝑟 ′
)

− 𝑤𝑖𝑡 (𝑟)𝛼(𝑟, 𝑥 𝑗 , 𝑥𝑖)
(∫ 1

0

𝜆((𝑟, 𝑥𝑖), (𝑟 ′, 𝑥 𝑗 ))𝑤 𝑗𝑡 (𝑟 ′)𝑑𝑟 ′
) }
𝑑𝑟

(6.2)

which ends the proof. □

Proof of Proposition 5.1 and Corollary 5.2. Assuming that the metapopulation is homogeneous in the
sens of Definition 4.1, we take 𝜓 ≡ 1 in Eq. (6.2) here above and obtain

𝑑𝑤𝑖𝑡

𝑑𝑡
= 𝑁2

∫ 1

0

𝑛∑︁
𝑗=1

{
𝑤
𝑗
𝑡 (𝑟)𝛼(𝑥𝑖 , 𝑥 𝑗 )

(∫ 1

0

𝜆(𝑥 𝑗 , 𝑥𝑖)𝑤𝑖𝑡 (𝑟 ′)𝑑𝑟 ′
)
− 𝑤𝑖𝑡 (𝑟)𝛼(𝑥 𝑗 , 𝑥𝑖)

(∫ 1

0

𝜆(𝑥𝑖 , 𝑥 𝑗 )𝑤 𝑗𝑡 (𝑟 ′)𝑑𝑟 ′
) }
𝑑𝑟

= 𝑤𝑖𝑡

𝑛∑︁
𝑗=1

𝑁2
{
𝛼(𝑥𝑖 , 𝑥 𝑗 )𝜆(𝑥 𝑗 , 𝑥𝑖) − 𝛼(𝑥 𝑗 , 𝑥𝑖)𝜆(𝑥𝑖 , 𝑥 𝑗 )

}︸                                                     ︷︷                                                     ︸
=:𝐺 (𝑥𝑖 ,𝑥 𝑗 )

𝑤
𝑗
𝑡 , ∀𝑡 ≥ 0.

Then denote by 𝑆𝑡 =
∑
𝑗≠𝑖★ 𝑤

𝑗
𝑡 , then 𝑤

𝑖★

𝑡 + 𝑆𝑡 = 1 and it follows that

𝑑𝑆𝑡

𝑑𝑡
= −

𝑑𝑤𝑖
★

𝑡

𝑑𝑡
= −𝑤𝑖★𝑡

𝑛∑︁
𝑗=1

𝐺 (𝑥𝑖★ , 𝑥 𝑗 )𝑤 𝑗𝑡 = −(1 − 𝑆𝑡 )
∑︁
𝑗≠𝑖★

𝐺 (𝑥𝑖★ , 𝑥 𝑗 )𝑤 𝑗𝑡 ≤ 0.

Since 𝑆0 = 1−𝑤𝑖★0 < 1, we deduce that the function 𝑡 ↦→ 𝑆𝑡 satisfies 𝑆𝑡 < 1 for any 𝑡 ≥ 0 and is decreasing.
As a consequence, 𝑆𝑡 admits a limit when 𝑡 → +∞ and, according to the previous equation, this limit
satisfies that

∑
𝑗≠𝑖★ 𝐺 (𝑥𝑖★ , 𝑥 𝑗 )𝑤 𝑗∞ = 0, that is 𝑆∞ = 0 and finally 𝑤𝑖

★

∞ = 1. In other words, the trait 𝑥𝑖
★

invades the metapopulation. □
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6.3 Proofs of Section 5.2

Proof of Theorem 5.1 We use an approach based on arguments of tighness and uniqueness as
in the proof of Theorem 4.1, which is relatively classical, which can be directly adapted from the
techniques developed in Ethier & Kurtz [EK86] and Fournier & Méléard [FM04]. However, the time
scaling introduces some difficulties that we will detail here.

Recall that 𝜈𝜀 ∈ C([0, 𝑇],M1 (R𝑑)) is characterized by the closed equation (5.10) with the initial
condition 𝜈0. Then setting for all 𝑡 ≥ 0, 𝜉 𝜀𝑡 := 𝜈𝜀

𝑡/𝜀2 , we obtain for any test function 𝜑 ∈ C2
𝑏
(X),

𝑑

𝑑𝑡

∫
R𝑑
𝜑(𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

=
𝑁

𝜀2

∬
X
𝜃 (𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝛼(𝑟, 𝑥 + 𝜀ℎ, 𝑥)𝑚(𝑟, 𝑥, 𝑑ℎ)

[
𝜑(𝑟, 𝑥 + 𝜀ℎ) − 𝜑(𝑟, 𝑥)

]
+ 𝑁2

∬
X
𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉 𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
= 𝑁

∬
X
𝜃 (𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑

(
𝛼(𝑟, 𝑥 + 𝜀ℎ, 𝑥) − 𝛼(𝑟, 𝑥, 𝑥)

𝜀

) (
𝜑(𝑟, 𝑥 + 𝜀ℎ) − 𝜑(𝑟, 𝑥)

𝜀

)
𝑚(𝑟, 𝑥, 𝑑ℎ)

+ 𝑁𝛼(𝑟, 𝑥, 𝑥)
𝜀2

∬
X
𝜃 (𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑
𝑚(𝑟, 𝑥, 𝑑ℎ)

[
𝜑(𝑟, 𝑥 + 𝜀ℎ) − 𝜑(𝑟, 𝑥)

]
+ 𝑁2

∬
X
𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉 𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
and then thanks to the Taylor formula,

𝑑

𝑑𝑡

∫
R𝑑
𝜑(𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

= 𝑁

∬
X
𝜃 (𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑

(∫ 1

0

ℎ · ∇2𝛼(𝑟, 𝑥 + 𝑎𝜀ℎ, 𝑥)𝑑𝑎
) (∫ 1

0

ℎ · ∇2𝜑(𝑟, 𝑥 + 𝑎𝜀ℎ)𝑑𝑎
)
𝑚(𝑟, 𝑥, 𝑑ℎ)

+
∬

X
𝜃 (𝑟, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∫
R𝑑

(∫ 1

0

(1 − 𝑎)ℎ𝑇 · ∇2
2𝜑(𝑟, 𝑥 + 𝑎𝜀ℎ) · ℎ𝑑𝑎

)
𝑚(𝑟, 𝑥, 𝑑ℎ)

+ 𝑁2

∬
X
𝜉 𝜀𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉 𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
(6.3)

where we used that 𝛼(𝑟, 𝑥, 𝑥) = 1/𝑁 (see Proposition 3.1).

Further, let us denote 𝑌 𝜀𝑡 := 𝑋 𝜀·/𝜀2 for all 𝑡 ≥ 0. According to (5.11), it is a pure jump inhomogeneous

Markov process with the following transitions:

𝑥
jumps to−−−−−−−→


𝑥 + 𝜀ℎ at rate

𝑁

𝜀2
𝜃 (𝑧, 𝑥)𝛼(𝑧, 𝑥 + 𝜀ℎ, 𝑥)𝑚(𝑧, 𝑥, 𝑑ℎ)

𝑦 at rate 𝑁2

∫ 1

0

𝜆((𝑧, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑥)𝜉 𝜀𝑡 (𝑑𝑟 ′, 𝑑𝑦).

In other words, if we set for any test function 𝑓 ∈ C𝑏 (R𝑑)

A 𝜀 𝑓 (𝑥, 𝜉) = 𝑁

𝜀2
𝜃 (𝑧, 𝑥)

∫
R𝑑
𝛼(𝑧, 𝑥 + 𝜀ℎ, 𝑥) [ 𝑓 (𝑥 + 𝜀ℎ) − 𝑓 (𝑥)]𝑚(𝑧, 𝑥, 𝑑ℎ)

+ 𝑁2

∬
X
𝜆((𝑧, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑥) [ 𝑓 (𝑦) − 𝑓 (𝑥)]𝜉 (𝑑𝑟 ′, 𝑑𝑦),

then the stochastic process defined by

𝑀
𝜀, 𝑓
𝑡 = 𝑓 (𝑌 𝜀𝑡 ) − 𝑓 (𝑌 𝜀0 ) −

∫ 𝑡

0

A 𝜀 𝑓 (𝑌 𝜀𝑠 , 𝜉 𝜀𝑠 )𝑑𝑠
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is a Martingale with quadratic variation

⟨𝑀 𝜀, 𝑓 ⟩𝑡 = 𝑁
∫ 𝑡

0

𝜃 (𝑧,𝑌 𝜀𝑠 )
∫
R𝑑
𝛼(𝑧,𝑌 𝜀𝑠 + 𝜀ℎ,𝑌 𝜀𝑠 )

(
𝑓 (𝑌 𝜀𝑠 + 𝜀ℎ) − 𝑓 (𝑌 𝜀𝑠 )

𝜀

)2
𝑚(𝑧,𝑌 𝜀𝑠 , 𝑑ℎ)𝑑𝑠

+ 𝑁2

∫ 𝑡

0

∬
X
𝜆((𝑧,𝑌 𝜀𝑠 ), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑥) [ 𝑓 (𝑦) − 𝑓 (𝑌 𝜀𝑠 )]2𝜉 𝜀𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝑑𝑠.

Noticing that

A 𝜀 𝑓 (𝑥, 𝜉) = 𝑁𝜃 (𝑧, 𝑥)
∫
R𝑑

(
𝛼(𝑧, 𝑥 + 𝜀ℎ, 𝑥) − 𝛼(𝑧, 𝑥, 𝑥)

𝜀

) (
𝑓 (𝑥 + 𝜀ℎ) − 𝑓 (𝑥)

𝜀

)
𝑚(𝑧, 𝑥, 𝑑ℎ)

+ 𝜃 (𝑧, 𝑥)
𝜀2

∫
R𝑑

[ 𝑓 (𝑥 + 𝜀ℎ) − 𝑓 (𝑥)]𝑚(𝑧, 𝑥, 𝑑ℎ)

+ 𝑁2

∬
X
𝜆((𝑧, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑥) [ 𝑓 (𝑦) − 𝑓 (𝑥)]𝜉 (𝑑𝑟 ′, 𝑑𝑦),

classical techniques developed in Ethier & Kurtz [EK86] and Fournier & Méléard [FM04] allow to show
that the sequence of laws {L

(
(𝑌 𝜀𝑡 , 𝜉 𝜀𝑡 )𝑡∈[0,𝑇 ]

)
, 𝜀 > 0} is tight in the space P(D( [0, 𝑇],R𝑑 × M1 (X)))

of probability distributions on the Skorohod space D( [0, 𝑇],M1 (X)). The measure space M1 (X) is
endowed with the weak topology. It follows from the Prokhorov theorem that this sequence is relatively
compact and then admits limit values given by L(𝑋, 𝜉) that charges D( [0, 𝑇],R𝑑) ×C([0, 𝑇],M1 (R𝑑)).
More precisely, the stochastic process (𝑋, 𝜉) whose initial condition is (𝑋0, 𝜉0) satisfies:
𝑑

𝑑𝑡

∫
X
𝜑(𝑟, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑥) = 𝑁

∬
X
𝜃 (𝑟, 𝑥) (Σ(𝑟, 𝑥) · ∇2𝛼(𝑟, 𝑥, 𝑥)) · ∇2𝜑(𝑟, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑥)

+ 1

2

∬
R𝑑
𝜃 (𝑟, 𝑥)

∑︁
𝑖 𝑗

Σ𝑖 𝑗 (𝑟, 𝑥)𝜕𝑥𝑖 𝑥 𝑗𝜑(𝑟, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑥)

+ 𝑁2

∬
X
𝜉𝑡 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉𝑡 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝜑(𝑟, 𝑦) − 𝜑(𝑟, 𝑥)

]
for any 𝜑 ∈ C0,2

𝑏
(X), and for any 𝑓 ∈ C2

𝑏
(R𝑑) the stochastic process

𝑀
𝑓
𝑡 = 𝑓 (𝑋𝑡 ) − 𝑓 (𝑋0) −

∫ 𝑡

0

A 𝑓 (𝑋𝑠 , 𝜉𝑠)𝑑𝑠,∀𝑡 ∈ [0, 𝑇]

where

A 𝑓 (𝑥, 𝜉) = 𝑁𝜃 (𝑧, 𝑥) (Σ(𝑧, 𝑥) · ∇2𝛼(𝑧, 𝑥, 𝑥)) · ∇ 𝑓 (𝑥) +
𝜃 (𝑧, 𝑥)

2

∑︁
𝑖 𝑗

Σ𝑖 𝑗 (𝑧, 𝑥)𝜕𝑥𝑖 𝑥 𝑗 𝑓 (𝑥)

+ 𝑁2

∬
X
𝜆((𝑧, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑥) [ 𝑓 (𝑦) − 𝑓 (𝑥)]𝜉 (𝑑𝑟 ′, 𝑑𝑦),

is a càd-làg martingale with quadratic variation

⟨𝑀 𝑓 ⟩𝑡 =
∫ 𝑡

0

𝜃 (𝑧, 𝑋𝑠) (Σ(𝑧, 𝑋𝑠) · ∇ 𝑓 (𝑋𝑠)) · ∇ 𝑓 (𝑋𝑠)𝑑𝑠

+ 𝑁2

∫ 𝑡

0

∬
X
𝜆((𝑧, 𝑋𝑠), (𝑟 ′, 𝑦))𝛼(𝑧, 𝑦, 𝑋𝑠) [ 𝑓 (𝑦) − 𝑓 (𝑋𝑠)]2𝜉𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝑑𝑠.

Let us first take a look at the equation satisfied by the limit value 𝜉 here above, which also corresponds
to Eq. (5.14) in Theorem5.1 since

∇2𝛼(𝑟, 𝑥, 𝑥) =
−1(

1 + ∑𝑁−1
𝑘=1

(
𝑐 (𝑟 ,𝑦,𝑥 )
𝑐 (𝑟 ,𝑥,𝑦)

) 𝑘)2 𝑁−1∑︁
𝑘=1

𝑘

(
𝑐(𝑟, 𝑦, 𝑥)
𝑐(𝑟, 𝑥, 𝑦)

) 𝑘−1
𝑐(𝑟, 𝑥, 𝑦)∇2𝑐(𝑟, 𝑦, 𝑥) − 𝑐(𝑟, 𝑦, 𝑥)∇3𝑐(𝑟, 𝑥, 𝑦)

𝑐2 (𝑟, 𝑥, 𝑦)

���������
𝑦=𝑥

= − 1

𝑁2

(
𝑁−1∑︁
𝑘=1

𝑘

)
∇2𝑐(𝑟, 𝑥, 𝑥) − ∇3𝑐(𝑟, 𝑥, 𝑥)

𝑐(𝑟, 𝑥, 𝑥)

=
𝑁 − 1

2𝑁
∇2Fit(𝑟, 𝑥, 𝑥) .
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For any (𝑟, 𝑥) ∈ X, we introduce the semi-group defined by

𝑃𝑡𝜑(𝑟, 𝑥) = E𝑥
[
𝜑(𝑟, 𝑋 (𝑟 )

𝑡 )
]
,∀𝑡 ∈ [0, 𝑇],∀𝜑 ∈ C𝑏 (X)

where 𝑋 (𝑟 ) is the strong solution of the SDE (5.12) with 𝑧 = 𝑟, which is unique thanks to Assumption 6.
Then 𝜉 satisfies the mild equation∫

X
𝜑(𝑟, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑥) =

∫
X
𝑃𝑡𝜑(𝑟, 𝑥)𝜉0 (𝑑𝑟, 𝑑𝑥)

+
∫ 𝑡

0

𝑑𝑠

∬
X
𝜉𝑠 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝑃𝑡−𝑠𝜑(𝑟, 𝑦) − 𝑃𝑡−𝑠𝜑(𝑟, 𝑥)

]
.

Assuming that there are two limit values 𝜉1, 𝜉2, it follows that for any test function 𝜑 ∈ L∞ (X) with
∥𝜑∥∞ ≤ 1 we obtain∬

X
𝜑(𝑟, 𝑥) (𝜉1𝑡 − 𝜉2𝑡 ) (𝑑𝑟, 𝑑𝑥)

=

∫ 𝑡

0

𝑑𝑠

∬
X
𝜉1𝑠 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉1𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝑃𝑡−𝑠𝜑(𝑟, 𝑦) − 𝑃𝑡−𝑠𝜑(𝑟, 𝑥)

]
−

∫ 𝑡

0

𝑑𝑠

∬
X
𝜉2𝑠 (𝑑𝑟, 𝑑𝑥)

∬
X
𝜉2𝑠 (𝑑𝑟 ′, 𝑑𝑦)𝜆((𝑟, 𝑥), (𝑟 ′, 𝑦))𝛼(𝑟, 𝑦, 𝑥)

[
𝑃𝑡−𝑠𝜑(𝑟, 𝑦) − 𝑃𝑡−𝑠𝜑(𝑟, 𝑥)

]
≤ 𝐶

∫ 𝑡

0

∥𝜉1𝑠 − 𝜉2𝑠 ∥𝑇𝑉𝑑𝑠

where ∥ · ∥𝑇𝑉 is the total variation norm. Taking the supremum with respect to 𝜑 and using the
Gronwall lemma, we conclude that 𝜉1 = 𝜉2. The limit process 𝜉 ∈ C([0, 𝑇],M1 (X)) is then unique.

We are now interested in the limit process 𝑋. From its description here above we deduce thanks to
Lepeltier & Marchal [LM76] that 𝑋 is a càd-làg jump diffusion process described by the SDE (5.12)
that is

𝑑𝑋𝑡 =
𝑁 − 1

2
𝜃 (𝑧, 𝑋𝑡 )Σ(𝑧, 𝑋𝑡 ) · ∇2Fit(𝑥, 𝑋𝑡 , 𝑋𝑡 )𝑑𝑡 +

√︁
𝜃 (𝑧, 𝑋𝑡 )𝜎(𝑧, 𝑋𝑡 ) · 𝑑𝐵𝑡

(where 𝐵 is a 𝑑−dimensional Brownian motion), with an additional jump part with kernel

𝑥
jumps to−−−−−−−−→ 𝑦 at rate 𝑁2

∫ 1

0

𝜆((𝑧, 𝑥), (𝑟, 𝑦))𝛼(𝑧, 𝑦, 𝑥)𝜉𝑡 (𝑑𝑟, 𝑑𝑦).

The strong uniqueness of 𝑋 follows directly from the uniqueness of 𝜉 and Assumption 6 that ensures
strong uniqueness for the SDE.
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the Institut des mathématiques pour la planète Terre entitled “Micro-macro approach of the stochastic
evolution of phenotypic trait diversity”.

17



References

[Ald78] David Aldous. Stopping times and tightness. Ann. Probab., 6:335–340, 1978.

[AND13] Benjamin Allen, Martin A. Nowak, and Ulf Dieckmann. Adaptive dynamics with interac-
tion structure. The American Naturalist, 181(6):E139–E163, 2013.

[BBC17] Martina Baar, Anton Bovier, and Nicolas Champagnat. From stochastic, individual-based
models to the canonical equation of adaptive dynamics-in one step. The Annals of Applied
Probability, 27(2):1093–1170, 2017.

[BK04] Marguerite A Butler and Aaron A King. Phylogenetic comparative analysis: a modeling
approach for adaptive evolution. The american naturalist, 164(6):683–695, 2004.

[BL94] Reinhard Bürger and Russell Lande. On the distribution of the mean and variance of a
quantitative trait under mutation-selection-drift balance. Genetics, 138(3):901–912, 1994.

[Bom83] Immanuel M Bomze. Lotka-volterra equation and replicator dynamics: a two-dimensional
classification. Biological cybernetics, 48(3):201–211, 1983.
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Poincaré. Section B. Calcul des probabilités et statistiques, 12(1):43–103, 1976.

[LRR+23] Brian A Lerch, Akshata Rudrapatna, Nasser Rabi, Jonas Wickman, Thomas Koffel, and
Christopher A Klausmeier. Connecting local and regional scales with stochastic meta-
community models: Competition, ecological drift, and dispersal. Ecological Monographs,
93(4):e1591, 2023.

[LSL13] Michael J Landis, Joshua G Schraiber, and Mason Liang. Phylogenetic analysis using
lévy processes: finding jumps in the evolution of continuous traits. Systematic biology,
62(2):193–204, 2013.
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