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Abstract. In this paper we propose a novel video non uniformity correc-
tion algorithm based on a convolutional neural network. Fixed pattern
noise (FPN) is a temporally coherent noise present on videos due to
the non-uniformities of the sensors that can exhibit spatial correlation.
This is a common problem with infrared video, degrading image qual-
ity and hampering subsequent applications. FPN removal has received
less attention than other video restoration problems, and until very re-
cently existing neural network approaches were limited to single frame
processing. In this work we present a novel network architecture that
takes several frames as input and outputs the estimated FPN. We also
introduce parallel vertical & horizontal downsampling branches in the
network that amplify the receptive field and help capture better the spa-
tial correlation of the signal. We demonstrate the effectiveness of our
method with extensive experiments on synthetic FPN comprising white,
row and column Gaussian noise. Quantitative and qualitative compar-
isons against previous methods show that the proposed architecture can
better leverage the spatial and the temporal information to remove the
FPN, leading to state-of-the-art results.

Keywords: Fixed Pattern Noise (FPN) · Non uniformity Correction
NUC · Denoising

1 Introduction

Noise in imaging devices can come from both external factors, for example shot
noise, or internal factors, such as the nonuniform response of individual sen-
sors. Fixed Pattern Noise (FPN) is a specific type of noise that remains almost
temporally coherent and results from incorrect sensor calibration. Infrared (IR)
videos are particularly susceptible to FPN due to the nature of IR sensors. For
instance, the responses of microbolometer IR sensors are significantly influenced
by their temperature, and calibrations based solely on temperature sensors may
lack sufficient accuracy. Even if the FPN is considered fixed, it can actually vary
over time, that is why most of the research focus on scene-based FPN estima-
tion methods that operate online, continuously updating the FPN estimation to
complement the initial calibration [12,19,26–28,30,44].
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While several works were proposed in the literature for single image FPN
denoising with deep neural networks [7, 10, 15, 16, 21, 39, 40], there has been few
research into their application to video FPN denoising, with most existing ap-
proaches addressing the problem as a single image denoising task. Yet, image and
video denoising are not equivalent. The temporal redundancy of the video signal
can indeed help the restoration process especially when it comes to FPN since it
is then easier to distinguish the fixed noise from the clean video if there is enough
motion. In addition, the restored video needs to be temporally consistent, which
cannot be achieved with a single frame network.

One of the key ingredient in deep video denoising is how to design the ar-
chitecture to make full use of the neighboring frames. Existing video restora-
tion methods can be divided into three categories: MISO (multiple input single
output), also called sliding window methods, that take as input several neigh-
boring frames and return a single frame usually the central one of the input
sequence [35, 36]; MIMO (multiple input multiple output) that take as input
several frames and return the estimated restored frames [22, 23], and recurrent
networks [20]. MIMO methods compared to MISO and recurrent ones, have
mainly two benefits: temporal consistency (except at stack transitions) [6] and
computational cost. In the context of FPN denoising, a MIMO network would
take several frames as inputs and outputs the estimated FPN, as done in residual
learning [13,43], and thus estimates the same noise several times.

FPN can adversely impact the performance of various video processing tasks,
such as tracking and motion estimation. Although there are several methods for
eliminating photon noise [2, 4, 5, 33, 42], they are generally not effective against
FPN, as they rely on assumptions of spatial and temporal independence of the
noise that are not verified in the case of FPN. That is why it is necessary to
develop methods to remove FPN as shown in [1].

FPN is generally modelled as follows:

y(t) = g ⊗ x(t) + o (1)

where ⊗ denotes the element-wise product, x(t) and y(t) are W × H images,
corresponding to the clean and noisy frames at time t, and g and o are the
FPN pixel-wise gain and offset coefficients (also W ×H images), modeling the
multiplicative and additive components of the FPN. These components are typ-
ically modeled as white Gaussian noise. More realistic models also take into
account the spatial correlation of noise, with constant noise along rows and
columns [15, 18, 39]. Several works omit the multiplicative component g and fo-
cus solely on the additive FPN [1, 3, 20, 26, 30, 44] arguing that g can easily be
removed with a first calibration [20].

Our contributions can be summarized as follows:
(i) We explore the application of MIMO networks to the problem of FPN re-
moval. We adopt a residual setting [13, 43] in which the network estimates the
FPN noise. We introduce a novel hybrid MIMO framework that takes as input
several frames and outputs a single estimated FPN frame which is subtracted
from all input frames, exploiting the fact that the FPN is constant in time. We



PDB Unet 3

show the superiority of this hybrid MIMO approach to a naive approach in which
the network estimates a multi-frame FPN. To the best of our knowledge it is the
first end-to-end trainable network for FPN video denoising.
(ii) We introduce a new architecture with parallel downsampling branches that
leverages the temporal correlation of the FPN and does not require alignment,
and demonstrate the effectiveness of the proposed method using ablation studies.
(iii) Our proposed method achieves state-of-the-art results compared to other
methods.

The next section reviews the related work. Our network is presented in Sec-
tion 3. In Section 4 we present the results of our methods and compare them
with the state of the art.

2 Related work

The task of removing fixed pattern noise (FPN), also referred to as non-uniformity
correction (NUC), encompasses two main families of methods: reference-based
and scene-based approaches. Reference-based methods mitigate noise based on
pre-determined calibration parameters, which are typically derived from using
a shutter or a black body at varying temperatures [9]. However, due to the
temporal variability of FPN, these calibration parameters necessitate frequent
updates. Consequently, the majority of research is focused towards scene-based
FPN removal methods.

Scene-based techniques aim to estimate FPN from a single noisy sequence
without relying on external information. This estimation is particularly difficult
in scenarios where the sequence is static or shows minimal change, as it becomes
difficult to distinguish the FPN from the actual scene content. In the case of a
completely static scene, the problem is similiar to single-frame denoising, con-
taminated by spatially correlated noise. Recursive estimation algorithms often
mistakenly assimilate temporally constant regions of the scene as part of the
FPN and thus remove it.

Within scene-based methods, various sub-categories exist: constants statis-
tics methods that leverages image statistics such as the mean and standard
deviation of each pixels [12], and update correction coefficients recursively based
on these statistics; temporal high-pass filter (THPF) methods [3, 26, 30, 41, 44],
which estimate the noise in each frame by a high pass filter and the FPN as a
running average of the estimated noise; and registration methods [11,27], which
utilize motion compensation to estimate the clean signal (which is assumed to
be dynamic). Optimization-based methods [1, 19, 28, 31, 32, 37, 38] define an en-
ergy function with correction coefficients as variables, the FPN is estimated with
online algorithms that apply at every frame one minimization step of the energy.

While most of the aforementioned methods use several images to estimate
the FPN, they do not use several neighboring frames. At each iteration of these
recursive algorithms, the estimated FPN is updated considering only a single
noisy frame and the previous output. The only exception is [1] which proposed a
recursive algorithm that uses several images for each estimation of the FPN but
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requires images from several views or at least enough motion in the sequence to
work correctly.

Recent works [7, 10, 15, 16, 18, 20, 39] have used learning-based methods such
as convolutional neural networks (CNNs) to process single noisy images. Most of
these methods treat FPN removal akin to single-image denoising, thus overlook-
ing the valuable information in the temporal dimension. The authors of [20] rem-
edy this problem by introducing a recurrent network but, as mentioned above for
classical recurrent methods, only one image plus the previous output are taken
into account when estimating the noise. The authors of [29] proposed a method
to estimate the FPN simultaneously from several images however their network
is not end-to-end, but is rather used as a regularizer. Moreover, this method
requires very small movements in the video, of the order of a few pixels.

In our work, several neighboring frames are fed into the network which out-
puts the estimated noise. Using more frames leverages the temporal information
and the specificity of the FPN, as it is the same noise on each frame.

Another important point to mention in the literature is the absence of any
real consensus on the FPN model to be used, particularly for learning-based
methods. Some methods focus on destriping [15, 18] and do not consider the
gaussian part of the FPN. Other combine spatial correlated noise, stripes, and
gaussian noise in the FPN [10,20] but do not consider horizontal correlation like
in [1] where the authors considered both gaussian and horizontal and vertical
spatial correlation in the noise.

3 Proposed method

3.1 Baseline

Let y1, ..., yN be N neighboring images that contain the same additive FPN b
with variance σb:

yn = xn + b, n = 1, . . . , N. (2)

We want to estimate b from those frames. We first designed a baseline CNN, J .
Before describing our architecture, we will present a simple MIMO Unet

baseline. This networks takes as input y1, ..., yN and returns each restored frames
at once, so

(x̂1, ..., x̂N ) = JMIMO(y1, ..., yN ). (3)

As each frame contains the same noise, this network estimates the same noise
several times. While also being ineffective, this may impact the temporal consis-
tency. A network that outputs the estimated common noise and therefore will
denoise several frames at once does not have these problems.

Our baseline is a simple Unet that takes as input y1, ..., yN and returns b̂,
the estimated FPN, that we will remove from the input images.

x̂n = yn − b̂ = yn − J (y1, ..., yN ), n = 1, . . . , N. (4)

This allows us to denoise all of the images from the input stack while return-
ing only one output. It is a mix of a MISO and a MIMO framework. It combines
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the advantages of the MIMO network of denoising several frames at once and
forces the network to learn to estimate the common noise to each images and
enforce good temporal consistency. Unless otherwise specified, the number of
input frames is fixed at five.

We set the number of the depth dimension of the inner features of the Unet
to 64 at each scale to limit the number of parameters.

The Unet consists of 4 scales. At each scale in the encoder and decoder we
apply a residual block [14] four times with two 3 × 3 conv kernels and a ReLU
activation between them (as opposed to [14], we do not apply the final ReLU
after the addition with the skip connection), see Figure 1a. The downsampling
is implemented using strided convolution and the upsampling transposed con-
volution. The bottleneck at the coarsest resolution (the input size divided by
16) consists of another residual block repeated four times. The input and output
layers are simply 3× 3 convolutions. In the skipped connection between the en-
coder and the decoder, the features are concatenated and fed to the transposed
convolution, which will upsample them and divide the channel dimension by a
factor of 2.

3.2 Proposed architecture

The proposed architecture is based on a modification of the baseline Unet by the
addition of parallel vertical and horizontal downsampling branches (described in
the next section) in the encoder path, which is called PDB Unet for parallel
downsampling branches Unet. An overview can be seen in Figure 1d. The input
is a stack of N noisy frames and the output is a single FPN frame b̂, which is
subtracted from the noisy inputs.

3.3 Parallel downsampling branches (PDB)

In this section we introduce parallel (vertical or horizontal) downsampling branches.
Given an Wℓ ×Hℓ ×C input feature map φℓ from the main branch at some

level ℓ of the Unet we add two branches parallel to the main one: a vertically
downsampled branch and a horizontally downsampled. In both cases the down-
sampling is by a factor of 2. See Figure 1c. In each branch, we downsample the
image to size Wℓ/2 ×H or Wℓ ×H/2, apply four residual blocks and then up-
sample back to the size of the main branch using bilinear upsampling. Then we
apply a strided convolution to each branch for the downsampling (not shown in
the diagram). If there are parallel branches at the previous layer ℓ − 1 of the
Unet as in Figure 1c, the outputs of the parallel branches at layer ℓ − 1 are
concatenated and become the input of the main branches at layer ℓ of the Unet.
The output of the main branch at layer ℓ − 1 is used as the input to the new
parallel branches at layer ℓ. Figure 1b is the first PDB block which starts from
the concatenated input images.

In the main branch, the three input branches are merged via concatenation
along the channel dimension. The resulting Wℓ ×Hℓ × 3Cℓ feature map is pro-
cessed by 4 residual blocks. Then we apply a residual block repeated four times
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(a) Res. Block (b) PDB with Conv Block (1st level) (c) PDB with Res. Block (2nd &
3rd levels)

(d) PDB Unet

Fig. 1: Diagram of the proposed network built upon a Unet network. The network
takes five frames as inputs and outputs a single FPN frame, which is subtracted from
the input frames. See text for more details.

to the concatenated features and a strided convolution that will downsample the
features and divide the channel dimension by a factor of 3.

The idea behind these branches is to take advantage of the temporal and
spatial correlation of the stripes present in the FPN. In practise, the proposed
architecture do improve the results but this is regardless of the noise type as
long as the noise is fixed, see part 4.2.

3.4 Noise model

For the noise model, we will use the same as the one used in [1] where both struc-
tured component, row and column noise, and unstructured component, gaussian
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FPN are used.
b(h, v) = bw(h, v) + br(h) + bc(v) (5)

where (h, v) is a position on the image plane, bw(h, v) ∼ N (0, σbu) models the un-
structured noise, br(v) ∼ N (0, σbr ) is constant along rows, and bc(h) ∼ N (0, σbc)
is constant along columns. Note that we will consider the same variance for all
type of noise.

3.5 Training

For training our networks we used the REDS training set [24]. The dataset was
temporally downsampled by a factor of 3 and converted to grayscale. This dataset
is often used for training video restoration networks. We used cropped patches of
size 128×128×N . We corrupted the clean videos with horizontal, vertical stripes
and Gaussian noise as synthetic FPN as described above. All types of noise
have the same standard deviation chosen uniformly between [10.2, 25.5] in part
4.3, otherwise fixed to 10. The proposed architecture was trained for 10 epochs
with 100000 iterations for each epochs, using the ADAM optimizer [17] with a
minibatch size of 50. The learning rate is initialized at 0.0001 and decreases by
a factor of 10 in the fifth and eighth epochs. We used the L1-loss as the loss
function between the estimated stack and the ground truth:

L(y1, ..., yN ) =

n=N∑
n=1

∥xn − (yn − J (y1, ..., yN ))∥1. (6)

All experiments were done using the PyTorch package [25].
For the testing, we used the Set8 [36] and the FLIR [8] dataset. Set8 is often

used for testing denoising networks. The FLIR dataset [8] was used in [20] by
the authors to test their network and compare it with others, that is why we
also decided to use it to compare our own method with [10,15,20]. We retrained
our network using their noise model which is vertical stripe and gaussian noise
as FPN.

4 Experiments

4.1 Parameters for the networks

Influence of the number of images on performance. We start by proving
the effectiveness of using several frames to estimate the FPN. We used our base-
line network, which is a Unet presented in Section 3.1. We changed the number
N of input images to test its influence on the output. Quantitative results are
shown in Table 1. The PSNR increased with the number of images used at the
input of the network. If going from one image to five, leads to a gain of more
than 2dB, the gain is less than 1 dB if the number of frames used is increased
again by four to nine images.



8 Barral et al.

Number of images 1 2 3 5 7 9
PSNR / SSIM 32.15/.91 33.16/.932 33.67/.94 34.54/.951 34.86/.955 35.26/.958

Table 1: Performance vs. number of images. Average PSNR and SSIM results on the
Set8 dataset are reported. Several baseline models were trained with varying number
of images at the input. Simulated additive FPN, spatially structured, both row and
column, and spatially independent with a standard deviation of σ = 10 was added.

How to make use of neighboring frames. Our approach outputs a single
noise frame b, thus it can be considered a MISO network. At the same time,
due to the nature of FPN, the estimated FPN frame is used to produce the N
denoised output frames, thus from this point of view it can also be considered a
MIMO network.

In the following experiment we will compare our approach with a MISO
and a truly MIMO approach. With a MISO network such as FastDVDNet [36]
several input images are fed into the network to output a single image, usually
the central one. In that case the denoised image is the following

x̂MISO
N/2 = yN/2 − b̂MISO = yN/2 − JMISO(y1, ..., yN ). (7)

The corresponding loss function is the following

LMISO(y1, ..., yN ) =
∥∥xN/2 −

(
yN/2 − JMISO(y1, ..., yN )

)∥∥
1
. (8)

Note that the loss is the only difference between the MISO approach and the
proposed loss in Eq. (6).

For a MIMO network such as VRT [22] several input images are fed into
the network to output the restored images. For our FPN estimation tasks, the
network will output an FPN estimate for each frame:

x̂MIMO
n = yn − b̂MIMO

n = yn − JMIMO(y1, ..., yN )n, n = 1, . . . , N. (9)

The corresponding loss function in the MIMO framework is the following:

LMIMO(y1, ..., yN ) =

n=N∑
n=1

∥∥xn −
(
yn − JMIMO(y1, ..., yN )n

)∥∥
1
. (10)

We trained our PDB Unet with a MISO, a MIMO and our framework, which
is multiple input and one output, that is the estimated noise common to each
frame. For each network, we used N = 5. Table 2 shows the average PSNR
and SSIM on the Set 8. Each network was trained according to their framework
described above. Our framework performs better than the MIMO framework and
is similar to the MISO on. Moreover, compared with the MISO framework, ours
is capable of denoising five images at once. Our framework estimates a single
FPN frame for the stack of frames processed by the network. Thus within that
stack, the output is temporally consistent.
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Network type Our framework MIMO MISO
PSNR / SSIM 36.00 / 0.966 35.86 / 0.966 35.98 / 0.966

Table 2: Influence of the use of the neighboring frames. Average PSNR and SSIM
results on the Set8 dataset are reported. The PDB Unet network was tested with sev-
eral framework, MISO, MIMO and our framework. Simulated additive FPN, spatially
structured, both row and column, and spatially independent with a standard deviation
of σ = 10 was added.

Downsampling factor Since our PDB architecture relies on downsampling, we
tried several downsampling factors to see which one gives the best results. We test
our PDB Unet with three downsampling factors, 2, 4 and 8. We also tried with
a downsampling factor of 1 which means no downsampling. Quantitative results
are shown in Table 3. Using a downsampling factor greater than 2 produces worse
results. It would seem that the higher the factor, the lower the SSIM and the
PSNR as reported in the table. Surprisingly having no downsampling in parallel
branches is just as good as downsample with a factor of 2.

Downsampling factor 1 2 4 8
PSNR / SSIM 36.03 / 0.967 36.02 / 0.967 35.90 / 0.966 34.90 / 0.957

Table 3: Influence of the downsampling factor. Average PSNR and SSIM results on
the Set8 dataset are reported. The PDB Unet network was tested with several down-
sampling factors. Simulated additive FPN, spatially structured, both row and column,
and spatially independent with a standard deviation of σ = 10 was added.

4.2 Ablation study

Effectiveness of the parallel downsampling branches. To validate the
effectiveness of the proposed parallel downsampling branches, we compare the
PDB Unet with the baseline model. For a fair comparison, we trained the base-
line model with more parameters by increasing the number of features in the
coarser levels. With that we can compare our PDB Unet with a baseline that
has more parameters to be sure that the effectiveness of our proposed architec-
ture is real and not caused by an increase in the number of parameters. The
quantitative results on the Set 8 is shown on Table 4. Baseline+ refers to our
baseline model with more parameters by increasing the number of features in
the coarser levels. PDB Unet refers to our baseline model with parallel down-
sampling branches. PDB Unet+ is the PDB Unet network where we added more
parameters, by increasing the number of features in the coarser levels in the
same way as for the Baseline+ model. While the Baseline+ allows a gain of 1dB
over the baseline, the Unet PDB architecture manages to achieve a PSNR and
SSIM 0.5dB higher than Baseline+ while having three times fewer parameters.
This proves the effectiveness of the proposed architecture.
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(a) Baseline
36.13 / 0.959

(b) Baseline +
37.68 / 0.971

(c) PDB Unet
38.45 / 0.977

(d) PDB Unet+
38.79 / 0.980

(e) ground truth
inf / 1.0

(f) noisy (σ = 10)
23.80 / 0.438

(g) ground truth
inf / 1.0

(h) noisy (σ = 10)
23.92 / 0.421

(i) Baseline
37.07 / 0.951

(j) Baseline +
38.31 / 0.965

(k) PDB Unet
39.72 / 0.977

(l) PDB Unet+
39.74 / 0.977

Fig. 2: Visual comparison of several crops of an image from the hypersmooth sequence
of the Set8 dataset. Simulated additive, spatially structured and spatially independent
noise with a standard deviation of σ = 10 was added to the frames. The Contrast Lim-
ited Adaptive Histogram Equalization has been applied to better account for artifacts.
PSNR / SSIM on the cropped images are reported.

These quantitative differences can also be seen in Figure 2. The baseline
and the baseline+ output images with visible artefacts like lines on the water.
These artefacts are not visible on the images denoised by the PDB Unet and
the PDB Unet+. The PDB Unet makes better use of the video’s spatiotemporal
information than the baseline.

Impact of the PDB on different kind of noise To understand the benefits
of our proposed architecture, we performed ablation studies on different noise
models. In Table 5, we removed the horizontal branch from the PDB Unet to
obtain the PDB Unet vertical, and the vertical branch in PDB Unet horizontal.
We compared them with our Baseline Unet that does not have parallel branches.
All networks had the same training. At each iteration the noise model alternates
between either gaussian FPN (i.e. without striped noise), gaussian plus vertical
stripe FPN and finally gaussian plus horizontal stripe FPN. The goal of this
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Network type Baseline PDB Unet Baseline+ PDB Unet+
PSNR / SSIM 34.54 / 0.951 36.01 / 0.967 35.51 / 0.962 36.52 / 0.971

Parameters 2.2M 10.6M 33.3M 87.6M
Runtime (s) per frame 0.273 0.938 0.497 1.689

GMACs per frame 49 263 132 607
Table 4: Average PSNR and SSIM results on the Set8 dataset are reported. The
baseline and the PDB Unet compared. Simulated additive FPN, spatially structured,
both row and column, and spatially independent with a standard deviation of σb = 10
was added. MACs and runtime are computed on 480 × 640 images. Ptflops [34] was
used to compute MACs.

experiment is to test if the PDB Unet horizontal removes better horizontal stripe
FPN compared to the baseline and the PDB Unet vertical. Quantitative results
on Table 5 show that is not the case. The networks with branches produce
better results regardless of the FPN model compared to the baseline model with
an equivalent number of parameters. It seems that the improvement seems to be
due less to horizontal and vertical downsampling and more to parallel branches
as it gives the network more channels to filter correlated noise.

In a second experiment we trained two MISO models one with and one with-
out PDB on AGWN (additive white gaussian noise). Even if the PDB Unet
achieves a better PSNR and SSIM compared to the baseline MISO showed in
Table 6, the gap is much smaller compared to fixed noise, see Table 4. This seems
to show that our proposed architecture works better on FPN.

Noise type \ Network PDB Unet vertical PDB Unet horizontal Baseline
Gaussian FPN 38.73/0.972 38.71/0.972 37.86/0.968

Gaussian and vertical stripe FPN 37.20/0.969 37.19/0.965 36.49/0.964
Gaussian and horizontal stripe FPN 36.55/0.965 36.61/0.966 36.02/0.960

Parameters 5.6M 5.6M 7.0M
Table 5: Ablation study for the PDB. Average PSNR and SSIM results on the Set8
dataset are reported. Simulated additive FPN, spatially structured, both row and col-
umn, and spatially independent with a standard deviation of σb = 10 was added.

4.3 Comparison

In this part, we compare our PDB Unet with other methods from the litera-
ture. We choose to compare against RCNN-NUC [20] which is a recent recurrent
network that achieved state-of-the-art results. As no official code has been pub-
lished, we have used the results given in their article and tried to reproduce the
same configuration they used for their experiments in order to make a compari-
son as fair as possible. We also reported the results of [10,15] that were present
in their paper. We trained our network according to their noise model, gaussian
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Network Baseline PDB Unet
PSNR / SSIM 35.15 / 0.940 35.29 / 0.943

Parameters 10.6M 10.7M
Runtime (s) per frame 0.353 0.938

GMACs per frame 89 263
Table 6: Our proposed PDB Unet compared to the baseline on additive white gaussian
noise. Average PSNR and SSIM results on the Set8 dataset are reported. No FPN was
added to the images, only AWGN with a σ = 10 was added.

and vertical stripes FPN with the same standard deviation chosen uniformly be-
tween [10.2, 25.5]. We also compared with Multi-view FPNR [1], a state-of-the
art recursive optimization-based method that uses several images to estimate
the FPN. We used the official implementation provided by the authors and fixed
the number of images to 16 as they do in their article. For comparison we used
our PDB Unet and a bigger version, PDB Unet+ that takes 9 frames as input
and has more parameters.

Quantitative results are reported in Table 7. Both of our networks, PDB Unet
and PDB Unet+, outperform all single image FPNR networks up to more than
2dB for strong noise. RCNN-NUC [20] which is recurrent and so not single frame,
produces better results for smaller noise level compared to our PDB Unet. The
testing set being a sequence of 4000 frames, RCNN-NUC and Multi-view FPNR
have a better receptive fields since they are recurrent compare to our network
that only sees 5 frames at a time or 9 frames for PDB Unet+. The bigger version
of PDB Unet achieves a higher PSNR for small noise by a small margin and
by a high margin for stronger noise. Multi-view FPNR produces better results
than single image networks and sometimes even RCNN-NUC. Visual results, see
Figure 3, show that our methods, both PDB Unet and DPB Unet+, produce
less artefacts compared to Multi-view FPNR even through our PDB Unet has a
lower PSNR.

Network \ σ 10.2 15.3 20.4 25.5
DLS-NUC [15] 34.75 33.24 31.47 30.53

CNN-FPNR [10] 35.61 34.36 32.25 31.33
RCNN-NUC [20] 36.58 35.45 33.35 32.13

Multi-view FPNR [1] 36.50 34.95 33.91 33.43
PDB Unet (ours) 35.76 34.63 33.72 32.96

PDB Unet+ (ours) 36.82 35.79 34.94 34.22
Table 7: Average PSNR results on the FLIR dataset are reported. Simulated additive
FPN, with vertical stripes and Gaussian FPN of varying std. dev. was added (no
horizontal striped FPN). We used the same noise model as in [20] for comparison. Best
results are shown in red, second best in blue.
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(a) GT (b) Noisy (c) PDB Unet (d) PDB Unet+ (e) Multi-view [1]

Fig. 3: Visual comparison on the FLIR dataset [8]. Simulated additive gaussian and
vertical stripe FPN with a standard deviation of σ = 25.5 were added to the frames.

We also compared our method with the DeepIR method [29]. It is a state-
of-the-art multi-image optimization-based method that removes FPN and shot
noise and uses a neural network as a regularizer. This method does not use
the same noise model as in RCNN [20], that is why we cannot add it to Table
7. We compared our method against DeepIR on their FPN model. We used
the official implementation provided by the authors to test this method. Our
network was trained on REDS with their noise model. For the testing sequences,
we used the first images of each sequence of the Set8 Dataset and applied the
simulation of the DeepIR method, which translates images by a few pixels, to
have a comparison as fair as possible. We tested with the FPN model of DeepIR
and with their full noise model that adds shot noise, which is not fixed, to the
FPN. With FPN only, our method outperforms DeepIR 8. However DeepIR was
made to remove FPN and shot noise simultaneously. In this configuration, our
method that only removes fixed noise, cannot remove shot noise. We still achieve
a higher PSNR but a lower SSIM which indicates that our method can better
remove FPN compared to DeepIR. We manually selected parameters for this
method and kept the best ones. We set the number of images used, the step size
and the prior weight respectively to 20, 10−3 and 10−4. Our method produces
sharper results that contain more details compared to DeepIR results which are
more blurred, see Figure 4.

Network \ Noise model DeepIR FPN DeepIR full noise model Shot noise
DeepIR [29] 33.53 / 0.963 33.34 / 0.961

PDB Unet (ours) 42.01 / 0.995 34.84 / 0.907 40.63 / 0.984
Table 8: Average PSNR results on the set8 dataset are reported, with simulated
multiplicative vertical stripes FPN (no horizontal stripes FPN). We used the same
noise model as in [29] for fair comparison. DeepIR full noise model also includes shot
noise. In the column “Shot noise” we compared the output of the PDB Unet tested on
the full noise model with the noisy images that only have shot noise to show that our
method preserves varying noise and only removes FPN.
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(a) GT (b) Noisy FPN (c) Noisy FPN +
shot noise

(d) Noisy shot noise

(e) DeepIR FPN (f) PDB Unet FPN (g) DeepIR FPN +
shot noise

(h) PDB Unet FPN
+ shot noise

Fig. 4: Visual comparison of an image from the snowboard sequence of the Set8 dataset.
Simulated FPN according to DeepIR [29] model was added to the frames.

5 Conclusion

In this paper, we introduced a novel video non uniformity correction method
based on a convolutional neural network. We showed the effectiveness of using
several images to estimate the FPN. We also introduced parallel downsampling
branches that leverages the spatial and temporal information. Extensive exper-
iments and ablation studies show the efficiency of the proposed method.

We demonstrate the effectiveness of the proposed approach with synthetic
FPN. Our method provides state-of-the-art results and outperforms previous
single-image denoising works by a significant margin . Our evaluation is limited
to synthetic noise, as there are currently no real standard FPN benchmarks.
Future research should address the application of exiting methods to real FPN.
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