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Abstract

This work investigates variational frameworks for modeling stochas-
tic dynamics in incompressible fluids, focusing on large-scale fluid be-
havior alongside small-scale stochastic processes. The authors aim to
develop a coupled system of equations that captures both scales, us-
ing a variational principle formulated with Lagrangians defined on the
full flow, and incorporating stochastic transport constraints. The ap-
proach smooths the noise term along time, leading to stochastic dy-
namics as a regularization parameter approaches zero. Initially, fixed
noise terms are considered, resulting in a generalized stochastic Euler
equation, which becomes problematic as the regularization parame-
ter diminishes. The study then examines connections with existing
stochastic frameworks and proposes a new variational principle that
couples noise dynamics with large-scale fluid motion. This compre-
hensive framework provides a stochastic representation of large-scale
dynamics while accounting for fine-scale components. The evolution
of the small-scale velocity component is governed by a linear Euler
equation with random coefficients, influenced by large-scale transport,
stretching, and pressure forcing.

1 Introduction

Today and in the foreseeable future, no numerical simulation can realisti-
cally model the entire array of interacting multiple scales present in fully
developed turbulent flows. This is particularly evident in geophysical flow
circulation, which spans from the scale of the Sun’s heating (approximately
10,000 km) down to the turbulence dissipation scale (approximately 1 mm).
Energy transfers occur towards smaller scales, or conversely, in the oppo-
site direction, influenced by rotation and stratification [48, 47, 52]. The
overlooked sub-grid processes in turbulent flow dynamical systems must be
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1 INTRODUCTION 2

adequately considered to (i) faithfully represent at coarse resolution (rela-
tively to the dissipation scale) the spread of an ensemble of realizations from
a set of imperfect or unknown initial conditions, (ii) achieve accurate energy
transfers, and (iii) define stable numerical simulations.

The first point is dynamical and potentially impacts severely the chaotic
nature of the system. The second one is physical and impedes the represen-
tation of key processes in the energy transfer across scales, while the third
is numerical and can lead without caution to numerical instabilities, po-
tentially causing blow-ups, the generation of spurious artifacts or enforcing
over-smooth solutions. All three of these effects are crucial in large-scale
numerical models for forecasting, data assimilation, and data analysis. Al-
though they may seem quite different in nature, they are challenging to
disentangle in practice.

Foremost, the impact of sub-grid scale parameterization on large-scale
transport is one of the primary sources of error and uncertainty in simula-
tions of geophysical flows. Sub-grid modeling addresses fundamental issues
ranging from the effects of turbulence to the practical design of numerical
schemes for computational simulations. This is inevitable since simulating
geophysical flows on large bassin at the Kolmogorov scale is entirely un-
achievable.

In the case of geophysical flows, intermittent flow-coupled forcing and
small-scale processes resulting from thermodynamic effects, species mixing,
or biogeochemistry create highly complex systems that are exceedingly dif-
ficult to model deterministically. Probabilistic modeling appears to be the
most viable approach, especially when priorities include reducing resolution
and computational costs, as well as accurately representing uncertainties and
their dynamics.

Furthermore, concerning data assimilation and ensemble forecasting, a
narrow spread of realizations can pose challenges in coupling data with the
system’s dynamics. In such cases, observations that deviate significantly
from the ensemble cannot effectively correct the ensemble evolution. Given
the increasing prominence of ensemble methods and the necessity to simulate
multiple realizations covering plausible scenarios, there is a growing need
to explore stochastic modeling capable of accurately representing dynamics
uncertainties.

Several strategies for introducing randomness into flow dynamics or cli-
mate models have been proposed in the literature in recent years [4, 26].
In this work, we focus on a specific approach derived from the stochas-
tic transport of fluid parcels [40]. This approach, termed modeling un-
der location uncertainty (LU), has been demonstrated to be versatile and
enables the derivation of flow dynamics from classical conservation laws
[3, 5, 8, 9, 10, 30, 43, 44]. Furthermore, unlike settings constructed with em-
pirical random forcing, LU incorporates an inherent mechanism to prevent
uncontrolled variance growth. This energy conservation property is advan-



2 LOCATION UNCERTAINTY 3

tageous in creating a stochastic system that accurately represents large-scale
versions of the deterministic dynamical system [2, 10].

From the point of view of Statistical Physics, this balance can be inter-
preted as an instance of a fluctuation-dissipation relationship between the
noise term and stochastic diffusion. Recently, a mathematical analysis of
LU Navier-Stokes equations has been performed [15]. Beyond demonstrat-
ing the existence of weak (probabilistic) solutions in 3D – with uniqueness in
2D – it was shown that this stochastic model tends toward the deterministic
equation as the noise vanishes. This provides physical consistency to this
formal setting.

In essence, LU shares similarities with another approach known as stochas-
tic advection by Lie transport (SALT), derived from a variational formula-
tion, as initially proposed in [29]. Readers may also refer to [49] for exten-
sions of such variational principles driven by martingale. Originally, LU is
derived from a distribution form of Newton’s second law. In this paper, one
of the goals is to investigate whether LU may also be related to a variational
formalism.

The primary aim of this study is to propose a variational principle that
enables the derivation of dynamics for the small-scale components of the
flow. While several strategies have been proposed within the LU setting
to incorporate noise explicitly dependent on the solution [2, 5, 45, 51], or
driven by dynamics extracted from data [36], no direct derivation of a priori
dynamics for the small scales has been yet achieved in the different stochastic
frameworks proposed in the literature. We will show that such a variational
principle can be formulated to derive dynamics for the set of functions on
which the noise is decomposed. This dynamics takes the form of a linear
Euler equation involving transport and stretching by the large-scale flow
accompanied with a small-scale pressure forcing. In this derivation, we will
demonstrate that a Stratonovich-like noise is essential to take into account
the correlations between the small and large scales. However, we need to pass
to an equivalent Itô form, which is better suited for explicit computation.

Before describing in details the different variational principles investi-
gated, a description of the LU setting is first briefly recalled. More specif-
ically, the formulation of LU is presented in terms of both the Itô and
Stratonovich stochastic integrals.

2 Location uncertainty

Like many large scale flow dynamics representations that describe the flow in
terms of a large-scale smooth velocity component and a fluctuation compo-
nent (with respect to an averaging that must be specified) the LU formalism
decomposes the flow in terms of a smooth-in-time Lagrangian velocity com-
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ponent and a highly oscillating zero-mean random component,

dxt = u(xt, t) dt+ σt(xt, t) dW t. (1)

The random fluctuations are modelled on a canonical stochastic basis defined
as the quadruple (Ω,F , (Ft)t≥0,P), where Ω is a set, F is a sigma algebra,
(Ft)t≥0 is a right-continuous filtration and P is a probability measure. In
this decomposition x : R+ ×Ω → S is the Lagrangian displacement defined
within the bounded domain S ⊂ IRd (d = 2 or 3) with smooth boundary, and
u : R+ × S × Ω → S denotes the large-scale velocity that is both spatially
and temporally correlated, while σdW is the unresolved component, which
is assumed uncorrelated in time and correlated in space. This latter term is
built from a cylindrical Wiener process W on H = L2(S,Rd), the space of
square integrable functions on S with values in Rd [41] and through a time
dependent integral covariance operator σt defined for each ω ∈ Ω from a
bounded and symmetric positive kernel σ̂:(

σtf
)
(x) :=

∫
S
σ̂(x, y, t) f(y) dy, f ∈ H.

Since the correlation kernel is bounded in x; y and t, the operator σt maps
H into itself and is Hilbert-Schmidt. From the spectral theorem of compact,
self-adjoint operator the noise component can be conveniently written as
the spectral decomposition – with explicit dependence on the parameters
(x, t, ω), where ω denotes randomness:

σtW t(x, ω) =
∑
i∈N

βi
t(ω)φi(x),

where (βi)i∈N is a sequence of independent standard Brownian motions on
the stochastic basis (Ω,F , (Ft)t≥0,P) and (φi)i∈N are the correlation op-
erator eigenfunctions scaled by their eigenvalues, λ

1/2
i . In addition, we

assume that the operator-valued process {σt(·)}0≤t≤T is stochastically in-
tegrable, that is E

[∑
j∈N λj(ω, t)

]
< ∞. As such, under the probability

measure P, the stochastic integral
{∫ t

0 σsdW s(·)
}
0≤t≤T

is a H-valued Gaus-
sian process of zero mean, EP

∫ t
0 σsdW s(·) = 0, and of bounded variance,

EP
[
∥
∫ t
0 σsdW s(·)∥2

]
< ∞. We denote by L2

(
Ω, L2(S)

)
the Hilbert space

of functions of L2(S) of bounded variance, equipped with inner product
(f, g)L2(Ω) = E(f, g)L2(S). Divergence-free or divergent noise can be consid-
ered [2]. The former case yields a divergence free constraint on the kernel:

∇ · σ̂(x, y, t) = 0, x, y ∈ S, t ≥ 0.

Associated with σt, we define the (matrix) tensor aij(x, t) as∫
Ω
σ̌ik(x, x′, t)σ̌kj(x′, x, t)dx′ =

∞∑
k=0

φi
k(x, t)φ

j
k(x, t). (2)
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This quantity corresponds in the general case to the quadratic variation of
the noise

aij(x, t)dt = dt

〈∫ ·

0
σsdW

i
s(x) ,

∫ ·

0
σsdW

j
s(x)

〉
t

. (3)

The quadratic variation (whose definition is briefly recap in Appendix-A)
is a finite variation process when the correlation operator, σt, is random.
For deterministic operator, it can be understood as the one-point covariance
tensor:

aij(x, t)dt = E
(
(σtdW t)

i (x) (σtdW t)
j (x)

)
, (4)

and for that reason we refer to a as the variance tensor by abuse of language.

Stochastic Reynolds transport theorem Given the form of the stochas-
tic flow (1), the derivation of stochastic dynamics within the LU setting relies
on a stochastic representation of the Reynolds transport theorem (SRTT)
[40, 42]. This theorem provides the rate of change of a random scalar q
within a volume V (t), transported by the stochastic flow (1). For general
unresolved flows the SRTT reads

d
(∫

V (t)
q(x, t) dx

)
=

∫
V (t)

(
Dtq + q∇ · (u− ua)dt

)
dx, (5a)

Dtq = dtq + (u− ua)·∇q dt+ σtdW t ·∇q − 1

2
∇ · (a∇q) dt, (5b)

where dtq(x, t) = q(x, t+dt)− q(x, t) stands for the forward time-increment
of q at a fixed point x. The operator Dt is introduced as the stochastic
transport operator [40, 42], and plays the role of the material derivative.
Recall that u is the large-scale velocity used in (1) and a is defined in (2).

In this expression, the resulting advection is characterized by an effective
transport component, modified by a drift

ua =
1

2
∇ · a+ σt∇ · σt, (6)

referred to as the Itô-Stokes drift (ISD) in [2]. It represents the resulting
statistical effect of the small-scale inhomogeneity action on the transported
quantity. For homogeneous divergence-free noises, this quantity is null, i.e.
the variance tensor a is constant in space due to homogeneity. The third
term in (5b), is intuitive, and corresponds to the advection of scalar q by
the small-scale velocity component. This term continuously backscatters
energy into the tracer energy through its quadratic variation. This gain
of energy brought by the noise is then exactly compensated by the loss
associated with the last diffusion term. This diffusion term is reminiscent of
a generalized Boussinesq eddy viscosity – i.e the variance noise tensor plays
the role of a viscosity (note that it has the unit of a viscosity in m2/s). In
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the stochastic transport operator expression (5b) the stochastic integral has
to be interpreted in Itô form. For the following, it is insightful to move to a
Stratonovich integral.

LU Stratonovich expression The Stratonovich integral has the great
advantage to be associated to classical (deterministic) calculus rule, and is
practical for that reason. In the other hand, they do not have the martingale
property of the Itô integral. In particular, they are not of zero mean. Both
stochastic integral are nevertheless equivalent in the sense that one can move
from one to the other under the hypothesis of regular enough stochastic
processes for the Stratonovich integral to exist. Itô integral is defined for
very mild conditions (adaptability with respect to a filtration) while the
Stratonovich integral requires stronger regularity conditions. As described
in [2] the stochastic flow (1) and the transport operator can be turned in
terms of the following equivalent expressions (with some regularity conditions
on the transported quantity)

dxt = udt− 1

2
∇ · adt+ σt ◦ dW t, (7)

which involves a Stratonovich expression of the stochastic integral, specifi-
cally indicated by the ◦ symbol. Note that in the Stratonovich case the noise
term is not anymore of zero expectation. With this expression of the flow the
transport operator corresponds now to the Lagrangian (material) derivative
associated to the effective transport velocity [2]:

D◦
t q = dt ◦ q + (u− u◦

a)·∇q dt+ σt ◦ dW t ·∇q, (8)

where dt ◦ q
△
= θ

(
x, t+(dt/2)

)
− θ

(
x, t− (dt/2)

)
stands for the centered time

increment. In Statonovich form the Itô-Stokes drift reads [2]

u◦
a =

1

2
∇ · a− 1

2
σt∇ · σt. (9)

It can be noticed that for incompressible noise (∇ · σt = 0) the Itô form
and the Stratonovich form of the Itô-Stokes drift ((6) and (9), respectively)
reduce to the same expression.

The analysis of such type of noise, called transport noise, is the sub-
ject of a very intense research work in the literature. The aptitude of such
noise to regularize partial differential equations (PDE’s) has been explored
in different setting, the justification of stochastic representation of flow dy-
namics models as well as their analysis are currently investigated by several
groups (see for instance [1, 6, 7, 13, 15, 16, 18, 19, 20, 21, 23, 24, 25, 34] and
references therein for recent publications).
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3 Stochastic variational principle for fluid flow

In order to derive a stochastic variational principle, we introduce the regu-
larized flow velocity we work with:

v(x, t) = u∗(x, t) +

∫ t+ϵ

t−ϵ
hϵ(t− s)ξi(x, t)dβ

i
s =

u(x, t)− ua(x, t) + uϵ(x, t). (10)

The noise term uϵ is defined through a regularization with regular functions
hϵ of compact support. Function hϵ(t) = 1/ϵ h(t/ϵ) is positive on the sup-
port [−ϵ,+ϵ] and null otherwise. The functions ξi in (10) are velocity basis
functions such that E(|uϵ(t)|2L2(S)) < ∞. In the limit of a zero time-scale
correlation parameter this noise leads to a Stratonovich transport expres-
sion. This known fact will be further justified later on in section 3 3.2 and
Appendix-B.

The effective velocity component u∗ = u − u◦
a incorporates the large-

scale velocity component, u, and the Itô-Stokes drift [2]. The Itô-Stokes drift
depends only on the noise and is here expressed in its Stratonovich expres-
sion. Denoting by γ the scaling of the noise variance, the noise expectation
scales as

E∥uϵ
t(x)∥2 ∼

γ

ϵ
and thus uϵ

t(x) ∼ ϵ−1/2γ1/2, (11)

as a consequence we have thus,

∂tu
ϵ
t(x) ∼ ϵ−

3
2γ1/2 and ∂xiu

ϵ
t(x) ∼ ϵ−

1
2γ1/2. (12)

The velocity component, u, should encompass solutions of a large-scale
stochastic representation of the Navier-Stokes equations. In particular at
the limit of vanishing noise, such a solution should further converge toward
a deterministic solution of the Navier-Stokes equation (the unique solution
in 2D and a weak solution for a 3D domain). Such a requirement is similar
to constrain large eddy simulations (LES) to match direct numerical simu-
lations (DNS) of the Navier-Stokes equations obtained at refined resolution.
Such a property has been rigorously demonstrated for LU in [15].

As outlined previously, LU is derived from the Reynolds transport the-
orem and Newton’s second law. It does not initially ensue from a varia-
tional principle, unlike other settings [12, 29, 49]. All these settings propose
slightly different stochastic parameterizations to account for rapidly evolving
unresolved-scale effects. The variational approach proposed in [29], referred
to as stochastic advection by Lie transport (SALT), combines stochastic
transport advection constraints in the form of (8) with a Lagrangian related
to the large-scale kinetic energy.

Due to their respective differences, these two schemes exhibit different
conservation properties: SALT preserves helicity [29], while LU conserves
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energy [2, 42]. Interestingly, neither of these two schemes carries the whole
set of Euler equation invariants. In that sense, they likely both correspond
to approximations of what should be an ideal stochastic representation of
the Euler equations.

As highlighted below, the energy cost functions associated with the vari-
ational principles considered here and the one employed in SALT are slightly
different. For SALT, only the large-scale kinetic energy, with no energy in-
teraction with the small scale, is considered, while the energy over the whole
flow will be considered in our case. Through this, we will show that SALT
and LU inherit from different approximations. LU corresponds to an ap-
proximation of a generalized stochastic regularized Euler system associated
with a variational principle taking into account the full kinetic energy, while
SALT results from a variational principle expressed solely on the large-scale
kinetic energy with no interaction between the small-scale and the large-scale
components.

Stochastic transport will be introduced as constraints in the variational
models derived in this work. Constraints both on density and scalar trans-
port must be considered. They are usually referred to as Clebsh constraints.
In this study, we will explore a simple fluid model only.

3.1 Fluid large-scale variational formulation

In the fluid setting associated with pure passive transport of scalar, we as-
sume the following energy functional S(u, ρ, λ) defined as

S(u, ρ, λ) =

∫ t2

t1

(
ℓ(v, ρ) +

〈
λ , ∂tρ+∇ · (vρ)

〉
L2(S)

)
dt,

with v = u− ua + uϵ. (13)

In the pathwise expression above λ is a scalar Lagrange multiplier that en-
forces the density ρ to be transported. By duality a constraint on the trans-
port by the flow of any scalar (associated with a density multiplier) could
be added. The angle brackets ⟨ · , · ⟩L2(S) denote the L2 pairing over the
domain S and t1 and t2 denote two arbitrary times. In this very first case
we will consider the same condition on the noise term as the one assumed
for the SALT variationnal setting [29, 49]. The noise term is specified
a priori and does not depend on the solution. Consequently, it is not
considered as a variable of the system. Let us note that such assumption
excludes immediately any formulations where the noise is defined from the
current state of the system such as in [35]. It can be stressed out that the
(regularized) noise term remains in the cost function term ℓ(v, ρ).

We are now ready to consider the principle of least action for the energy
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functional (13). The differential δS(u, ρ, λ) reads

δS(u, ρ, λ) =

∫ t2

t1

(〈 δℓ
δu

− ρ∇λ , δudt
〉
L2(S) +

〈
∂tρ+∇·

(
vρ

)
, δλdt

〉
L2(S)

+
〈 δℓ
δρ

, δρdt
〉
L2(S) −

〈
∂tλ+

(
v · ∇

)
λ , δρdt

〉
L2(S)

)
. (14)

The variations in the above expression are arbitrary and vanish at the times
t1 and t2 and we have explicitly used the fact that the stochastic integrals
are regularized and obey the product rule. We have also used the fact that
the variations vanish at the endpoints in time, so no initial or terminal
terms appear. Therefore, to satisfy the variational principle, the following
equations must hold almost surely for any perturbation, δu, δρ and δλ:

δu :
δℓ

δu
− ρ∇λ = 0, (15a)

δρ :
δℓ

δρ
− ∂tλ− v · ∇λ = 0, (15b)

δλ : ∂tρ+∇ ·
(
vρ

)
= 0. (15c)

The next step is to eliminate the Lagrange multiplier λ. To do so, we compute

∂t(ρ∇λ) = (∂tρ)∇λ+ ρ∇∂tλ

= −∇ ·
(
vρ

)
∇λ+ ρ∇

( δℓ
δρ

)
− ρ∇(v · ∇λ),

(16)

and with equation (15a) we have finally:

∂t
( δℓ
δu

)
+ (v · ∇)

( δℓ
δu

)
= ρ∇

( δℓ
δρ

)
− ∂xiv

j
( δℓ
δu

)j −∇ · v
( δℓ
δu

)
. (17)

This Euler-Lagrange equation provides a general stochastic expression for the
large-scale velocity component evolution. Let us now take the concrete exem-
ple of the Euler equation to infer precisely a system of associated stochastic
partial differential equations (SPDE).

3.1.1 Euler equations

The Lagrangian for the Euler equations in a 3-dimensional domain S with
the Euclidean metric and Cartesian coordinates is given by the pathwise
L2-kinetic energy

ℓ(v, ρ) =

∫
S

(1
2
|v|2ρ

)
dS. (18)

To enforce incompressibility, we include a constraint with a pressure La-
grange multiplier, p, that sets the density ρ to a constant. The constrained
action S(v, ρ, p, λ) that we want to minimize is given by

S(v, ρ, p, λ) =

∫ t2

t1

(
ℓ(v, ρ)−

〈
p, ρ−1

〉
L2(S)+

〈
λ , ∂tρ+∇·(v ρ)

〉
L2(S)

)
dt. (19)



3 STOCHASTIC VARIATIONAL PRINCIPLE FOR FLUID FLOW 10

The variational derivatives of the Lagrangian are

δℓ

δu
= ρv, and

δℓ

δρ
=

1

2
|v|2. (20)

The variational derivatives of the Lagrangian with respect to the velocity
variable defines the momentum. The variational derivative with respect to
the density gives the Bernoulli function. Inserting these expressions into
the stochastic Euler-Lagrange equation (17) complemented with the pressure
constraint provides the momentum equation. We obtain formally the system
of coupled SPDE’s

∂t(ρv) +
(
v · ∇

)
(ρv) +∇v · (ρv) +

(
∇ · v

)
ρv = ρ∇

(
1

2
|v|2

)
−∇p,

∂tρ+∇ ·
(
vρ

)
= 0,

ρ = 1.

(21)

The incompressibility condition implies that the continuity equation reduces
to

∇ · v = 0, (22)

while the momentum equation reads

∂tv +
(
v · ∇

)
v = −∇p. (23)

The resulting stochastic system has exactly the same form as the classical
Euler equations and shares formally their properties, including the preser-
vation of both energy and helicity. Mathematically, it becomes ill-defined
at the zero limit of the regularization parameter ϵ, making numerical han-
dling challenging for small values of this parameter. Furthermore, the system
lacks clear scale separation and does not correspond to neither the LU nor
SALT solutions. However, it can be observed that for a constant large-scale
velocity, the Euler equation boils down to the balance

− γ ∂tu
◦
a + ϵ−

3
2γ

1
2∂tu

ϵ+(
(u− γ u◦

a + ϵ−
1
2γ

1
2uϵ) · ∇

)
(−γ u◦

a + ϵ−
1
2γ

1
2uϵ) = −∇pϵ,a, (24)

which consists in a Euler type equation on the noise term and on the Itô-
Stokes drift with v as the velocity transport. Assuming this balance still
holds for any large-scale velocity component, u, we obtain the following
system

∂tu+
(
v · ∇

)
u = −∇(p− pϵ,a), (25a)

∂t(−u◦
a + uϵ)+

(
(u− u◦

a + uϵ) · ∇
)
(u◦

a + uϵ) = −∇pϵ,a, (25b)

∇ · u− 1

2
∇ ·∇ · a+∇ · uϵ = 0. (25c)
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The extension of the balance (24) is justifiable assuming there is a time
scale separation where the large scale velocity is much slower and smoother
than the fine scales. Besides, we can notice that although these equations
are formally perfectly defined for regularized noise, the last equation is badly
defined at the limit of ϵ → 0 because of the terms ∂tu

ϵ and (uϵ · ∇uϵ) that
correspond to “Brownian acceleration” terms.

Recalling that the noise correlation functions are assumed to be specified
and considering all the elements gathered so far, the system can now be
finally written in terms of the evolution of the large-scale component with
incompressibility constraints:

∂tu+
(
v · ∇

)
u = −∇(p− pϵ,a),

∇ · u− 1

2
∇ ·∇ · a+∇ · uϵ = 0.

(26)

For ϵ tending to zero, h tends to the Dirac evaluation function and we
get at the limit the following system:

dtu+
(
(u∗dt+φi ◦ dβi) · ∇

)
u = −∇(dp− dpσ),

∇ · u−∇ · u◦
a = ∇ ·φi = 0,

(27)

where the stochastic integral should be understood in a Stratonovich sense.
The functions φi corresponds to displacement ξidt and dpσ is a semi-martingale
pressure term. The above system corresponds exactly to the LU represen-
tation of the Euler system. Through Itô integration by part formulae it can
be immediately checked that this system preserves energy in the same way
as the deterministic Euler equation (for adequate boundary conditions) but
looses helicity conservation [2, 42]. Hence, LU corresponds to an approx-
imation of the initial regularized stochastic Euler equations. It cannot be
directly obtained from the considered variational principle.

Remark: Comparison with SALT [29] The SALT Euler equations are
obtained from a different variational principle in which the following action
functional S(u, ρ, p, λ) is considered:

S(u, ρ, p, λ) =

∫ t2

t1

(1
2
∥u∥2−

〈
p, ρ−1

〉
L2(S)+

〈
λ , ∂tρ+∇·(v ρ)

〉
L2(S)

)
dt.

(28)

Here, the kinetic energy corresponds to the norm of the large-scale velocity
only, while the density is transported by the entire random flow. The inter-
action term

〈
u,−u◦

a + uϵ
〉
L2(S) between the small-scale and the large-scale

components is not considered in the Lagrangian. The transport constraints
are on the contrary expressed through a noise term correlated to the large
scale component, leading to a Stratonovich noise at the decorrelation limit. It
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is worth noting that considering directly a Itô-like uncorrelated noise (with-
out the balancing diffusion term of the stochastic transport operator 5b)
in the functional above would make no sense as it would lead to stochastic
advection equations that are not well-posed at the zero limit of ϵ.

The associated variational derivatives of the Lagrangian are

δℓ

δu
= ρu, and

δℓ

δρ
=

1

2
|v|2. (29)

Injecting these variational derivatives in (17) yields the SALT momentum
equation:

∂tu+
(
v · ∇

)
u+∇uϵ · u = −∇

(
p− 1

2
|u|2 − 1

2
|uϵ|2

)
,

∇ · v = 0,

(30)

where the notation ∇u · v stands for
∑

ℓ(∂xk
uℓ)vℓ.

With the assumption that the noise lives at a small spatial scale, η−d/2,
with d the flow dimension, the stretching term,

∇uϵ · u = ∂xiu
ϵ,juj ,

corresponds to a higher order term of order η−d/2−1, which comes necessary
with a balancing pressure term, if it is non zero. Removing these balanced
terms, this system reduces to the LU equations. This provides another way
of specifying the LU equations. However, note that this corresponds to a
restrictive form of LU as it is associated with the assumption that the noise
does not depend on the solution, which is fully allowed in the original LU
derivation based on SRTT. It is interesting to note that one transitions then
from a system that preserves helicity (SALT) to a system that conserves
energy (LU).

In the following we explore how these solutions can be complemented
through a variational formulation in which the noise component depends
now on the large scale component and constitutes a variable of the system.

3.2 Variational formulation for the noise correlation dynam-
ics with a decorrelation assumption

In this section we aim to construct a variational principle for specifying a
proper dynamics for the noise basis functions {ξi, i ∈ N}. This second varia-
tional principle will be built upon the previous variational principle leading,
for the Euler Lagrangian, to generalized stochastic Euler equations. It is im-
portant to stress out that this previous variational principle was expressed
pathwise, allowing us to characterize the large-scale dynamics. However, it
is not suitable for estimating noise correlation functions. To address this
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limitation, we must transition towards defining a variational principle ex-
pressed in expectation. Incorporating both a pathwise setting and a princi-
ple in expectation within a common general variational framework appears
challenging. From this perspective, we propose a two-stage process. First,
the dynamics of the large-scale component will be assumed to arise from a
pathwise variational principle with an action functional of the form of (13),
specified on the full regularized velocity, (10), for given Itô-Stokes drift and
time-correlated noise.

Subsequently, we will construct a variational principle for the noise corre-
lations conditionally to this large-scale dynamics. The large-scale dynamics
will, in turn, be enriched by the noise functions, which are solutions to this
conditional variational problem. This approach resembles the classical de-
composition into large scales and small scales as commonly performed in
turbulence modeling.

In the second variational principle expressed in expectation, we will need
to express all the correlations between the correlated regularized noise con-
sidered and the different large-scale components of all the functions involved.
To that end, we will need to express correlated noise expressions, tending at
the limit to Stratonovich representation, to decorrelated, Itô forms of these
noise terms. In other words, this comes back to express this second varia-
tional principle within a LU philosophy, where the small-scale components
are decorrelated in time and the transport expressed through the Itô form
of the stochastic transport operator.

More precisely, for the noise functions we will consider in the following
an action functional, S(ρ, λ, ξ) defined as:

S(ρ, λ, ξ) = E
∫ t2

t1

(
ℓ(u, ρ, ξ) +

〈
λ ,Dϵ

tρ+ ρ∇ · v
〉
L2(S)

)
dt, (31)

which relies on a regularized stochastic density transport defined as:

Dϵ
tρ+ ρ∇ · v = ∂tρ+∇ · (uρ)+∑

i

∇ ·
(
ρ(t)ξi(t)

∫ t+ϵ

t−ϵ
hϵ(t− s)dβi

s

)
= 0. (32)

This regularized transport expression involves a correlated noise that will be
shown to converge toward a Stratonovich transport expression with Stratonovich
noise σt ◦ dW ϵ

t. Let us note that for simplicity the large-scale component
of the transport, which is assumed to be provided by the first variational
principle, includes here directly the Itô-Stokes drift in its expression. This
assumption is supported by the fact that the Itô-Stokes drift is much slower
the noise components. In the following, to fully compute the correlation be-
tween the noise and the large-scale velocity component, u, we will need to
consider an equivalent regularized expression converging toward a transport
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in Itô form and involving hence an Itô regularized noise with increments
decorrelated from u(t) (where

∫ t+ϵ
t h̃ϵ(s)ds = 1):

σtW
ϵ
t =

∑
i

∫ t+ϵ

t
h̃ϵ(t− s)ξi(t)dβ

i
s. (33)

In full generality the noise correlation functions, {ξi, i ∈ N} will be assumed
to be stochastic processes of the form

dξi = µidt+
∑
j

∫ t+ϵ

t
h̃ϵ(t− s)Λi

j(t)dβ
j
s . (34)

We also notice that in the noise terms of (32) and (33) considered above,
the noise correlation functions, ξi and Λi

j , are for simplicity not regularized.
They can come outside of the convolution integral.

It can be remarked that the stochastic density transport in Stratonovich
form

D◦
tρ+ ρ∇ · v = ∂tρ+∇ ·

(
ρ(u+ σt ◦W ϵ

t)
)
= 0, (35)

reads in Itô form as

∂tρ+∇ ·
(
ρ(u+

1

2

∑
i

Λi
i) + ρσtW

ϵ
t

)
− 1

2
∇ ·

(
ξi∇ · (ξiρ)

)
= 0. (36)

Two different possibilities can then be considered. It is possible either to
work with the regularized form of the Itô transport formulation (where∫ t+ϵ
t h̃ϵ(s)ds = 1):

∂tρ+∇ · (uρ) + 1

2

∑
i

∇ · (Λi
iρ)−

1

2
∇ ·

(
ξi∇ · (ξiρ)

)
+

∑
i

∇ ·
(
ρξi(t)

) ∫ t+ϵ

t
h̃ϵ(t− s)dβi

s, (37)

or with a regularized Stratonovich transport, (32), (with
∫ t+ϵ
t−ϵ hϵ(s)ds =

1) transformed in a Itô form with a decorrelated Itô noise. As shown in
Appendix-B both options are equivalent.

As mentioned previously, for the variables (u, ρ, λ) we consider a pathwise
action functional (13), for which the associated functional derivatives, given
in (15 a,b,c), yields the Euler-Lagrange equations, (17), which provides a
large-scale momentum equation.

In order to infer a dynamics for the noise basis, we need to exhibit sup-
plementary constraints and to transition to a variational principle in ex-
pectation. All the variables, g, will be decomposed in terms of a smooth
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component and a decorrelated noise component, expressed as the sum of
correlation functions gi:

g(x, t) = ḡ(x, t) +

∫ t+ϵ

t
h̃ϵ(t− s)gi(x, t)dβ

i
s = ḡ(x, t) + gϵt(x), (38)

where the functions ḡ and gi are of finite variation.
Relying now on the regularized approximation of the transport expression

in its Itô form (with a decorrelated regularized noise, (33)), the action, (31),
considered for the noise correlation functions, is more precisely rewritten for
all j ∈ N as S(ρ̄, ρj , λ̄, λj , ξj) =

E
∫ t2

t1

(
ℓ(u, ρ, ξ) +

〈
λ ,Dϵ

tρ+ ρ∇ · v
〉
L2(S)

)
dt. (39)

The Clebsch constraint related to the density transport can be split and
rewritten as :

E
〈
λ̄ , ∂tρ̄+∇ ·

(
uρ̄+Υϵ

∑
j

ξjρj
)
+

1

2

∑
i

∇ · (Λi
iρ̄)−

1

2

∑
i

∇ ·
(
ξi∇ · (ξiρ̄)

)〉
L2(S)

+∑
j

E
〈
Υϵλj , ∂tρj +∇ ·

(
uρj + ξj ρ̄

)
+

1

2

∑
ℓ

∇ · (Λℓ
ℓρj)−

1

2

∑
ℓ

∇ ·
(
ξℓ∇ · (ξℓρj)

)〉
L2(S)

,

(40)

where Υϵ=
∫ t+ϵ
t h̃2ϵ (t− s)ds.

In the above equation, the noise decorrelation and the Itô isometry have
been used. We also recall that third order moment of Gaussian random
variables cancels. It should be noticed that the temporal derivative term on
the third line has been simplified as

E
〈
λj

∫ t+ϵ

t
h̃ϵ(t− s)dβj

s , ρj∂t

(∫ t+ϵ

t
h̃ϵ(t− s)dβj

s

)〉
L2(S)

= E
〈
λjρj ,

1

2
∂t

∫ t+ϵ

t
(h̃ϵ(t− s))2dt

〉
L2(S)

= E
〈
λjρj ,

1

2
∂tΥϵ

〉
L2(S)

= 0.

Let us recall that the noise basis functions are not regularized and the inte-
gration constant Υϵ=

∫ t+ϵ
t h̃2ϵ (t− s)ds∼Cϵ−1≫1.

Applying the least action principle and cancelling out the variational
derivatives with respect to the different variables, we obtain the following
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constraints (without summation over repeated indices):

E
〈 δℓ

δρ̄
− ∂tλ̄− u · ∇λ̄−Υϵ

∑
j

ξj · ∇λj −
1

2

∑
i

∇λ̄ ·Λi
i

− 1

2

∑
j

ξj · ∇
(
ξj · ∇λ̄

)
, δρ̄

〉
L2(S)

= 0, (41a)

E
〈 δℓ

δρj
−Υϵ∂tλj −Υϵu·∇λj −Υϵ ξj ·∇λ̄

−Υϵ
1

2

∑
ℓ

∇λj ·Λℓ
ℓ

−Υϵ
1

2

∑
ℓ

ξℓ ·∇
(
ξℓ · ∇λj

)
, δρj

〉
L2(S)

= 0, (41b)

E
〈
∂tρ̄+∇ ·

(
uρ̄+Υϵ

∑
j

ξjρj
)
+

1

2

∑
j

∇ · (Λj
j ρ̄)

− 1

2

∑
j

∇ ·
(
ξj∇ · (ξj∇ρ̄)

)
, δλ̄

〉
L2(S)

= 0, (41c)

E
〈
∂tρj +∇ ·

(
uρj + ξj ρ̄

)
+

1

2

∑
ℓ

∇ · (Λℓ
ℓρj)

− 1

2

∑
ℓ

∇ ·
(
ξℓ∇ · (ξℓρj)

)
,Υϵδλj

〉
L2(S)

= 0, , (41d)

E
〈 δℓ

δξj
−Υϵρ̄∇λj−Υϵρj∇λ̄

+
1

2

∑
i

∇·(ρ̄ξi)∇λ̄−∇(∇λ̄·ξi)ρ̄︸ ︷︷ ︸
A

+Υϵ
1

2

∑
i

(
∇·(ρjξi)∇λj−∇(∇λj ·ξi)ρj

)
︸ ︷︷ ︸

B

, δξj

〉
L2(S)

= 0, (41e)

E
〈1
2

(
ρ̄∇λ̄+Υϵ

∑
i

ρi∇λi

)
, δΛj

j

〉
L2(S)

= 0. (41f)

Taking the time derivative of (41e) we have:

E
〈
Υ−1

ϵ ∂t
( δℓ

δξj

)
− ∂tρ̄∇λj − ρ̄∇∂tλj − ∂tρj∇λ̄− ρj∇∂tλ̄

+Υ−1
ϵ

1

2
∂t

∑
i

(
∇ · (ρ̄ξi)∇λ̄−∇(∇λ̄ · ξi)ρ̄

)
+

1

2
∂t

∑
i

(
∇·(ρjξi)∇λj −∇(∇λj ·ξi)ρj

)
, δξj

〉
L2(S)

= 0.

(42)
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The expression of the temporal derivatives can now be injected in this ex-
pression to get an evolution equation of the noise correlation functions. In
the next section we infer more precisely the evolution equations associated
to specific case of the Euler equations.

3.2.1 Euler equations

As previously, the Euler pathwise action, S(u, ρ, p, λ), is defined by the L2-
kinetic energy of the whole flow, ℓ(v, ρ), together with density transport
and incompressibility constraints, (18). We complement the pathwise action
with the action in expectation S(ξi, ρ̄, ρi, p̄, pi, λ̄, λi), (39), along with an
incompressibility constraint. We consider hence the couple of actions:

S(u, ρ, p, λ) =

∫ t2

t1

(
ℓ(v, ρ)−

〈
p, ρ− 1

〉
L2(S) +

〈
Dϵ
tρ+ ρ∇ · v

〉
L2(S)

)
dt, (43)

and

S(ξi, ρ̄, ρi, p̄, pi, λ̄, λi) = E
∫ t2

t1

(
ℓ(v, ρ)−

〈
p, ρ−1

〉
L2(S)+

〈
Dϵ
tρ+ρ∇·v

〉
L2(S)

)
dt.

(44)
Let us recall that the variational derivatives of the Lagrangian with respect
to the large-scale velocity and density are

δℓ

δu
= ρv, and

δℓ

δρ
=

1

2
|v|2, (45)

while for the noise correlation functions we have

E
〈 δℓ

δξi
, δξi

〉
L2(S)= E

〈
Υϵ(ρ̄ ξj + ρju) , δξj

〉
L2(S). (46)

The pressure variables give two additional constraints:

E
〈
ρ̄− 1 , δp̄

〉
L2(S) = 0, (47a)

E
〈
Υϵρi , δpi

〉
L2(S) = 0. (47b)

With these two constraints, it comes out a constant density ρ̄ = 1 and
null correlation functions, ρj , for the noise density. From the constraints
on density transport (41c) and (41d) stem the incompressibility conditions:
∇ · u = 0,∇ · ξi = 0. Note that as a consequence of the divergence-free
condition on the noise shape functions, the function µi and Λj

i are also
divergence-free.

From the pathwise action and its associated stochastic Euler-Lagrange
equation, (17), we obtain the system of regularized stochastic Euler equa-
tions:

∂tv + (v · ∇)v = −∇
(
p− 1

2
|v|2

)
,

∇ · v = 0.

(48)
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A shown previously, this system can be approximated at the limit of small ϵ
by the LU dynamics.

As for the noise correlation functions, as ρ̄ = 1 and ρi = 0, from con-
straint (15a) and (45) we get ρ̄∇λj = ρ̄ξj and ρ̄∇λ̄ = ρ̄u. From equation
(41f), a non zero solution for u imposes Λj

i = 0, which means the basis func-
tion ξj are of finite variation. In equation (42) we insert the expression of
time derivative inferred from constraints (41a, 41b, 41c, 41d). We then keep
only terms in ρ̄, and eliminate terms in ρi, ∂tρ̄ and ∇ρ̄. We also apply the
incompressibility condition on u and ξj . Equation (42) simplifies as

E
〈
Υ−1

ϵ ∂t
( δℓ

δξi

)
− ρ̄∇∂tλi−Υ−1

ϵ

1

2
∂t

∑
j

(
∇(∇λ̄ ·ξj)ρ̄ , δξi

〉
L2(S)

= 0. (49)

Including the expressions of ∂tλj (41b):

∂tλj =
1

Υϵ

δℓ

δρj
− u ·∇λj − ξj ·∇λ̄− 1

2

∑
ℓ

ξℓ ·∇
(
ξℓ ·∇λj

)
, (50)

and as E
〈

δℓ
δρj

, δξj
〉
L2(S) = E

〈
Υϵu · ξj , δξj

〉
L2(S), we obtain finally a linear

Euler type equation for the noise functions dynamics:

∂tξi + (u · ∇)ξi + (ξi · ∇)u = −∇pϵ, (51)

where the pressure term reads

pϵ = −ξi · u+
1

2

∑
ℓ

∇ ·
(
ξℓ(ξℓ · ξi)

)
−Υ−1

ϵ

1

2

∑
j

∂t(u · ξj). (52)

We note that the last pressure term is very small, and can be neglected.
The noise functions are transported and deformed by the large-scale com-

ponents and a pressure term. The transport of the small scales by the large
scales corresponds to Kraichnan’s random sweeping hypothesis [11, 33]. This
assumption, also exploited by Tennekes [50] for turbulent boundary layer
models put forward that small eddies (i.e. much smaller than the main
energy containing eddies) are transported by an Eulerian large-scale field
without any dynamical deformation [31]. The large-scale flow involved is
not the mean flow (which would correspond to Taylor frozen turbulence
hypothesis of purely passive turbulence transport) and the absence of dy-
namical distortion ensues from missing interactions between the small scales
and large-scale component, as well as interactions between the small-scales
modes. The pressure term consists first of a forcing term depending on the
evolution of the angle between the small-scale modes and the large-scale
velocity and second, of a turbulent transport term, which is a third-order
product term of the small-scale modes’ noise. It is noticeable that this latter
term is dominant for spatially small-scale noise correlation functions.
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The pressure term can be explicitly computed or estimated in the usual
way by considering the incompressibility condition on the noise basis func-
tions ξj . More precisely, we obtain the noise pressure pϵi through the elliptic
equations:

∆pϵi = ∇ ·
(
(u · ∇)ξi + (ξi · ∇)u

)
. (53)

Note that also a further simplified equation can be settled through the Leray
projector, P, onto the space of divergence-free vectors. We get in that case:

∂tξi + P(u · ∇ξi) + P(ξi · ∇u) = 0. (54)

This equation has the advantage of not requiring any boundary condition
for the pressure term, which can often be cumbersome to set.

To sum up we obtain the following large scale Euler equation, with an
explicit expression of the small-scale component evolution.

∂tu+
(
(u− ua + uϵ) · ∇

)
u = −∇p,

∇ · u− 1

2
∇ ·∇ · a = 0,

uϵ =

∫ t+ϵ

t−ϵ
hϵ(t− s)ξi(x, t)dβ

i
s, with

∂tξi + (u · ∇)ξi + (ξi · ∇)u = −∇pϵ,

∇ · ξi = 0.

(55)

Letting ϵ → 0 we then obtain the stochastic LU system:

dtu+
(
(u∗dt+ ξi ◦ dβi) · ∇

)
u = −∇(dp− dpσ),

∇ · u−∇ · u◦
a = ∇ · ξi = 0,

∂tξi + (u · ∇)ξi + (ξi · ∇)u = −∇q.

(56)

The limit (55) → (56) can be justified rigorously (see [14, 16]). Physically,
(55) may be more interesting than (56) since it does not assume a complete
decorrelation between the small and large scales.

3.3 Ornstein-Uhlenbeck process for the regularized noise

One simple solution consists in considering an Ornstein-Uhlenbeck (OU)
process for the noise, denoted Zϵ

t in the following. In that case the regularized
noise is defined through the Ornstein-Uhlenbeck semi-group generator. A
regularized noise with an OU process reads:

uϵ = σtZ
ϵ
t =

∑
i

ξi(t)Z
ϵ,i
t =

∑
i

ξi(t)

∫ t+ϵ

t
e

1
ϵ
(t−s)dβi

s. (57)

The exponential functional does not have a compact support but this regu-
larization also fully enters within the set of the regularized noises considered
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in this work. For this noise, the dynamics of the small-scale velocity is then
given by:

dtu
ϵ = −

(∑
i

(
(u · ∇)ξi + (ξi · ∇)u+∇pϵ

)
Zϵ

tdt−

1

ϵ

∑
i

ξiZ
ϵ,i
t +

∑
i

ξidβ
i
t. (58)

In the model described above, the nonlinear small-scale self-interaction is rep-
resented by an Ornstein-Uhlenbeck process, and the dynamics of the small-
scale velocity components are governed by a linear SPDE. This approach is
similar to the scheme proposed in [37, 38], where nonlinear self-interactions
are modeled using a linear stochastic operator in the form of an Ornstein-
Uhlenbeck process, composed of a damping term and an additive noise term.
Our framework fully justifies this form, thereby validating the assumptions
made in [37, 38] regarding the representation of nonlinear self-interactions.
We remark that if the noise functions are assumed stationary (∂tξi = 0 ), we
are left with an Ornstein-Uhlenbeck process for the unresolved components
of the form:

dtu
ϵ = −1

ϵ

∑
i

ξiZ
ϵ,i
t +

∑
i

ξidβ
i
t = −1

ϵ
uϵ +

∑
i

ξidβ
i
t. (59)

Such models have been intensively used in ocean modelling and climate sci-
ence for representing intermittent small-scale boundary layer processes in
ocean-atmosphere interactions[28, 39, 46]. They have been successful in ex-
plaining the ubiquitous red spectrum of sea surface temperature [22, 28], El
Niño Southern Oscillation variability [32] as well as thermohaline circulation
variability [27] and mean current-fluctuations interactions [17]. The frame-
work derived here can be seen as a generalization of these models, in which
we provide and justify a dynamics for the noise modal functions.

4 Discussion and conclusion

This study addresses several research issues in turbulence fluid modeling,
particularly the accurate representation of multi-scale interactions, including
the influence of small-scale turbulence on large-scale ocean dynamics and
vice versa. Traditional models often rely on phenomenological or heuristic
approaches, which can lack rigor and fail to capture the complexity of these
bidirectional interactions. Here, we provide a rigorous derivation that goes
beyond these traditional methods.

One significant contribution of this work is the introduction of a stochas-
tic partial differential equation (SPDE) framework with regularized noise
terms for modeling both the large-scale velocity components and the dy-
namics of the small-scale noise terms. The random sweeping hypothesis,
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initially proposed by Kraichnan [33] and further developed by Tennekes [50]
for the atmospheric boundary layer, assumes a passive transport of small
scales by large scales. These models extend Taylor’s “frozen” turbulence
scheme, where turbulence is advected by a mean field, by incorporating ran-
domness in the transport velocity field. The coupled variational framework
proposed in this study goes further by deriving a stochastic partial differ-
ential equation (SPDE) describing the evolution of the large-scale velocity
component in tandem with the dynamics of small-scale noise terms. This
latter, consisting of a linear Euler-type equation, justifies the description of
small-scale dynamics through large-scale random advection as proposed in
Kraichnan’s sweeping hypothesis. However, it also incorporates additional
deformation terms associated with pressure and stretching.

Our approach also relates to the MTV model [37, 38] for stochastic cli-
mate modeling and simpler models where noise modal functions are sta-
tionary, aligning then with Hasselmann’s 1976 model [28]. By proposing a
formal variational principle, we provide a systematic method to derive gov-
erning equations for both large-scale flows and their stochastic perturbations,
potentially leading to more accurate and reliable models.

To our knowledge, this is the very first time a formal principle is pro-
posed to derive a stochastic dynamics with an explicit evolution for the
small-scale component. Future works will focus on extending this frame-
work to the primitive equations, fundamental in describing ocean dynamics,
and to wave-current interactions. This extension is crucial for accurately
modeling coastal dynamics, energy dissipation, and nutrient mixing, which
are inherently complex due to small-scale features and nonlinear wave inter-
actions.

Overall, our approach bridges a critical gap in the large-scale modeling of
turbulent flows, setting the stage for future research that could lead to more
accurate predictions by inherently accounting for uncertainties associated
with unresolved small-scale nonlinear phenomena.

In future studies, we will undertake a mathematical analysis of the pro-
posed stochastic coupled system with additional friction terms, transforming
it into a coupled Navier-Stokes system. The goal will be to demonstrate the
existence of (probabilistic) weak solutions, similar to the approach used for
the large-scale Navier-Stokes LU equation [15].
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A Quadratic (co-)variation

In stochastic calculus, quadratic covariation (or cross-variance) of two real-
valued processes X and Y play a fundamental role. Quadratic variation is a
bounded variation process defined as:

⟨X,Y ⟩t = lim
n→0

pn∑
i=1

(Xn
i −Xn

i−1)(Y
n
i − Y n

i−1), (60)

where 0 = tn0 < tn1 < · · · < tnpn = t is a partition of the interval [0, t] and this
limit, if it exists, is defined in the sense of convergence in probability.

Assuming that X and Y are two real-valued continuous semimartingales,
defined as Xt = X0+At+Mt, Yt = Y0+Bt+Nt with M,N martingales and
A,B finite variation processes, then their quadratic covariation (60) exists,
and is given by

⟨X,Y ⟩t = ⟨M,N⟩t. (61)

In particular, the quadratic variation of a standard Brownian motion B (as
a martingale) is given by ⟨B⟩t = t, the quadratic variation of two bounded
variation processes f , and g (such as deterministic functions) can be shown
to be zero (⟨f, g⟩t = 0), as well as the covariation between a martingale and
a bounded variation process (⟨f,M⟩t = 0).

The quadratic (co-)variations play an important role in the Itô calculus
and its generalization of the chain rule. In particular, they are involved in
the Itô integration by parts formula:

d(XY ) = XdY + Y dX + d⟨X,Y ⟩t. (62)

The quadratic variation of the Itô integrals of two adapted processes with
respect to martingale, M and N , respectively, is provided by the following
important formula:〈∫ ·

0
ΘsdMs ,

∫ ·

0
Θ′

sdNs

〉
t

=

∫ t

0
ΘsΘ

′
sd⟨M,N⟩t (63)

This property is involved in the Itô isometry, enabling to express the covari-
ance of two Itô integrals:

E
[( ∫ t

0
fdMs

)( ∫ t

0
gdNs

)]
= E

[ ∫ t

0
fg d⟨M,N⟩s

]
, (64)

where f and g are two adapted processes such that
∫ t
0 f

2d⟨M,M⟩s and∫ t
0 g

2d⟨N,N⟩s are integrable.
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B Itô form of the density transport with a regular-
ized correlated noise

In this appendix we show that the density transport with regularized corre-
lated noise term (i.e. of Stratonovich type)

Dϵ
tρ+ ρ∇ · v = ∂tρ+∇ · (uρ)+∑

i

∇ ·
(
ρ(t)ξi(t)

∫ t+ϵ

t−ϵ
hϵ(t− s)dβi

s

)
= 0, (65)

up to negligible terms, reads as

∂tρ+∇ · (uρ) + 1

2

∑
i

∇ · (Λi
iρ)−

1

2
∇ ·

(
ξi∇ · (ξiρ)

)
+

∑
i

∇ ·
(
ρξi(t)

) ∫ t+ϵ

t
h̃ϵ(t− s)dβi

s, (66)

for (Itô type) regularized noise with increments decorrelated from u(t):

σtW
ϵ
t =

∑
i

∫ t+ϵ

t
h̃ϵ(t− s)ξi(t)dβ

i
s, (67)

where the functions, {ξi, i ∈ N} are defined in full generality as stochastic
processes of the form

dξi = µidt+
∑
j

∫ t+ϵ

t
h̃ϵ(t− s)Λi

j(t)dβ
j
s . (68)

More precisely, we show below that the following approximation holds

Dϵ
tρ+ ρ∇ · v ≈ D̃ϵ

tρ+ ρ∇ · v, (69)

where the approximated density transport D̃ϵ
tρ+ ρ∇ · v reads

dtρ+∇ · (uρ)dt+ 1

2

∑
ij

∇· (Λj
i b

ϵ
ijρ)dt

− 1

2

∑
ij

∇·
(
δϵijξi∇·(ξjρ)

)
dt+

∑
i

∇·(ξiρ)
∫ t+ϵ

t
h̃ϵ(t− s)dβi

s, (70)

with δϵij(t)
a.s−→ 1

2δij and bϵij
a.s−→ 1

2δij and consequently

Dϵ
t ≈ D̃ϵ

t and lim
ϵ→0

D̃ϵ
t −→ Dt. (71)
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In order to show this, the noise term in (65) is written for each i as:∫ T

0

(
∇ ·

(
ξi(t)ρ(t)

) ∫ t+ϵ

t−ϵ
hϵ(t− s)dβi

s

)
dt =∫ T

0

(
∇ ·

(
ξi(t)ρ(t)

) ∫ t+ϵ

t
hϵ(t− s)dβi

s

)
dt︸ ︷︷ ︸

A1

+

∫ T

0

((
∇ ·

(
ξi(t− ϵ)ρ(t− ϵ)

) ∫ t

t−ϵ
hϵ(t− s)dβi

s

)
dt︸ ︷︷ ︸

A2

+

∫ T

0

(
∇ ·

(
ξi(t)ρ(t)− ξi(t− ϵ)ρ(t− ϵ)

) ∫ t

t−ϵ
hϵ(t− s)dβi

s

)
dt︸ ︷︷ ︸

B

. (72)

The two first term A = A1+A2 on the right-hand side can be approximated
as:

A ≈
∫ T

0
∇ ·

(
ξi(t)ρ(t)

) ∫ t+ϵ

t

(
hϵ(t− s) + hϵ(t+ ϵ− s)

)︸ ︷︷ ︸
h̃ϵ(t−s)

dβi
sdt, (73)

which corresponds to a smoothing of the Itô integral, with kernel, h̃ϵ, such
that

∫ ϵ
0 h̃ϵ = 1 . The second right-hand side term of (72), is written B =

B1 +B2 with

B1 =

∫ T

0

(
∇ ·

(
ξi(t)

(
ρ(t)− ρ(t− ϵ)

)) ∫ t

t−ϵ
hϵ(t− s)dβi

s

)
dt (74)

≈ −
∫ T

0

(
∇ ·

(
ξi(t)

∫ t

t−ϵ

[∑
j

(∫ s+ϵ

s−ϵ
hϵ(s− r)dβj

r

)
∇ ·

(
ξj(s)ρ(s)

)]
ds

)∫ t

t−ϵ
hϵ(t− τ)dβi

τ

)
dt (75)

≈ −
∑
j

∫ T

0

(∫ t

t−ϵ

∫ s+ϵ

s−ϵ
hϵ(s− r)dβj

rds

∇ ·
(
ξi(t)∇ ·

(
ξj(t)ρ(t)

)) ∫ t

t−ϵ
hϵ(t− τ)dβi

τ

)
dt (76)

≈ −
∑
j

∫ T

0
δϵij(t)∇ ·

(
ξj(t)∇ ·

(
ξi(t)ρ(t)

))
dt = B̃1, (77)

where

δϵij(t) =

∫ t

t−ϵ

∫ s+ϵ

s−ϵ
hϵ(s− r)dβj

rds

∫ t

t−ϵ
hϵ(t− τ)dβi

τ
a.s−→ 1

2
δij , (78)
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and hence
B̃1

a.s−→ −1

2
∇ ·

(
ξi∇ · (ξiρ)

)
. (79)

The other term B2 is

B2 =

∫ T

0

[
∇·

((
ξi(t)− ξi(t− ϵ)

)
ρ(t− ϵ)

)∫ t

t−ϵ
hϵ(t− s)dβi

s

]
dt (80)

≈
∫ T

0

[
∇·

(∑
j

∫ t

t−ϵ
hϵ(t− s)Λi

j(t)dβ
j
s ρ(t− ϵ)

)∫ t

t−ϵ
hϵ(t− s)dβi

s

]
dt (81)

≈
∑
j

∫ T

0
∇·

(
Λi

j(t)ρ(t)
)(∫ t+ϵ

t
(hϵ(t− s)dβj

s

)∫ t+ϵ

t
hϵ(t+ ϵ− s)dβi

s︸ ︷︷ ︸
bϵij(t)

dt (82)

≈
∑
j

∫ T

0
bϵij(t)∇ ·

(
Λi

jρ(t)
)
dt, (83)

with
bϵij

a.s−→ 1

2
δij . (84)

The approximation of density transport Dϵ
tρ+ ρ∇ · v reads thus as:

dtρ+∇ · (uρ)dt+ 1

2

∑
ij

∇ · (Λj
i b

ϵ
ijρ)dt

− 1

2

∑
ij

∇ ·
(
δϵijξi∇ · (ξjρ)

)
dt

+
∑
i

∇ · (ξiρ)
∫ t+ϵ

t
h̃ϵ(t− s)dβi

s.

(85)

and we have consequently:

Dϵ
t ≈ D̃ϵ

t and lim
ϵ→0

D̃ϵ
t −→ Dt. (86)
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