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Abstract

In the present paper a beam, part of a box girder bridge, modeled through
Generalized Beam Theory is studied. In particular, vibrations are controlled
by using a Nonlinear Energy Sink for di�erent types of external loads. The
objective is to combine this re�ned theory, which enables to consider inter-
esting aspects of Thin-Walled Beams, with the concept of vibrations control
through nonlinear devices, to take into account real scenarios where the use
of classical beam theories and linear dampers could not be su�cient. The
fundamental aspects of Generalized Beam Theory are �rst introduced, iden-
tifying its two main phases, cross-section analysis and member analysis, then
Complexi�cation Averaging and Multiple Scales Method are used to study
the nonlinear problem, where the nonlinearity is represented by the cubic
sti�ness of the Nonlinear Energy Sink. Di�erent load conditions are investi-
gated, including earthquake and moving loads, and it is found that energy
is correctly transferred from the beam to the device and, thanks to General-
ized Beam Theory, vibrations due to resonant loads, with frequencies which
cannot be found with classical beam theories, can be reduced. It is found
that the use of a Nonlinear Energy Sink on a Thin-Walled Beam allows to
reduce the vibrations even for complex loading cases, and GBT appears to
be a very valuable tool in assessing this aspect. Results obtained in this
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paper, after proper optimization and experimental validation, could help the
implementation of Nonlinear Energy Sinks on real bridge decks.

Keywords:

Nonlinear energy sink, Generalized beam theory, Passive vibration control,
Analytical solution

1. Introduction

Passive vibration control of civil engineering structures is a central and
actual topic that involves more and more researchers. Its roots can be found
in the pioneering patent of Frahm [1] which, after its publication, led to the
spread of linear devices called Tuned Mass Dampers (TMD) [2�8]. The TMD
is e�cient at a narrow frequency width, i.e. around the tuned frequency, but
it loses its e�ciency elsewhere and moreover its mass can be quite big, which
can result in a practical problem. Roberson [9] has been one of the �rst to
extend the concept of passive vibrations control to nonlinear devices, using
a spring with a linear and a cubic term, paving the way to other nonlinear
systems. As a consequence, an evolution of those systems started in last two
decades, through the use of nonlinear devices, mainly Nonlinear Energy Sinks
(NES) especially with cubic nonlinearity [10�16]. Their main characteristics,
that distinguish them from TMDs are the low weight with respect to the
main mass and the nonlinear (and nonlinearizable) sti�ness, which enables
them to control a wide range of frequencies; moreover, as TMDs, they are
also equipped with a damper, which enables them to dissipate the energy
which is transferred in one way from the main structure to the NES [17]. In
the literature, large emphasis has been given to NESs with cubic nonlinearity,
but other types of devices, like non-smooth NES, vibro-impact NES, rotary
NES, NES with nonlinear damping and others have been considered too [18�
26]. Even if the majority of works focuses on discrete systems, signi�cant
contributions about continuous systems can also be found such as for beams
and cables [27�31].

The dynamical behavior of the main structure coupled to the NES can
be analytically addressed in di�erent ways: among them, the most dif-
fused methods are Complexi�cation Averaging (CXA) with Multiple Scales
Method (MSM) [32�34] and the Multiple Scales/Harmonic Balance Method
(MSHBM) [35, 36].

In this work, the main structure to be controlled by the NES is a beam,
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which is modeled through Generalized Beam Theory (GBT), an analytical
formulation speci�cally developed to solve problems related to Thin-Walled
Beams (TWB), to take into account fundamental aspects, e.g. the deforma-
tion of the cross-section in its own plane and out-of plane. The primordial
idea is traced back to the work of Schardt in 1966 [37], but a great impulse
was given in 90's with his contribute and that of other authors among which
Davies and Leach [38�40]. Since then, works based on GBT rapidly grew
up in number, facing a wide spectrum of problems. Among them those re-
alized by Silvestre, Camotim et al. deserve a special mention: see [41�45]
and related bibliography. In the meanwhile, Luongo et al. [46, 47] devel-
oped an alternative procedure to perform the �rst phase of GBT, namely
the cross-section analysis, proposing the so called GBT-D. It has been used
by the authors in [48] to compare the static and free dynamic responses of
a beam modeled through GBT with the ones obtained from experimental
results, showing that the model is able to capture the real beam behaviors.
Moreover, in that work an Euler-Bernoulli model has been used too, high-
lighting that it cannot correctly predict the behavior of the box-girder beam,
even for static loads.

The use of GBT in this work is motivated by the shape of the beam
cross-section and by the necessity of considering di�erent types of loads with
di�erent frequencies, which can excite certain vibration modes having tor-
sional or local nature, that cannot be identi�ed with simple beam theories
like Euler-Bernoulli or Timoshenko ones. In addition, a classical beam theory
cannot take into account the deformation of the cross-section in and out-of
plane which can be a crucial aspect for some load cases.

On the other side, it is shown that using a nonlinear device like a NES
for vibration control, rather than a linear one, vibrations amplitude can be
e�ectively reduced in a wide range of frequencies, with the same NES in a
very e�ective way.

The paper is organized as follows. In Sect. 2 the fundamental concepts of
GBT are introduced with main equations, then in Sect. 3 the NES is added
and the nonlinear problem is explained in detail at fast and slow time scales.
In Sect. 4 di�erent types of loads are introduced and in Sect. 5 results are
reported. Conclusions and future perspectives are resumed in Sect. 6.
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2. Analytical model

The system under analysis is constituted by a simply supported elas-
tic beam having initial length L and boxed cross-section (see Fig. 1). It is
representative of the generic span of a simply supported bridge, where the
deformation e�ect of the pillars is assumed negligible and the spans are in-
dependent. The model tries to portray a real existing pre-stressed reinforced
concrete beam despite some hypotheses made in the modelization and in the
choice of some parameters.

A brief description of modeling according to the GBT-D technique is given
here, while more details can be found in [46, 47]. The displacement �eld is
written as a linear combination of pre-determined �deformation modes� of the
cross-section, depending on its curvilinear abscissa, and unknown �amplitude
functions�, depending on the axial coordinate and time. In this way a TWB
can be studied in a simpli�ed manner, without losing its typical features.

GBT is made of two main phases: (i) the cross-section analysis, which
is the distinctive feature of the procedure, where the deformation modes are
determined (more details can be found in Sect. 2.1) and (ii) the member-
analysis, where the equilibrium equations are solved with respect to the am-
plitude functions, thus getting the displacement �eld of the beam (more
details can be found in Sect. 2.2). Both of these phases are essential: the
�rst one to correctly model the deformation of the cross-section, the sec-
ond one to solve the problem, thus �nding the solution. Deformation modes
can be classi�ed in accordance with GBT-D as: (i) conventional: with the
Vlasov's hypotheses of membrane inextensibility in the tangential direction
and membrane shear indeformability (among these modes another subdivi-
sion can be made into rigid, distortional and local), (ii) extensional: where
the hypothesis of membrane inextensibility is released and (iii) shear or warp-
ing: particularly important for short beams.

u(s,z,t)

v(s,z,t)

w(s,z,t)

es

ey

ez s

y

z

Figure 1: Cross-section with displacement �eld

With reference to Fig. 1, s, y and z are the tangential, transversal and ax-
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ial coordinate of every element making up the section, and u(s, z, t), v(s, z, t)
and w(s, z, t) are the displacement components in the respective directions.
Using the aforementioned combination of conventional deformation modes
U(s), V(s) and Ω(s) (the �rst two terms are non-dimensional, the third has
dimension of a length) with amplitude functions φ(z, t) (with dimension of
a length), the displacement �eld is the following (all previous are nd column
vector functions, where nd is the number of chosen deformation modes):
u(s, z, t) = UT (s)φ(z, t)

v(s, z, t) = VT (s)φ(z, t)

w(s, z, t) = ΩT (s)φ′(z, t)

(1)

where the �rst derivative on φ(z, t) is due to the hypothesis of membrane
shear indeformability. Then, the strain �eld (with axial ε and shear γ strains),
with membrane (superscript m) and �exural (superscript f) components, is
written as:
εms
εmz
γm
zs

εfs
εfz
γf
zs

 =


u,s

w,z

u,z + w,s

−yv,ss
−yv,zz
−2yv,sz

 =


U′Tφ
ΩTφ′′

(UT +Ω′T )φ′

−yV′′Tφ
−yVTφ′′

−2yV′Tφ′

 (2)

Considering a linear elastic behavior, the active plane stress vector is written
as follows, where E is Young modulus, G is shear modulus, ν is Poisson's
ratio, σ and τ are the axial and shear stress respectively.


σm
s

σm
z

τmzs
σf
s

σf
z

τ fzs

 =



E 0 0 0 0 0
0 E 0 0 0 0
0 0 G 0 0 0

0 0 0
E

1− ν2

νE

1− ν2
0

0 0 0
νE

1− ν2

E

1− ν2
0

0 0 0 0 0 G




εms
εmz
γm
zs

εfs
εfz
γf
zs

 (3)

Since only conventional deformation modes are kept, εms = 0 and γm
zs = 0

or γm
zs = const on closed loops. Using Hamilton's Principle, in the general
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dynamical case, the following equilibrium equation with boundary conditions
is obtained:

Mφ̈(z, t)−QM
ΩΩφ̈

′′(z, t) + (Cf +Ca
ΩΩ)φ

′′′′(z, t)

+ (Df +Df T −Ds
ΩΩ −Dt)φ′′(z, t) +Bfφ(z, t)

= pΩ(z, t) (4)

δφ′T (z, t)[(Cf +Ca
ΩΩ)φ

′′(z, t) +Dfφ(z, t)]|L0 = 0 ∀t (5)

δφT (z, t)[−QM
ΩΩφ̈

′(z, t) + (Cf +Ca
ΩΩ)φ

′′′(z, t)

+ (Df −Ds
ΩΩ −Dt)φ′(z, t)]|L0 = 0 ∀t (6)

The symmetric nd mass and sti�ness matrices (M, QM
ΩΩ, C

f , . . .) written in
Eqs. (4-6) are the following, where m is mass per unit area and h is thickness
along y. Moreover, pΩ is the load vector in the general case of forces per unit
area applied in all three directions:

M =

∫
s

m(UUT +VVT )ds, QM
ΩΩ =

∫
s

mΩΩTds (7)

Cf =

∫
s

Eh3

12(1− ν2)
VVTds, Ca

ΩΩ =

∫
s

EhΩΩTds (8)

Ds
ΩΩ =

∫
s

Gh(Ω′T +UT )T (Ω′T +UT )ds (9)

Df =

∫
s

νEh3

12(1− ν2)
VV′′Tds, Dt =

∫
s

Gh3

3
V′V′Tds (10)

Bf =

∫
s

Eh3

12(1− ν2)
V′′V′′Tds (11)

pΩ =

∫
s

(fsU+ fyV − f ′
zΩ) ds (12)
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2.1. Cross-section analysis

Cross-section analysis is a crucial step of GBT, as it involves the deter-
mination of deformation modes of the cross-section which a�ects the quality
of the response. A full detailed explanation of how it is performed in the
framework of GBT-D can be found in [47]; main features are here resumed.
Basically, to �nd conventional modes, the free dynamics problem of the ex-
ternally unrestrained cross-section (in the plane orthogonal to z) has to be
studied, which implies, in the order, the following steps:

(i) The cross-section is discretized in �nite elements (FE) by introducing
intermediate nodes, each of which has 3 degrees of freedom (two trans-
lations and one rotation). The classical sti�ness and mass matrices of
each element are built and then assembled to get those of the entire
cross-section.

(ii) The internal restraint of membrane inextensibility is applied and the
dynamical eigenvalue problem with reduced matrices is solved. Since
no external restraint exists, 3 zero eigenvalues are found and the cor-
responding eigenvectors (nodal dofs) represent rigid modes (two trans-
lation and one rotation in the plane). The tangential and transversal
components of deformation modes U(s) and V(s) are obtained from
nodal displacements through linear and cubic interpolation functions,
respectively.

(iii) Making use of membrane shear indeformability hypothesis, the longi-
tudinal components of deformation modes Ω(s) are also found, directly
related to U(s). To get the complete set of conventional deformation
modes, a fourth rigid mode, representing translation along z, has to be
added (this is normally obtained as the �rst of shear or warping modes,
not considered in this work).

Some of cross-section deformation modes are shown in Fig. 2 in terms of
displacements in the plane of the cross-section (labeled as U(s), V(s)) and
along the beam axis (labeled as Ω(s)).

2.2. Member analysis

Member analysis, i.e. resolution of equilibrium Eqs. (4-6) to �nd the un-
knowns φ(z, t) can be performed either analytically or numerically, e.g. us-
ing �nite elements for the latter. In the case of a simply supported beam,
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Mode 1 - U(s),V(s) Mode 1 - (s) Mode 2 - U(s),V(s) Mode 2 - (s)

Mode 3 - U(s),V(s) Mode 3 - (s) Mode 4 - U(s),V(s) Mode 4 - (s)

Mode 5 - U(s),V(s) Mode 5 - (s) Mode 6 - U(s),V(s) Mode 6 - (s)

Mode 7 - U(s),V(s) Mode 7 - (s) Mode 8 - U(s),V(s) Mode 8 - (s)

1

Figure 2: First conventional deformation modes with in-plane and out-of plane
components

as in the present work, it has been shown in [49] that an analytical solution
is possible, both for free and forced dynamics. The analytical solution in
free dynamics, i.e. natural frequencies and vibration modes, is here resumed,
since it will be used in the following. Considering the jth vibration mode, free
dynamics equation with boundary conditions representing simply supported
beam, derived from Eqs. (4-6), are:

Mφ̈j(z, t)−QM
ΩΩφ̈

′′
j (z, t) + (Cf +Ca

ΩΩ)φ
′′′′
j (z, t)

+ (Df +Df T −Ds
ΩΩ −Dt)φ′′

j (z, t) +Bfφj(z, t) = 0 (13)

[(Cf +Ca
ΩΩ)φ

′′
j (z, t) +Dfφj(z, t)]|L0 = 0 ∀t (14)

φj(z, t)|L0 = 0 ∀t (15)

where the jth amplitude function can be written separating space and time
as:

φj(z, t) = Φj(z)Yj(t) (16)

where Φj(z) is the column vector of dimension nd representing the j
th vibra-

tion mode, while Yj(t) is the modal coordinate. As a consequence, Eq. (13)
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can be split into the following (ωj being the j
th angular frequency in rad/s):

Ÿj(t) + ω2
jYj(t) = 0 (17)

(Cf +Ca
ΩΩ)Φ

′′′′
j (z) + (Df +Df T −Ds

ΩΩ −Dt)Φ′′
j (z)

+BfΦj(z)− ω2
j

(
MΦj(z)−QM

ΩΩΦ
′′
j (z)

)
= 0 (18)

The goal is to analytically solve Eq. (18) to �nd natural frequencies and
vibration modes. To do that, it can be observed that a solution that satis�es
boundary conditions (5),(6) is:

Φj(z) = Θj sin
(njπz

L

)
(19)

whereΘj and nj are the magnitude and the longitudinal half-wave number of
the jth vibration mode, respectively. The magnitudes, as well as the squared
angular frequencies ω2

j , are determined substituting Eq. (19) into Eq. (18),
thus obtaining a problem like:(
Kj − ω2

jMj

)
Θj = 0 (20)

where the sti�ness and mass matrices are:

Kj = (Cf +Ca
ΩΩ)

(njπ

L

)4

− (Df +Df T −Ds
ΩΩ −Dt)

(njπ

L

)2

+Bf (21)

Mj = M+QM
ΩΩ

(njπ

L

)2

(22)

Solving the eigenvalue problem (20), the total number of vibration modes is
nv = nd×Nj with Nj maximum half-wave number considered; some of them
are showed in Fig. 3.

It can be proved, following classical steps (projection on a generic vibra-
tion mode Φh(z)), that orthogonality with respect to the mass and sti�ness
operators exists among all found vibration modes. This means that, in the
generic case where a dynamical force acts on the beam, uncoupled equa-
tions can be solved for every vibration mode and their contribution summed,
retaining only a limited number of modes:

φ(z, t) =
nv∑
j=1

Φj(z)Yj(t) = Φ(z)Y(t) (23)
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where Φ(z) is a nd × nv matrix function where each row corresponds to a
deformation mode and each column to a vibration mode, while Y(t) is a nv

column vector function, where each row is the time response of a vibration
mode to a given load. As a consequence, substituting Eq. (23) inside Eq. (1),
the transversal displacement becomes:

v(s, z, t) = VT (s)Φ(z)Y(t)

=
(
V1(s) . . . Vnd

(s)
) Φ11(z) . . . Φ1nv(z)

...
. . .

...
Φnd1(z) . . . Φndnv(z)


 Y1(t)

...
Ynv(t)

 (24)

This representation emphasizes the di�erence between deformation modes
and vibration modes and highlights the possibility to choose an arbitrary
number of each of them.

(a) (b)

(c) (d)

Figure 3: Some of the nv vibration modes. (a) nj = 1: Φ1, (b) nj = 1: Φ5; (c) nj = 2:
Φ12; (d) nj = 3: Φ26

3. Nonlinear problem

In this Section, a NES is added to the beam, with the objective of con-
trolling vibrations due to di�erent types of loads.
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3.1. Formulation

The NES is shown in Fig. 4 together with a sketch of the simply supported
beam representing the longitudinal direction of the bridge, where mN , kN
and cN are the mass, cubic sti�ness and damping of the NES respectively,
zN being its position along the beam axis and yN(t) its absolute vertical
displacement.

z=0
z=LkN cN

mN

u(s,z,t)
v(s,z,t)

w(s,z,t)

zN

yN(t)

Figure 4: Scheme of the beam coupled with NES

Equilibrium equations of the undamped beam with the attached NES can
be written as follows, where all symbols have been explained before:

Mφ̈(z, t)−QM
ΩΩφ̈

′′(z, t) + (Cf +Ca
ΩΩ)φ

′′′′(z, t)

+ (Df +Df T −Ds
ΩΩ −Dt)φ′′(z, t) +Bfφ(z, t)

+V(sN)[kN(V
T (sN)φ(z, t)− yN(t))

3

+ cN(V
T (sN)φ̇(z, t)− ẏN(t))]δ(z − zN) = pΩ(z, t) (25)

mN ÿN(t)− [kN(V
T (sN)φ(zN , t)− yN(t))

3

+ cN(V
T (sN)φ̇(zN , t)− ẏN(t))] = 0 (26)

δ(z−zN) is the Dirac function, which provides the position of the NES along
the beam. Since the goal is to study a 1:1 resonance and internal resonances
are not considered, it can be assumed that the response of the system is
dominated by its jth vibration mode, i.e. φ(z, t) = Φj(z)Yj(t) and Eq. (25)
is projected on it. Furthermore, at this point damping is added to the beam
as Cj = 2ξjMjωj where ξj is modal damping coe�cient.

MjŸj(t) + CjẎj(t) +KjYj(t)

+ΦT
j (zN)V(sN)[kN(V

T (sN)Φj(zN)Yj(t)− yN(t))
3

+ cN(V
T (sN)Φj(zN)Ẏj(t)− ẏN(t))] =

∫ L

0

ΦT
j (z)pΩ(z, t)dz (27)
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mN ÿN(t)− [kN(V
T (sN)Φj(zN)Yj(t)− yN(t))

3

+ cN(V
T (sN)Φj(zN)Ẏj(t)− ẏN(t))] = 0 (28)

where mass and sti�ness terms are:

Mj =

∫ L

0

ΦT
j (z)[MΦj(z)−QM

ΩΩΦ
′′
j (z)]dz (29)

Kj =

∫ L

0

ΦT
j (z)[(C

f +Ca
ΩΩ)Φ

′′′′
j (z)

+ (Df +Df T −Ds
ΩΩ −Dt)Φ′′

j (z) +BfΦj(z)]dz (30)

Non-dimensional parameters are introduced as follows:

z̃ =
z

b1
, τ = ωjt, ỹN(τ) =

yN(t)

b1
(31)

εk̃N =
kNb

2
1

Kj

, εc̃N =
cNωj

Kj

, εĈj = 2ξj (32)

Ṽ(s̃N) = V(sN), Φ̃j(z̃N) = Φj(zN), Ỹj(τ) =
Yj(t)

b1
(33)

εΓ =
1

Mjω2
j b1

∫ L

0

ΦT
j (z)pΩ(z, t)dz (34)

where b1 is a characteristic length of the beam and ε is a small non-dimensional
parameter accounting for the ratio between the mass of the NES and that of
the beam to be controlled as:

0 < ε =
mN

Mj

≪ 1 (35)

Putting non-dimensional variables into Eqs. (27-28), they become the follow-

ing, where (̇) = d/dτ :

¨̃Yj(τ) + εĈj
˙̃Yj(τ) + Ỹj(τ)

+ Φ̃T
j (z̃N)Ṽ(s̃N)[εk̃N(Ṽ

T (s̃N)Φ̃j(z̃N)Ỹj(τ)− ỹN(τ))
3

+ εc̃N(Ṽ
T (s̃N)Φ̃j(z̃N)

˙̃Yj(τ)− ˙̃yN(τ))] = εΓ (36)
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ε¨̃yN(τ)− [εk̃N(Ṽ
T (s̃N)Φ̃j(z̃N)Ỹj(τ)− ỹN(τ))

3

+ εc̃N(Ṽ
T (s̃N)Φ̃j(z̃N)

˙̃Yj(τ)− ˙̃yN(τ))] = 0 (37)

Equations are rearranged introducing new variables representing the relative
displacement a between the beam and the NES, in the point where the NES
is attached, and a quantity r which represents the displacement of the center
of mass of the coupled system as:(
a
r

)
=

[
ṼT (s̃N)Φ̃j(z̃N) −1

1 ε

](
Ỹj

ỹN

)
(38)

So, equilibrium equations are rewritten, with χj = Φ̃T
j (z̃N)Ṽ(s̃N) and D =

1 + εχj, as:

r̈ +
εĈj

D
(εȧ+ ṙ) +

1

D
(εa+ r) + εk̃N (χj − 1) a3

+ εc̃N (χj − 1) ȧ = εΓ (39)

ä+
εχjĈj

D
(εȧ+ ṙ) +

χj

D
(εa+ r) + k̃N

(
εχ2

j + 1
)
a3

+ c̃N
(
εχ2

j + 1
)
ȧ = εχjΓ (40)

In the spirit of the Complexi�cation Averaging Method, complex variables
β1, β2 by Manevitch [32] are introduced (i is the imaginary unit):{
β1e

iΩτ = ṙ + iΩr

β2e
iΩτ = ȧ+ iΩa

(41)

At this point, since the goal is to solve the problem through Multiple Scales
Method [33], di�erent time scales are introduced and complex variables are
rewritten as:

βj(τ) = βj(τ0, τ1, . . .), τi = εiτ, i = 1, 2 (42)

and applying Galerkin's method, using ()∗ to denote complex conjugate of a
variable, only harmonic of frequency Ω is kept, i.e.:

x(β1, β2, β
∗
1 , β

∗
2) =

Ω

2π

∫ 2π

Ω

0

X(β1, β2, β
∗
1 , β

∗
2)e

−iΩτdτ (43)
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The hypothesis, to be proved, is that variables βj do not depend on the
fast time scale τ0 = τ (or system will be studied at the in�nity of fast time
scale, i.e. for τ0 → ∞). As a consequence, equilibrium equations are �nally
rewritten as:

β̇1 +
iΩ

2
β1 +

εĈj

2D
(β1 + εβ2) +

1

2iΩD
(β1 + εβ2)

+
3

8iΩ3
εk̃N (χj − 1) β2

2β
∗
2 +

1

2
εc̃N (χj − 1) β2

=
Ω

2π

∫ 2π

Ω

0

εΓe−iΩτdτ (44)

β̇2 +
iΩ

2
β2 +

εχjĈj

2D
(β1 + εβ2) +

χj

2iΩD
(β1 + εβ2)

+
3

8iΩ3
k̃N

(
εχ2

j + 1
)
β2
2β

∗
2 +

1

2
c̃N

(
εχ2

j + 1
)
β2

=
Ω

2π

∫ 2π

Ω

0

εχjΓe
−iΩτdτ (45)

where the derivative with respect to non-dimensional time is:

d(..)

dτ
=

∂(...)

∂τ0
+ ε

∂(...)

∂τ1
+ ε2

∂(...)

∂τ2
+ . . . = d0 + εd1 + ε2d2 + . . . (46)

As a consequence of the introduction of multiple scales, the system behavior
is studied at di�erent orders of ε, i.e. at di�erent scales of time, with the
higher orders ε being corrections to the lower order ones. Moreover, to study
the system around a 1:1 resonance, it should be set:

Ω = ΩF/ωj = 1 + εσ (47)

where ΩF is the angular frequency of the external load and σ is a detuning
parameter that permits to study the system near the resonance. Collecting
all terms at the same order of ε until ε1 leads to:

order ε0 : d0β1 +
i

2
β1 +

1

2iD
β1 = 0 (48)
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d0β2 +
i

2
β2 +

χj

2iD
β1 +

3

8i
k̃Nβ

2
2β

∗
2 +

1

2
c̃Nβ2 = 0 (49)

order ε1 : d1β1 +
iσ

2
β1 +

Ĉj

2D
β1 +

1

2iD
(β2 − σβ1)

+
3

8i
k̃N (χj − 1) β2

2β
∗
2 +

1

2
c̃N (χj − 1) β2 =

Ω

2π

∫ 2π

Ω

0

Γe−iΩτdτ (50)

d1β2 +
iσ

2
β2 +

χjĈj

2D
β1 +

χj

2iD
(β2 − σβ1)

+
3

8i
k̃N

(
χ2
j − 3σ

)
β2
2β

∗
2 +

1

2
c̃Nχ

2
jβ2 =

Ω

2π

∫ 2π

Ω

0

χjΓe
−iΩτdτ (51)

3.2. Fast time scale

Starting from Eq. (48), since D ≈ 1, it results that d0β1 = 0, which means
that β1 is independent of fast time τ0 in accordance to the hypothesis made
before. About Eq. (49), an asymptotic state is searched for τ0 → ∞, so that
d0β2 = 0: this means �nding the equilibrium (�xed) points of the system.
Doing that, the following equation is obtained:

S(β1, β2, β
∗
1 , β

∗
2) =

χj

2i
β1 −

1

2i
β2 +

3

8i
k̃Nβ

2
2β

∗
2 +

1

2
c̃Nβ2 = 0 (52)

This is the equation of the Slow Invariant Manifold (SIM), a topological
manifold, invariant under the action of a dynamical system [50, 51]. To
study it, complex variables are written in polar form as:

βj = Nje
iδj , j = 1, 2 (53)

where Nj ∈ R+, δj ∈ R. Putting Eq. (53) into Eq. (52), the SIM in the real
domain is obtained, thus �nding the searched equilibrium points:

N1 =
N2

χj

√
c̃2N +

(
1− 3

4
k̃NN2

2

)2

(54)
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To trace stable and unstable zones of the SIM, a small linear perturbation
|∆β2| ≪ |β2| is applied to β2, i.e. β2 → β2+∆β2 and the same to its complex
conjugate. The real part of the eigenvalues of the resulting matrix is studied:
if it is negative, the equilibrium points are classi�ed as stable, otherwise they
are unstable. After neglecting higher order terms, equation becomes:

δ∆β2

δτ0
δ∆β∗

2

δτ0

 = A

(
∆β2

∆β∗
2

)
(55)

where the matrix A is:

A =


1

2i
− 3

4i
k̃Nβ2β

∗
2 −

1

2
c̃N − 3

8i
k̃Nβ

2
2

3

8i
k̃Nβ

∗
2
2 − 1

2i
+

3

4i
k̃Nβ2β

∗
2 −

1

2
c̃N

 (56)

The eigenvalues of A verify the following characteristic polynomial:

λ2 − (A11 + A22)λ+ A11A22 − A12A21 = 0 (57)

It can be observed that following relations exist:{
λ1 + λ2 = A11 + A22 = −c̃N < 0

λ1λ2 = A11A22 − A12A21

(58)

This means that, since the sum between the real part of eigenvalues is always
negative (being the damping coe�cient of the NES positive), if the product
between them is positive, both of them have to be negative, so the equilibrium
point is stable, while if the product is negative, the real part of one eigenvalue
is necessarily positive, so the equilibrium point is unstable. It is concluded
that the unstable zones of the SIM are those for which A11A22−A12A21 < 0.

3.3. Slow time scale

Here the goal is to study the evolution of the SIM at the slow time scale τ1
and to study the system at slow time scale around the SIM [13], to investigate
its behavior near resonance. In order to do that, equilibrium and singular
points have to be found starting from the �rst equilibrium equation at order
ε1, Eq. (50), written as:

∂β1

∂τ1
= E1(β1, β2, β

∗
1 , β

∗
2) (59)
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where:

E1(β1, β2, β
∗
1 , β

∗
2) =

σ

2i
β1 −

Ĉj

2D
β1 −

1

2i
(β2 − σβ1)

− 3

8i
k̃N (χj − 1) β2

2β
∗
2 −

1

2
c̃N (χj − 1) β2 +

Ω

2π

∫ 2π

Ω

0

Γe−iΩτdτ (60)

Moreover, the evolution of the SIM S at the current time scale τ1 has to be
considered as:

∂S
∂τ1

=
∂S
∂β1

∂β1

∂τ1
+

∂S
∂β2

∂β2

∂τ1
+

∂S
∂β∗

1

∂β∗
1

∂τ1
+

∂S
∂β∗

2

∂β∗
2

∂τ1
= 0

∂S∗

∂τ1
=

∂S∗

∂β1

∂β1

∂τ1
+

∂S∗

∂β2

∂β2

∂τ1
+

∂S∗

∂β∗
1

∂β∗
1

∂τ1
+

∂S∗

∂β∗
2

∂β∗
2

∂τ1
= 0

(61)

This system of equations can be reorganized in matrix form as:
∂S
∂β2

∂S
∂β∗

2

∂S∗

∂β2

∂S∗

∂β∗
2


︸ ︷︷ ︸

J2


∂β2

∂τ1
∂β∗

2

∂τ1

 = −


∂S
∂β1

∂S
∂β∗

1

∂S∗

∂β1

∂S∗

∂β∗
1




∂β1

∂τ1
∂β∗

1

∂τ1

 (62)

By calling J2 the Jacobian matrix of the SIM with respect to (β2, β
∗
2) the

following systems can be written, for equilibrium and singular points respec-
tively:
E1 = 0

S = 0

det(J2) ̸= 0


E1 = 0

S = 0

det(J2) = 0

(63)

Computing matrix J2, it turns out that J2 = −A, which involves that singu-
lar points of the system are located in correspondence of the stability borders.

Equilibrium points are found investigating the �rst two equations of the
�rst system in Eq. (63), namely Eq. (60) and Eq. (52), to get an equation
containing N2, having as unknown the detuning parameter σ, such that a
simple second order algebraic equation has to be solved for di�erent values

of N2. Setting F = 3/4k̃Nβ2β
∗
2 and γ̂ = Ω/(2π)

∫ 2π/Ω

0
Γe−iΩτdτ , the �rst two

equations of the system give:

c1σ
2 + c2σ + c3 = 0 (64)
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where:

c1 = N2
2

[(
1

χj

− F

χj

)2

+
c̃2N
χ2
j

]
(65)

c2 = N2
2

(
F 2(χj − 1)

χj

− F (χj − 1)

χj

+
F

χj

− 1

χj

+
c̃2N(χj − 1)

χj

)
(66)

c3 = N2
2

(
F 2(χj − 1)2

4
+

F (χj − 1)

2
+

c̃2N(χj − 1)2

4
+

1

4

+
Ĉ2

jF
2

4χ2
j

−
Ĉ2

jF

2χ2
j

+
Ĉj c̃N
2

+
Ĉ2

j

4χ2
j

+
Ĉ2

j c̃
2
N

4χ2
j

)
−
∣∣∣∣−γ̂

i

∣∣∣∣2 (67)

Resolution of Eq. (64) gives maximum two values of σ for every assigned
N2, where only real values of σ have a physical meaning. Moreover, the
relationship between N1 and σ can be obtained through Eq. (52), thus getting
the frequency response curves, i.e. the relationships between the amplitudes
of response N1 and N2 and the frequency, here represented by the detuning
parameter σ. From these curves, di�erent types of responses can be obtained
as function of σ:

(i) Periodic Response: for stable equilibrium points, with the system os-
cillating in time with a certain period, asymptotically tending to equi-
librium.

(ii) Modulated Response: generally speaking this response can be detected
if the system presents fold singularities, i.e. when equilibrium points
(obtained from E1 = 0 around the SIM) and singular points (for which
det(J2) = 0) coincide (see Eq. (63)) [12, 13, 19]. Moreover, if the equi-
librium point is positioned in the unstable zone of the SIM, the system
will also present the modulated response, corresponding to repeated
jumps between the limit points of the SIM [22]. Physically speaking,
this response is similar to beating.

(iii) Isola: the system can present isolas as well. This isolated branch of the
frequency response curve can appear for some ranges of amplitude of the
external excitation and out of them it reintegrates to the main branch.
It can be seen that the frequency response curve in the N1 −N2 plane
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can be superimposed to the the SIM (Fig. 14(b)). In general, isolas
have higher energy levels causing ampli�cation in the response. More
details can be found in [25].

It should be mentioned that the backbone curve [33] of the system can be
obtained too from Eq. (64), via setting damping and amplitudes of forcing to
zero; for nonlinear conservative systems, this curve provides the amplitude
dependency of the frequency.

4. Types of load

To show the capability of the NES to reduce vibrations related to var-
ious types of loads, with di�erent frequency contents, some cases are here
presented. Loads are resumed in Tab. 1 and shown in Fig. 5 and results
reported in Sect. 5.

4.1. Uniform load

A vertical, sinusoidal, uniformly distributed load with frequency ΩF is
applied on the upper �ange of the beam (p is in N/m2). The introduction
of non-dimensional time has led to the non-dimensional term Ω, written in
Eq. (47). It can be useful to write Γ = γ sin(Ωτ) where γ can be derived
from Tab. 1, so that γ̂ appearing in Eq. (67) is equal to γ/(2i). This case is
identi�ed as UL-1.

Moreover, a similar case is considered, but with the load applied only in
the mid upper �ange of the cross section of the beam, i.e. between the points
of intersection of inclined webs with the upper �ange, identi�ed as UL-2.

4.2. Punctual load

A vertical, sinusoidal, punctual load with frequency ΩF is applied at half-
length of the beam (p is in N/m, as it has to be written as the ratio between
the punctual load in N and the dimension of the element of the cross-section
along s). Also in this case γ̂ is equal to γ/(2i). This case is identi�ed as PL.

4.3. Train of moving loads

A train of moving loads, representing a series of Nv vehicles moving on the
bridge at constant speed vV and distance d, is applied on the upper �ange of
the beam. The frequency of every load is ΩF = njπvV /L [52]. Expressions in
Tab. 1 are meant for each vehicle, where tj = (j−1)d/vV is the arriving time
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of the jth load on the beam and tj +L/vV is the time when the vehicle leaves
the beam. Only the numerical solution of Eqs. (39,40) has been explored
using a Runge�Kutta method since, due to the characteristics of the beam,
an extremely high speed should be taken to consider a 1:1 resonance, thus
resulting in an unrealistic scenario. This case is identi�ed as ML.

4.4. Seismic load

For seismic action, if the NES is disregarded, both analytical and nu-
merical solutions can be obtained, while, for the beam with NES, only the
numerical solution of Eqs. (39,40) through a Runge�Kutta method is consid-
ered, since it is not possible to apply the aforementioned procedure with a 1:1
resonance, as the earthquake has a wide spectrum of frequencies. Moreover,
in general, in Eqs. (27-28) the hypothesis that only the jth vibration mode
contributes to the beam response is no more valid and a su�cient number of
vibration modes should be considered, and the presence of nonlinear sti�ness
and damping terms of the NES couples all these vibration modes. However,
for the case under study, for the beam without NES it has been seen that,
due to the characteristics of the beam itself and of the chosen earthquake,
the di�erence between the analytical solution keeping only the 1st vibration
mode, and that with more than one mode is negligible, meaning that for this
speci�c case it is possible to proceed with only one mode.

The earthquake is considered as a vertical ground motion vg(t), applied
to both supports of the beam, so that displacements v(s, z, t) and yN(t) are
relative to the base. As a consequence, the ground acceleration is v̈g(t) and,
considering the mass per unit area m seen in Eq. (9), the load terms are
reported in Tab. 1. This case is identi�ed as SL.

Table 1: Characteristics of di�erent types of loads

Type of load fy(s, z, t) p0
Ω εΓ for nj = 1, 5, . . .

Uniform p sin(ΩF t)
∫
s pV(s)ds

4

njπω2
j b1

ΘT
j p0

Ω

ΘT
j MjΘj

sin(Ωτ)

Punctual p sin(ΩF t)δ(z − L/2)
∫
s pV(s)ds

2

b1Lω2
j

ΘT
j p0

Ω

ΘT
j MjΘj

sin(Ωτ)

Moving pδ(z − vV (t− tj))
∫
s pV(s)ds

2

b1Lω2
j

ΘT
j p0

Ω

ΘT
j MjΘj

sin(Ω(τ − τj))

Seismic mv̈g(t)
∫
s m

(
U(s) sin(α) +V(s) cos(α)

)
ds

4

njπω2
j b1

ΘT
j p0

Ω

ΘT
j MjΘj

v̈g(t)
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Figure 5: Schematic representation of di�erent types of loads in longitudinal and
transversal planes: (a) UL-1, (b) UL-2, (c) PL, (d) ML. Refer to Sect. 4 for de�nitions of

abbreviations.
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5. Results

Geometrical and mechanical properties of the beam are presented in Fig. 6
and in Tab. 2, while those of the NES are written in Tab. 3. It should be
speci�ed that the choice of the NES parameters does not come from a rigorous
optimization procedure [53], so it is plausible that even better results can be
found by changing NES properties in terms of e�ciency (see for example [19]
where di�erent trends of the SIM are identi�ed as the parameters vary.)

12.43

3.000.70 2.33 1.30 1.30 2.33 1. 47
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Figure 6: Beam cross-section

Table 2: Geometrical and mechanical properties of the beam

mtot (t) L (m) b1 (m) ξj E (N/m2)

571 40.5 3.15 0.1% 3.108× 1010

Table 3: Parameters of the NES

mN (kg) cN (Ns/m) kN (N/m3) zN (m)

650 2× 103 6× 106 L/2

In Fig. 7 the analytical SIM, found using Eq. (54), with stability borders
(in red), determined in accordance to Eq. (58), is shown together with a
numerical solution given by the resolution of Eqs. (39-40) without external
load, subjected to some non-trivial initial conditions marked as �x�. The
unstable zone is represented by a dashed line and it can be noted that, for
these initial conditions, the solution oscillates in time around the second
branch and then in correspondence of the stability border jumps on the �rst
branch to go to zero, being the unstable zone physically unattainable.

The backbone curve is showed in Fig. 8 together with some frequency
response curves for di�erent load amplitudes in the case UL-1. As it can be
seen, it is the locus of the peak amplitudes and it shows that by increasing the
amplitude of the external load, the NES performance increases and di�erent
kinds of equilibrium points can be obtained.

22



0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

N
2

0

0.005

0.01

0.015

0.02

0.025

0.03

N
1

Figure 7: Analytical and numerical SIM

Figure 8: Frequency response curves of the system and backbone curve (in blue and cyan)
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5.1. Uniform load

5.1.1. Case 1

A UL-1 case with amplitude p = 6.0 × 101 N/m2 and frequency equal
to that of the �rst vibration mode (indicated as Φ1 in Fig. 3) ΩF = ω1 =
15.05 rad/s is considered.

From Fig. 9(a) it can be noticed that for this type of load the NES is well
activated and, in Figs. 9(b), 9(c), it is shown that in function of the value
of the detuning parameter, it is possible to have 1, 2 or even 3 solutions of
di�erent nature, depending on initial conditions. Moreover, in Fig. 9(b) a
comparison between frequency response curves of the beam with and without
NES highlights a general reduction of displacement on the beam when the
nonlinear device is engaged.

Fig. 10(a) shows that for σ = 0.65 the equilibrium point (represented by
the circle) moves in time around the SIM and, when it attains the stability
border, it bifurcates, jumping on the other branch. The same behavior,
describing a modulated response, can be found in Figs. 10(b), 10(c) where
bifurcations in time are evident; furthermore in the same �gures N1 and
N2 are plotted as envelopes of r and a respectively, having the meaning of
energies.

In Fig. 11(a) the displacement of the beam and of the NES is shown, nor-
malized with respect to the beam length, while in Fig. 11(b) the response of
the beam with and without NES highlights the reduction of its displacement
as well as the modulated response.

5.1.2. Case 2

A UL-1 case with amplitude p = 6.0× 101 N/m2 and frequency equal to
that of the �rst vibration mode (�exural mode) ΩF = ω1 = 15.05 rad/s with
σ = 0 is considered.

In this case the response is periodic, with the equilibrium point oscillating
in time and attaining to an asymptotic value, as showed in Figs. 12(a), 12(b);
the values of N1 and N2 found solving the numerical problem are almost
the same as the analytical ones identi�ed by the vertical line at σ = 0 in
Figs. 9(b), 9(c), highlighting once again the validity of the analytical model.
Moreover, in Fig. 13(a), it can be seen that the displacement of the NES is
high enough to reduce the displacement of the beam as showed in Fig. 13(b).
It should be noticed that, even if the behavior of the NES is not optimal,
displacements are compatible with those expected on a real beam.
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Figure 9: Di�erent views of the frequency response curve for the system under UL-1 load
for p = 6.0 × 101 N/m2: (a) Three dimensional view in N1 − N2 − σ (the unstable zone
of the SIM is showed in dashed red) with SIM (in blue); (b) Two dimensional view in
N1 − σ with the frequency response curve of the beam without NES (in magenta); (c)
Two dimensional view in N2 − σ. Vertical lines represent values of σ investigated in next
Figures
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Figure 10: SIM and numerical results for the system under UL-1 load for p = 6.0 ×
101 N/m2, σ = 0.65: (a) N1 − N2 with SIM ; (b) Time history of N1 and r; (c) Time
history of N2 and a. Numerical results are obtained from direct numerical integration of
Eqs. (39-40) with zero initial conditions
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Figure 11: Numerical results for the system under UL-1 load for p = 6.0 × 101 N/m2,
σ = 0.65: (a) Time histories of vN/L and yN/L; (b) Time histories of vN/L with and
without NES. Numerical results are obtained from direct numerical integration of Eqs. (39-
40) with zero initial conditions
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Figure 12: Numerical results for the system under UL-1 load for p = 6.0 × 101 N/m2,
σ = 0: (a) Time history of N1 and r; (b) Time history of N2 and a. Numerical results are
obtained from direct numerical integration of Eqs. (39-40) with zero initial conditions
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Figure 13: Numerical results for the system under UL-1 load for p = 6.0×101 N/m2, σ = 0:
(a) Time histories of vN/L and yN/L; (b) Time histories of vN/L with and without NES.
Numerical results are obtained from direct numerical integration of Eqs. (39-40) with zero
initial conditions

5.1.3. Case 3

A UL-2 case with amplitude p = 2.0 × 104 N/m2 and frequency equal
to that of the �fth vibration mode (indicated as Φ5 in Fig. 3) ΩF = ω5 =
87.21 rad/s is considered.

Results reported in Figs. 14(a), 14(b), 14(c) are quite interesting, since
they show the onset on an isola (see for example [54, 55]), which can be
dangerous for the beam due to the higher energy level (note that stable and
unstable zones are referred to those of the SIM). Figs. 15(a), 15(b) show
once again the excellent correspondence of the numerical solution and the
analytical one, as can be seen by looking at the values intercepted by the
vertical lines in Fig. 14(c). Moreover, in Figs. 16(a), 16(b) the reduction of
the displacement on the beam, thanks to the Modulated Response of the
NES is still evident, meaning that the same NES can be used to control
a di�erent type of load with di�erent frequency, which has been detected
thanks to GBT: in fact, it should be underlined that in this case GBT is
fundamental to detect this vibration mode, which, as can be seen in Fig. 3,
exhibits the deformation of the cross-section in its own plane.

5.2. Punctual load

A PL case with amplitude p = 3.0× 104 N (divided by the the dimension
of the cross-section element along s to have a load for unit length) and
frequency equal to that of the �rst vibration mode is considered.
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Figure 14: Di�erent views of the frequency response curve for the system under UL-2 load
for p = 2.0 × 104 N/m2: (a) Three dimensional view in N1 − N2 − σ (the unstable zone
of the SIM is showed in dashed red) with SIM (in blue); (b) Two dimensional view in
N1−N2 with SIM; (c) Two dimensional view in N1−σ with the frequency response curve
of the beam without NES (in magenta). Vertical lines represent values of σ investigated
in next Figures
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Figure 15: Numerical results for the system under UL-2 load for p = 2.0× 104 N/m2: (a)
Time history of N1 and r for σ = 0.25; (c) Time history of N1 and r for σ = 0. Numerical
results are obtained from direct numerical integration of Eqs. (39-40) with zero initial
conditions
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Figure 16: Numerical results for the system under UL-2 load for p = 2.0 × 104 N/m2,
σ = 0.25: (a) Time histories of vN/L and yN/L; (b) Time histories of vN/L with and
without NES. Numerical results are obtained from direct numerical integration of Eqs. (39-
40) with zero initial conditions
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Results are qualitatively the same of those shown for uniform load, as
can be seen in Fig. 17(a) where the isola is also present, and in Fig. 17(b),
showing the ability of the NES to reduce vibrations on this type of beam also
for this type of load.
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Figure 17: (a) Three dimensional view of the frequency response curve for the system
under PL load for p = 3.0 × 104 N (the unstable zone of the SIM is showed in dashed
red) with SIM (in blue); (b) Time histories of vN/L with and without NES for σ = 0.5.
Numerical results are obtained from direct numerical integration of Eqs. (39-40) with zero
initial conditions

5.3. Train of moving loads

Di�erent combinations of parameters can be considered for this type of
load. In this case Nv = 80 vehicles, at a distance d = 20 m with a speed
vV = 70 m/s and with amplitude p = 3.0× 105 N is considered.

Results reported in Figs. 18(a), 18(b) show a reduction of the vertical
displacement of the beam with NES, both during the transit of vehicles on
the bridge and in free oscillations. Even though the NES is activated, the
reduction is not so impressive in this case, and it can be better appreciated in
the tail of the Figures, when all the vehicles have passed through the beam; it
is likely that the high number of parameters involved for the load, in addition
to those of the NES, do not permit an ideal reduction in vibrations. In
Tabs. 4-5 some results are reported, showing the in�uence of di�erent vehicle
parameters on vibration control; values are (v

w/
N − v

w/o
N )/v

w/o
N in percentage.

In particular, from Tab. 4 it can be noticed that if vehicles are too close or too
far, with respect to the beam length, the NES could increase the displacement
(positive di�erence) rather than reducing it, above all for higher speed values.
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On the other hand, Tab. 5 shows that for some combinations of Nv and vV
the reduction is more e�ective. Furthermore, it should be stated that the
chosen speed of vehicles is quite far from the critical one, which for the
characteristics of this beam is too high to have a physical meaning, so the
reduction may not be optimal.
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Figure 18: Numerical results for the system under ML load for p = 3.0 × 105 N/m2,
Nv = 80, d = 20 m, vV = 70 m/s: (a) Time histories of vN/L and yN/L; (b) Time
histories of vN/L with and without NES. Numerical results are obtained from direct
numerical integration of Eqs. (39-40) with zero initial conditions

Table 4: In�uence of d and vV on vibrations reduction with p = 3.0 × 105 N/m2 and

Nv = 80. Values represent (v
w/
N − v

w/o
N )/v

w/o
N in percentage

vV

d
15 (m) 20 (m) 30 (m)

36 (m/s) -4.56 -29.41 -0.23

50 (m/s) -6.25 -15.88 +30.12

70 (m/s) +44.75 -38.85 +22.92

5.4. Seismic load

A SL case has been considered with v̈g(t) taken as the time history of a
past earthquake (L'Aquila, 2009), chosen such that the range of frequencies
of the event, identi�ed by its spectrum, was around the 1st frequency of the
beam, with a vertical PGA, slightly increased, of 0.52 g (Fig. 19(a)). Numer-
ical results shown in Figs. 19(b), 19(c), highlight the instant when the NES
is activated, almost corresponding to the moment when the seismic accelera-
tion reaches its peak value, and show an evident reduction of displacement of
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Table 5: In�uence of Nv and vV on vibrations reduction with p = 3.0 × 105 N/m2 and

d = 20 m. Values represent (v
w/
N − v

w/o
N )/v

w/o
N in percentage

vV

Nv 10 20 50

36 (m/s) -2.71 -6.90 -24.79

50 (m/s) -2.06 +7.34 -28.49

70 (m/s) -9.25 -13.43 +1.29

the beam with the NES, even if the maximum displacement is not reduced.
This application demonstrates the validity of the NES in reducing vibrations
related to real loading scenarios, which can otherwise cause severe problems
on bridge decks.

6. Conclusions

A full-scale beam has been studied with the goal of reducing vibrations
caused by di�erent types of loads with di�erent frequencies. Due to its shape,
the beam has been modeled through Generalized Beam Theory to take into
account aspects like the deformation of the cross-section in its own plane and
to consider vibration modes (like torsional, local or mixed ones) which cannot
be considered with simpler beam theories. The beam, linked to a Nonlin-
ear Energy Sink, has been studied through the Complexi�cation Averaging
Method, highlighting a good reduction in beam vibrations for 1:1 resonant
loads, with di�erent behaviors (periodic, modulated response, isolas). A
lower reduction for non-resonant loads has been shown, like earthquake or
train of moving loads.

Possible future developments include an optimization analysis to �nd the
best parameters for the Nonlinear Energy Sink, the use of di�erent types of
nonlinearities (e.g. non-smooth ones) for the device and the implementation
of geometrical and mechanical nonlinearities in the beam model.
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Figure 19: Numerical results for the system under SL load: (a) Time history of the event;
(b) Time histories of vN/L and yN/L; (c) Time histories of vN/L with and without NES.
Numerical results are obtained from direct numerical integration of Eqs. (39-40) with zero
initial conditions
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