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Political-RAG: using generative AI to extract political information from media 
content
Muhammad Arslan , Saba Munawar, and Christophe Cruz

ABSTRACT
In the digital era, media content is crucial for political analysis, providing valuable insights through 
news articles, social media posts, speeches, and reports. Natural Language Processing (NLP) has 
transformed Political Information Extraction (IE), automating tasks such as event extraction and 
sentiment analysis. Traditional NLP methods, while effective, are often task-specific and require 
specialized expertise. In contrast, Large Language Models (LLMs) powered by Generative Artificial 
Intelligence (GenAI) offer a more integrated solution. However, domain-specific challenges persist, 
which led to the development of the Retrieval-Augmented Generation (RAG) framework. RAG 
enhances LLMs by incorporating external data retrieval, addressing issues related to data avail-
ability. To demonstrate RAG’s capabilities, we introduce the Political-RAG system, designed to 
extract political event information from media content, including Twitter data and news articles. 
Initially developed for event extraction, the Political-RAG system lays the foundation for develop-
ing various complex Political IE tasks. These include detecting hate speech, analyzing conflicts, 
assessing political bias, and evaluating social trends, sentiment, and opinions.
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Introduction

In today’s digital age, media content serves as a rich 
source of information for political scientists, offering 
insights into various aspects of political landscapes, 
events, and sentiments (Barberá & Steinert-Threlkeld,  
2020; Demiros et al., 2008). Media content includes 
news articles, social media posts, speeches, reports, 
and more. Understanding and analyzing media con-
tent is crucial for political scientists to gain valuable 
insights into public opinion, political trends, and 
policy implications (Barberá & Steinert-Threlkeld,  
2020). While manual methods for extracting political 
information from media content have long been 
employed (Piskorski & Yangarber, 2013; Small & 
Medsker, 2014), they are often time-consuming, 
labor-intensive, and prone to human error. With 
the exponential growth of digital data, manual meth-
ods have become increasingly inadequate for hand-
ling the sheer volume of information available.

The advent of NLP has revolutionized the process 
of Information Extraction (IE) from media content 
(Zhou et al., 2020). NLP techniques enable auto-
mated analysis of text data, allowing political scien-
tists to derive meaning from large collections of 

textual information. These techniques have signifi-
cantly enhanced the efficiency and accuracy of IE 
tasks in various domains, including political science. 
There is a wide array of NLP methods designed 
specifically for extracting different types of informa-
tion within the realm of political science (Hobbs & 
Riloff, 2010). These include event detection, analysis, 
and prediction; hate speech and conflict detection; 
political bias, profiling, and social analytics; senti-
ment, opinion, and trend analysis; political polariza-
tion, and risk management, among others (see 
Figure 1). Each of these tasks plays a vital role in 
understanding political dynamics, shaping public 
discourse, and informing policy decisions.

The recent development of LLMs based on 
GenAI principles is a major advancement in 
extracting information from media content 
(J. Yang et al., 2023a). LLMs can produce text that 
closely resembles human language and exhibit an 
impressive capacity for contextual understanding 
(Touvron et al., 2023). These models have show-
cased remarkable performance across a spectrum 
of NLP tasks, including language translation, text 
summarization, and sentiment analysis (Touvron 
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et al., 2023). However, while LLMs hold great pro-
mise for IE tasks, they often encounter difficulties 
when confronted with domain-specific inquiries, 
leading to inaccuracies and irrelevant outputs, par-
ticularly in scenarios where data availability is 
limited.

In response to this challenge, the Retrieval- 
Augmented Generation (RAG) framework was 
introduced (Lewis et al., 2020), aiming to augment 
the capabilities of LLMs by integrating external 
data retrieval into the generative process. 
Through the utilization of external knowledge 
sources during inference, RAG mitigates the risk 
of unreliable information generation, thereby sup-
porting the suitability of LLMs for practical appli-
cations in real-world settings (Lewis et al., 2020).

This paper introduces the Political-RAG system, 
a framework for retrieving political event updates 
from tweets and news articles using the RAG fra-
mework integrated with LLMs, specifically the 
Llama2 model. This approach combines the gen-
erative capabilities of LLMs with the retrieval cap-
abilities of RAG, resulting in a deeper contextual 
understanding of political events and more accu-
rate extraction results. The system also allows for 
updates to news datasets (Misra, 2022), keeping 
analysts informed about the latest political devel-
opments. By monitoring tweets and news articles, it 
supports timely decision-making and analysis for 
researchers, policymakers, and other stakeholders.

Background

The literature relevant to this research falls into two 
main categories. The first segment introduces 
Political IE and underscores its significance in 
informing political decisions. It also reviews prior 
studies utilizing diverse NLP techniques for 

Political IE tasks. The second segment introduces 
applications of RAG with LLMs. Ultimately, this 
research identifies a gap by underscoring the lack 
of studies focusing on RAG with LLMs tailored 
specifically for Political IE.

Political IE

The literature on Political IE spans various applica-
tions, including event detection, sentiment analy-
sis, hate speech detection, political bias analysis, 
and political polarization studies (Haq et al.,  
2020). However, these represent only a subset of 
the diverse applications within Political IE. Event 
detection research focuses on identifying political 
events like protests and conflicts, employing tech-
niques such as syntactic and semantic analysis 
(Lorenzini et al., 2022). Sentiment analysis explores 
public sentiment toward political figures and poli-
cies (Pair et al., 2021), while hate speech detection 
aims to check harmful speech using multimodal 
detection methods (Aziz et al., 2023). Political 
bias analysis investigates affiliations and ideologies 
(Demidov, 2023), while political polarization stu-
dies seek to understand and address polarization 
across different societal groups (Varma & Harsha,  
2022). Across these Political IE applications, 
a variety of NLP techniques are employed, tailored 
to different datasets such as news articles, Twitter 
data, debate speeches, blogs, etc. These techniques 
facilitate the extraction of diverse political informa-
tion for tasks such as event detection, sentiment 
analysis, hate speech detection, political bias analy-
sis, and political polarization studies, as outlined in 
Table 1.

The benefits of these systems are well documen-
ted in their respective studies. With numerous sys-
tems available, selecting and validating the 

Figure 1. NLP-based political IE tasks.
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Table 1. Exploring existing political information extraction (IE) studies.
IE Type No. Use case Methods Dataset used

Event Detection, 
Analysis and 
Prediction

1 Protest event analysis over time and 
space (Lorenzini et al., 2022)

Keyword search, location-based filter, document classifier, 
etc.

News articles

2 Systematic analysis of triggers of state- 
led mass killings (Burley et al., 2020)

Support Vector Machines (SVMs) and Recurrent Neural 
Networks (RNNs)

News articles

3 Extracting political events using 
syntax and semantics (Halterman,  
2020)

Convolutional Neural Network (CNN), and Latent Dirichlet 
Allocation (LDA)

News articles

4 Event detection in smart cities 
(Hodorog et al., 2022)

Multinomial Naive Bayes Classifier, Complement Naive 
Bayes Classifier and Random Forest Classifier

Twitter data

5 Linking events and locations in 
political text (Halterman, 2018)

Neural-net based model News articles and Wikipedia

6 Automated acquisition of patterns for 
coding political event data 
(Makarov, 2018)

Stanford CoreNLP toolkit, and Cosine similarity LexisNexis data service, 
English Gigaword 
documents, ACE 2005, etc.

7 Coding political events (Liang et al.,  
2018)

NER model and Wiki-bio Wikipedia data and Gigaword 
text corpus

8 Detecting battle events (Tanev et al.,  
2023)

XLM-RoBERTa, NEROne, NEXUS and Mordecai3 Telegram data

9 Event prediction by few-shot 
abductive reasoning (Shi et al.,  
2024)

GPT-3 Political events, interactions 
between socialpolitical 
entities and user reviews.

10 Event detection from real‑time 
streaming data (Singh et al., 2023a)

Conditional Term Frequency-Average Inverse Window 
Frequency (CTF-AIWF) based on TF-IDF

Twitter data

11 Multilingual protest events detection 
(Hürriyetoğlu et al., 2021)

SVM, Big-Bird-RoBERTa and XLM-RoBERTa News articles

12 Protest event identification (Suri et al.,  
2022)

Multilingual BERT News articles

13 Multilingual socio-political and crisis 
event detection (Hettiarachchi 
et al., 2021)

BERT-based variants News articles

14 Civil unrest event detection (Delucia 
et al., 2023)

Multi-Instance Learning (MIL) approach Twitter data

15 Protest event detection (Won et al.,  
2017)

CNN UCLA protest image dataset

16 Approximate pattern matching for 
event detection (Tanev, 2024)

BERT News snippets

Hate Speech and 
Conflict 
Detection

17 Multimodal hate speech detection (K. 
Singh et al., 2023b)

Xlm-Roberta-base Text-embedded images

18 Multimodal hate speech detection 
(Aziz et al., 2023)

BiLSTM module Text-embedded images

19 Stance and hate event detection 
related to climate activism (Thapa 
et al., 2024)

BERT and its variants Twitter data

20 Detection of hate speech and targets 
(Avanthika et al., 2023)

Logistic regression and SVM classifiers Text-embedded images

21 Hate speech detection (Esackimuthu & 
Balasundaram, 2023)

ALBERT (A Lite BERT) Base v1 and Artificial Neural Network 
(ANN)

Text-embedded images

22 Multimodal hate speech detection 
(Yamagishi, 2024)

LLaVA-1.5 Text-embedded images

23 Hate speech and text-image 
correlation detection in real life 
memes (Armenta-Segura et al.,  
2023)

Pre-trained BERT Text-image memes

Political Bias, 
Profiling and 
Social 
Analytics

24 Political profiling (Mallavarapu et al.,  
2018)

Term Frequency (TF) and Term Frequency - Inverse 
Document Frequency (TF-IDF), and Random Forest 
model

Googles Knowledge graph, 
Wikipedia, and news articles

25 Social analytics on Russia–Ukraine 
cyber war (Sufi, 2023)

TF-IDF and LDA Twitter data

26 Categorizing statements to values on 
the political compass (Hey, 2023)

LinearSVM, BERT, and OpenAI’s ChatGPT3.5 Occupy Democrats data, Cato 
Institute data, and news 
articles.

27 Analyzing political party manifestos 
(Orellana & Bisgin, 2023)

BERTopic Manifesto Project database

28 NLP for policymaking (Jin & Mihalcea,  
2022)

Text classifier, topic modelling, event extraction, and text 
scaling.

Twitter and Facebook data, 
survey responses, and news 
articles.

29 Socio-political news classification 
(Büyüköz et al., 2020)

ELMo and DistilBERT News articles

(Continued)
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Table 1. (Continued).
IE Type No. Use case Methods Dataset used

30 Analysis of Portuguese political 
parties’ communication (Costa 
et al., 2021)

Natural Language Toolkit (NLTK), TF-IDF, and neural 
network.

Twitter data

31 Detection of criminal organizations 
(Osorio & Beltran, 2020)

Extreme Gradient Boosting (XGB) model, ALBERT, 
Multinomial Naive Bayes (NB), Support Vector Machine 
(SVM) model and CNN models.

News articles

32 ConfliBERT-Arabic: A model for 
politics, conflicts and violence 
(Alsarra et al., 2023)

BERT News articles

33 ConfliBERT-Spanish: A model 
specialized in political conflict and 
violence (W. Yang et al., 2023b)

BERT News articles

34 ConfliBERT: A model for conflict and 
political violence (Hu et al., 2022)

BERT United Nations’ websites 
and databases, government 
sources, Wikipedia, etc.

35 Semantic political knowledge 
inference (Doumit & Minai, 2011b)

LDA News articles

36 Analyzing parliamentary debates and 
political cohesion (Sawhney et al.,  
2020)

GPolS: Graph Political Sentiment analyzer: a neural 
framework

Debate speeches

37 Identify viral moments in the 
U.S. presidential debate (Lukito 
et al., 2019)

ARIMAX model, time series analysis and domain adapted 
word embeddings.

Twitter data

38 Trace socio-political issues (Katre,  
2019)

LDA and Comparative Visual Analytics Political speech transcripts

39 Online news media bias analysis 
(Doumit & Minai, 2011a)

LDA and Antelope News articles

40 Identifying stance by analyzing 
political discourse (Johnson & 
Goldwasser, 2016)

Weakly supervised Machine Learning (ML) model Twitter data

41 Event-level moral opinions (Lei et al.,  
2024)

Longformer and Bi-LSTM News Articles

42 Political bias of news content 
(Demidov, 2023)

BERT News articles

43 Political polarity classification (Varma 
& Harsha, 2022)

Word2Vec, Naïve Bayes classifier and Random Forest 
Classifier.

Twitter data

44 Political bias in the media (Ali et al.,  
2024)

ConvBERT News articles

45 Analyzing political content 
(Kawintiranon & Singh, 2022)

PoliBERTweet Twitter data

Sentiment, 
Opinion and 
Trend Analysis

46 Automatic detection of political 
opinions (Maynard & Funk, 2012)

GATE and NER Twitter data and WordNet

47 Context and emotion classification of 
political speeches (Efat et al., 2023)

XGB Classifier, Cat Boost Classifier and Linear Discriminant 
Analysis

Political speeches

48 Quantification of gender bias and 
sentiment toward political leaders 
(Pair et al., 2021)

GloVe (Pennington et al., 2014) and Word2Vec (Mikolov 
et al., 2013).

News articles

49 Analyzing political sentiment (Bose 
et al., 2019)

NRC Emotion Lexicon, ParallelDots AI APIs by ParallelDots, 
Inc.

Twitter data

50 Sentiment analysis of Nigerian 
presidential election (Oyewola 
et al., 2023)

Long Short-Term Memory (LSTM), Peephole Long Short- 
Term Memory (PLSTM), and Two-Stage Residual Long 
Short-Term Memory (TSRLSTM) models

Twitter data

51 Target-aware opinion classification 
(Bestvater & Monroe, 2023)

SVM and BERT Twitter data

52 Identifying trends towards Indian 
general elections (Almatrafi et al.,  
2015)

Naive Bayes algorithm Twitter data

53 Real-time sentiment analysis of 
election tweets (Hitesh et al., 2019)

Word2vec and Random Forest Model Twitter data

54 Understanding people emotions 
towards national parties (Kuamri & 
Babu, 2017)

Unsupervised lexicon-based approach Twitter data

55 Detecting political leniency (Kowsik 
et al., 2024)

NLTK and VADER Twitter data

56 Opinion analysis of bi-lingual event 
data (Javed & Saeed, 2023)

LSTM classifier Twitter data

57 Fine-tuning language models on 
Dutch protest event tweets 
(Loerakker et al., 2024)

Bernice, TwHIN-BERT and Sentence Transformers Twitter data

(Continued)
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accuracy of each one according to specific organi-
zational needs becomes daunting. Moreover, most 
systems are not openly accessible, and organiza-
tions may lack sufficient proprietary data to train 
models from scratch. These factors demand con-
siderable time and resources, which small- to med-
ium-sized organizations often lack for dedicated 
Research and Development (R&D) efforts. Given 
these challenges, we sought to leverage the poten-
tial of existing LLMs, which are readily accessible 
and pre-trained on extensive datasets. However, 
while these LLMs excel in general applications, 
they often fall short in specialized tasks like 
Political IE. To address this limitation, we turned 
to RAG to enhance the capabilities of LLMs speci-
fically for Political IE tasks. The subsequent section 
elaborates on the existing literature in this domain.

Retrieval-Augmented Generation (RAG) with LLMs, 
driven by GenAI

LLMs, based on GenAI, are advanced machine 
learning models that generate human-like text 
(Raiaan et al., 2024). Despite their proficiency in 
NLP tasks related to IE, they often encounter chal-
lenges with domain-specific queries, leading to 
inaccuracies or irrelevant outputs. To address 
this, RAG enhances the generative capabilities of 
LLMs by incorporating an initial step where perti-
nent information is retrieved from external sources 
before text generation (Lewis et al., 2020). This 
integration notably enhances the accuracy and rele-
vance of the generated content, thereby minimiz-
ing errors and elevating overall quality (Lewis et al.,  
2020). Consequently, this augmentation renders 
LLMs more applicable for real-world scenarios, 
ensuring that the generated content is well 
grounded in evidence and reliable.

The literature on the integration of LLMs with 
RAG spans various domains and applications. For 
instance, MIRAGE, a medical information LLM, 
utilizes RAG to furnish medical information 
(Xiong et al., 2024). In financial report chunking, 
RAG is employed to enhance context and informa-
tion accuracy (Jimeno Yepes et al., 2024). 
Additionally, RAG finds applications in 
Electrocardiography (ECG) analysis (Yu et al.,  
2023) and Representative Vector Summarization 
(RVS) with RAG-assisted abstractive-extractive 
workflows (Manathunga & Illangasekara, 2023). 
Beyond these, RAG is employed in various contexts 
such as retrieval-augmented controllable review 
generation (Kim et al., 2020), knowledge graph 
reasoning (Sha et al., 2023), and extracting answers 
from table corpora (Pan et al., 2022).

In the medical field, RAG aids in developing 
liver disease-specific LLMs (Ge et al., 2023) and 
clinical language models (Zakka et al., 2024). 
Furthermore, RAG supports practices like tutoring 
assessment (Han et al., 2024) and frontline health 
worker capacity building (Al Ghadban et al., 2023). 
In biomedical text processing, RAG is utilized for 
frameworks like self-BioRAG (Jeong et al., 2024) 
and real-time composition assistance (Xia et al.,  
2023). Moreover, RAG finds applications in pro-
duct information retrieval (Rackauckas, 2024), dis-
aster reporting such as flood disasters (Colverd 
et al., 2023), and a range of NLP tasks including 
retrieval-augmented text-to-image generation 
(Chen et al., 2022) and patch generation for auto-
matic program repair (W. Wang et al., 2023).

Upon examining the aforementioned studies, it 
becomes apparent that the integration of RAG 
with LLMs yields promising results in extracting 
structured information across diverse fields such 
as medicine, biomedical research, and software 

Table 1. (Continued).
IE Type No. Use case Methods Dataset used

Political 
Polarization 
and Risk 
Management

58 Analyzing political polarization 
(Sharber, 2020)

Ensemble learner Blogs and political websites

59 Political risk management (W. Wang 
et al., 2023)

LDA News articles

60 Understanding political polarization 
(Gode et al., 2023)

Word2Vec, Doc2Vec and Longformer Individual pages of politicians

61 Quantifying polarization across 
political groups on key policy issues 
(Bor et al., 2023)

Valence Aware Dictionary for sEntiment Reasoning 
(VADER)

Twitter data

62 Predicting content-based political 
inclinations (Rahmati et al., 2023)

LSTM and CNN with BERT Twitter data
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engineering. This integration enhances contextual 
understanding and ensures information accuracy, 
providing valuable insights for informed decision- 
making. However, despite its success in various 
domains, its application in the political realm 
remains relatively unexplored. Particularly, its 
potential to optimize and refine the IE process, 
thereby enhancing the efficacy of political infor-
mation systems (Wang, 2023), warrants further 
exploration. To address this gap, we propose 
exploring the integration of RAG with LLMs to 
develop a Political-RAG system for more effective 
event extraction.

Extracting political events with GenAI

This section starts by defining political events and 
examining the properties that improve their con-
textual understanding. It then describes two data-
sets used for political event extraction: the first 
contains uncategorized COVID-19-related tweets 
focused on politics (short texts), and the second 
includes news articles (long texts) covering various 
topics like Politics, Health, and Business from the 
same period. Next, the Political-RAG system, built 
on RAG and LLM, is introduced. The section con-
cludes with an evaluation of the proposed system’s 

effectiveness in extracting political events from 
these datasets.

Defining political events

Political events, as defined by Davenport and Ball 
(2002), encompass actions undertaken by political 
actors within a specific temporal and spatial context. 
While various properties of political events are dis-
cussed in the literature, this proof-of-concept 
demonstration adopts the schema of event proper-
ties outlined by Halterman (2021). This schema out-
lines eight potential properties for defining 
a political event (see Figure 2). The “agent” property 
identifies the actor performing the action, typically 
represented by subject nouns. The “action” property 
describes the event’s action, which includes at least 
one verb. The “recipient” property provides details 
about the actor receiving the action. The “instru-
ment” property covers objects used by the actor or 
how the action is executed. The “reason” property 
explains the cause behind the reported event in 
political text. The “time” property indicates when 
the event occurred, while the “location” property 
specifies where it took place. Finally, the “reporter” 
property identifies the source reporting the event, 
such as “according to local sources.” While an event 

Figure 2. Event properties: mandatory and optional.
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must include at least one action and one actor or 
recipient, other properties are optional, and sen-
tences providing all eight pieces of information are 
rare (Halterman, 2021).

Datasets for political event extraction

We selected two open datasets for political event 
extraction. The first, “Coronavirus Tweets,” 
includes approximately 56,000 tweets from 
March 29, 2020, in various languages. We filtered 
this to 10,000 English-language tweets because they 
are short and numerous. The second dataset, 
“Coronavirus News (COVID-19),” consists of 
around 1,000 categorized news articles from 2020. 
While the tweet dataset lacks topic categorization, 
the news articles are categorized into topics such as 
Politics, Business, and Health. Both datasets were 
collected during the pandemic. We chose these two 
datasets to evaluate the model’s performance on 
short texts like tweets and long, detailed texts like 
news articles. Additionally, this approach allows us 
to assess the system’s capability to extract events 
related to different topics beyond Politics, such as 
Business and Health. In the next section, we will 
describe the proposed Political-RAG system and its 
application to these datasets.

Political-RAG system

After identifying the key properties for construct-
ing political events and selecting the datasets for 
event extraction, we utilized the RAG framework 
with the LLM, powered by GenAI, to develop the 
Political-RAG system. This approach automates 
the extraction of political events, eliminating the 
need for manual extraction of each event property. 
To facilitate interactive exploration of political 
events, we developed a chatbot assistant based on 
insights from recent literature (Jo et al., 2023; 
Linegar et al., 2023), enhancing seamless interac-
tion with analysts for effective information 
exploration. We reviewed several publicly available 
LLMs, including BLOOM (Le Scao et al., 2022), 
Falcon (Almazrouei et al., 2023), GPT-4 (Achiam 
et al., 2023), Llama2 (Touvron et al., 2023), and 
Chinchilla (Hoffmann et al., 2022). We chose 
Llama2 for its superior performance and diverse 
training data, making it the most suitable for our 
needs (Touvron et al., 2023). To customize it for 
political-specific tasks and effectively utilize 
Political IE from news articles and Twitter datasets, 
we integrated RAG technology into our solution. 
This integration allows the chatbot assistant to 
better understand and respond to political-related 
queries with extracted information. The chatbot’s 

Figure 3. A scenario for developing a RAG with LLM system for exploring political events involves a user entering a query through the 
interface. The system leverages RAG combined with LLMs to analyze political datasets and generate a response based on the user’s 
question.
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effectiveness depends on the quality and compre-
hensiveness of the provided news dataset.

To create the chatbot assistant, we used the sce-
nario in Figure 3 as a foundation, connecting Llama2 
with a dataset to develop a RAG application for 
extracting political events and responding to queries. 
The process involves installing packages, importing 
modules, logging into Hugging Face (https://hugging 
face.co/), and initializing HuggingFaceLLM and 
LangchainEmbedding (https://docs.llamaindex.ai/en/ 
stable/examples/embeddings/Langchain/) with 
ServiceContext. Datasets are loaded, embeddings are 
generated, and an index is constructed. Queries are 
executed using the query engine, leveraging Llama2 to 
retrieve relevant answers. The responses, containing 
extracted political events, are processed and displayed 
as text-based answers on the chatbot assistant term-
inal (see Figure 4), built using the Chainlit library 
(https://chainlit.io/). This terminal remains active for 
continuous interaction with analysts.

System evaluation

The Political-RAG system for Political IE, designed 
to enhance efficiency using the RAG with LLM 
model (see Figure 4), was evaluated to determine 
its effectiveness in extracting political events. The 
evaluation focused on identifying named entities 
(e.g., individuals and organizations) and extracting 
properties related to political events (see Figure 2). 
Two datasets were used for the system evaluation: 

Twitter dataset and news articles. This approach 
assessed the system’s performance across different 
types (short texts and long texts) of political data 
and varying data volumes: 3,000, 6,000, and 10,000 
tweets, and 300, 600, and 1,000 news articles. 
Additionally, the system was evaluated on 
Business and Health-related events using the news 
articles dataset to determine its effectiveness across 
topics beyond Politics.

For the evaluation of the Twitter dataset, we 
created a set of 150 questions focused solely on 
Politics. In contrast, the news articles dataset was 
evaluated using a total of 150 questions, with 50 
questions each for the topics of Politics, Business, 
and Health. Since the Twitter dataset lacks topic 
categorization, it was not evaluated by topic. 
However, the news articles dataset includes 
topic-based categorization, which was used for 
its evaluation. A few sample questions (user 
queries), system responses, and ground truth 
answers (the correct responses provided by us, 
serving as the benchmark) are presented in 
Tables 2 and 3.

The evaluation, based on the data in Tables 2 
and 3, was conducted using Precision and Recall 
metrics (Miao & Zhu, 2022). Precision measures 
the relevance of the retrieved context to the given 
question, while Recall assesses whether the retrie-
ver captures all relevant components necessary for 
answering the question. This ensures no pertinent 
information is missed during retrieval. By 

Figure 4. Designing an interface for the political-rag system to explore political events allows users to input questions related to 
politics.
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leveraging Precision (see Formula 1) and Recall 
(see Formula 2), the F1 score was calculated (see 
Formula 3). The F1 score is the harmonic mean of 
Precision and Recall, giving a single metric that 
balances both aspects of the system’s retrieval per-
formance (Miao & Zhu, 2022). Using these metrics, 
Table 4 evaluates the system’s performance on the 
Twitter dataset across three volumes: 3,000, 6,000, 
and 10,000 tweets. As the dataset size increased, all 
performance metrics: Precision, Recall, and F1- 
score declined. Precision dropped from 0.85 to 
0.75, indicating reduced accuracy, while Recall 
decreased from 0.88 to 0.78, showing a reduced 
ability to capture relevant information. The F1- 
score fell from 0.86 to 0.76. This trend highlights 
that the system performs well with smaller tweet 
volumes but struggles as the dataset grows, present-
ing challenges for handling larger datasets.

Table 5 assesses the system’s performance on news 
articles by topic (Politics, Health, Business) and 
volume (300, 600, 1000 articles). Across all topics, 
Precision, Recall, and F1-score generally decreased 
with larger volumes. For Politics, Precision fell from 
0.78 to 0.74, Recall from 0.82 to 0.78, and F1-score 
from 0.80 to 0.76. In Health, Precision dropped 
from 0.82 to 0.78, Recall from 0.75 to 0.71, and F1- 
score from 0.78 to 0.74. For Business, Precision 
decreased from 0.75 to 0.71, Recall from 0.78 to 
0.74, and F1-score from 0.76 to 0.72. This trend 
indicates a challenge in maintaining system perfor-
mance as the volume of news articles increases. 

Table 2. Extraction of events from tweets.
No. Question System Response Ground Truth Answer

1 What measures are hospitals 
implementing to ensure continuity 
of medical care during the 
coronavirus lockdown?

Hospitals are implementing video consultations, 
tele-ICUs, and virtual in-house meetings to ensure 
continuity of medical care and minimize the 
spread of infection.

Hospitals are putting in place video consultations, 
tele-ICUs, and virtual in-house meetings to ensure 
continuity of medical care and minimize the 
spread of infection.

2 What is the call to action regarding 
Trump’s accountability during the 
coronavirus pandemic?

The call to action is to “organize to ensure Trump is 
held accountable for all powers of the presidency 
he may try to exploit.”

There is a call to organize to ensure Trump is held 
accountable for all powers of the presidency he 
may try to exploit.

3 What steps has the Saudi Ministry of 
Education taken to combat the 
coronavirus?

The Saudi Ministry of Education is contributing to 
the Health Ministry’s efforts to combat the 
coronavirus by equipping six university hospitals 
to be on the frontline.

The Saudi Ministry of Education is contributing to 
the Health Ministry’s efforts with six university 
hospitals equipped to be on the frontline.

Table 3. Extraction of events from news articles.
Topic No. Question System Response Ground Truth Answer

Politics 1 What was the nature of the interaction 
between China and the United States?

The nature of the interaction between China and the 
United States was a “war of words” with no signs 
of letting up on Monday.

There was a war of words between 
China and the United States, 
showing no signs of letting up.

2 What is the nationwide death toll from the 
novel coronavirus according to the latest 
report?

According to the latest report, the nationwide death 
toll from the novel coronavirus was 19.

The nationwide death toll has 
reached 19.

Business 1 Which company launched a website to 
screen people for COVID-19?

Google sister company Verily launched a website to 
screen people who think they might have COVID- 
19 and point them to testing sites.

Google sister company Verily 
launched the website.

2 How much financing did United Airlines 
raise?

United Airlines Holdings Inc raised an extra $2 billion 
in financing.

United Airlines raised an extra 
$2 billion in financing.

Health 1 What action has China taken in response to 
the suspicion that exotic animals infected 
humans with the coronavirus?

China has banned the trade of wildlife, suspecting 
that exotic animals infected humans with the 
coronavirus.

China has banned the trade of 
wildlife.

2 What is a significant issue in the United States 
related to the coronavirus?

A significant issue in the United States related to the 
coronavirus is the small number of tests 
performed, which is a concern.

The significant issue is the small 
number of tests performed in the 
United States.

Table 4. Evaluation using Twitter dataset by volume.
No. Evaluation metrics 3,000 Tweets 6,000 Tweets 10,000 Tweets

1 Precision 0.85 0.80 0.75
2 Recall 0.88 0.83 0.78
3 F1-Score 0.86 0.81 0.76
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During the evaluation, several instances were iden-
tified where the proposed system underperformed 
in terms of Precision and Recall. Table 6 highlights 
some of these examples, showcasing where the 
system struggled and produced lower quality 
results. For instance, when asked about the mea-
sures taken by African governments to contain the 
coronavirus, the system’s response was vague, 
mentioning only limited travel and new rules, 
whereas the accurate answer included specific 
actions like closing borders and imposing quaran-
tine requirements, leading to low precision but 
high recall. Similarly, for the question about 
which countries confirmed their first cases of the 
virus, the system correctly indicated that five 
African countries were involved but failed to 
name them, again showing low precision with 
high recall. Finally, regarding Detroit’s plan to pre-
vent virus spread, the system mentioned water 
restoration but omitted the reason behind it, result-
ing in low Precision and Recall.

Discussion

The Political-RAG system, designed to gather 
updates on political events from tweets and news 
articles by integrating RAG with LLMs like the 
Llama2 model, offers several key advantages. 
First, it accelerates development by avoiding the 
trial-and-error process often associated with tradi-
tional NLP techniques (see Table 1) for building 
Political IE tasks. By using pre-trained, publicly 
available LLMs such as Llama2, developers can 
quickly create customized Political IE solutions 
with minimal costs and resources, making it espe-
cially beneficial for organizations with limited 
R&D budgets aiming to initiate digital transforma-
tions. Additionally, the system supports easy and 
dynamic updates to the domain dataset, which 
includes tweets and news articles. By simply repla-
cing outdated data files with new ones, the system 
can adapt to the latest information, facilitating the 
exploration of new political events.

The system’s functionality is demonstrated by its 
ability to extract political events, providing 
a foundation for further analysis by analysts. 
Beyond this, the proposed system sets the founda-
tion for future integration with various political 
datasets (as mentioned in Table 1) to extract infor-
mation on hate speech, conflicts, political bias, 
profiling, social analytics, sentiment analysis, 

Table 5. Evaluation using news articles dataset by topic and volume.
Topic No. Evaluation Metric 300 News Articles 600 News Articles 1000 News Articles

Politics 1 Precision 0.78 0.76 0.74
2 Recall 0.82 0.80 0.78
3 F1-Score 0.8 

0
0.78 0.76

Health 1 Precision 0.82 0.80 0.78
2 Recall 0.75 0.73 0.71
3 F1-Score 0.78 0.76 0.74

Business 1 Precision 0.75 0.73 0.71
2 Recall 0.78 0.76 0.74
3 F1-Score 0.76 0.74 0.72

Table 6. Examples of questions where the system underperformed.
No. Question System Response Ground Truth Answer Precision Recall

1 What measures have several African 
governments taken to contain the 
spread of the coronavirus?

They limited travel and 
introduced new rules.

They closed borders, canceled flights, and imposed strict 
entry and quarantine requirements.

Low High

2 Which countries confirmed their first 
cases of the new coronavirus on 
Friday?

Five African countries 
confirmed their first cases.

Kenya, Ethiopia, Sudan, Guinea, and Mauritania all 
confirmed their first cases.

Low High

3 What plan was implemented in 
Detroit to help prevent the spread 
of the coronavirus?

Many Detroit residents who 
had their water shut off 
can now have it restored.

Thousands of Detroit residents who had their water service 
shut off due to nonpayment of bills can have it restored 
to allow them to wash their hands at home.

Low Low
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opinion mining, and trend analysis. This expanded 
capability offers valuable insights into public senti-
ment and prevailing opinions on political matters. 
Additionally, researchers can leverage the system to 
develop advanced tools for detecting political 
polarization and implementing risk management 
strategies, thereby enhancing their understanding 
of socio-political dynamics and mitigating poten-
tial risks. The quality and comprehensiveness of the 
extracted information depend on the diversity and 
accuracy of the datasets used. Future research is 
needed to evaluate the performance of the RAG 
with LLM integrated system for the aforemen-
tioned political IE tasks using different political 
datasets.

This study has notable limitations despite its 
benefits. While the Llama2 model was selected for 
its superior performance as reported in existing 
research, it is important to recognize that most 
LLMs are trained on general datasets. Future 
research could benefit from exploring and evaluat-
ing various LLMs specifically for the political 
domain. Additionally, querying the LLM with 
large and complex datasets can lead to delays in 
response times, affecting scalability and real-time 
performance. In our case, with a small dataset, 
query response times ranged from 5 to 9 seconds, 
with some exceeding a minute. The system used 
Google Colab’s free GPUs to run the RAG with 
LLM framework, but scaling up to larger datasets 
increases complexity and response time. This lim-
itation might be addressed by enhancing computa-
tional resources, such as increasing the number of 
GPUs, based on user needs and available resources.

Additionally, the timeliness of the information 
about political events that analysts can explore 
depends significantly on the system’s ability to 
access and integrate updated news articles in real- 
time. In our current approach, the datasets used for 
analysis were initially downloaded and incorpo-
rated into the system. However, this method does 
not support real-time updates, as it relies on peri-
odically updating the dataset manually. Developing 
a real-time information system presents several 
challenges. First, the system would need to con-
tinuously fetch and integrate data from multiple 
websites and sources where political events are 
reported. This requires robust data acquisition 
mechanisms capable of handling diverse formats 

and sources, such as news websites, social media 
platforms, government publications, and more. 
Ensuring the reliability and consistency of data 
across these sources poses another challenge, as 
different websites may report on the same event 
with varying details or perspectives.

Real-time systems must efficiently handle the 
volume and speed of incoming data, particularly 
with the rapidly changing and diverse reporting of 
political events. This requires scalable infrastructure 
and algorithms that can process large datasets 
quickly to maintain responsiveness and ensure that 
analysts receive the latest information promptly. 
Integrating real-time capabilities into the RAG 
with LLM architecture demands careful manage-
ment of computational resources. Continuous 
querying and updating of datasets can strain 
resources, leading to longer response times or 
potential system failures if not managed effectively. 
Scaling resources, such as through cloud-based solu-
tions, can address these issues but introduces addi-
tional complexity and cost. To overcome these 
challenges, advancements in data acquisition, real- 
time processing algorithms, and infrastructure scal-
ability are needed. Future research should focus on 
developing efficient and reliable methods for real- 
time data integration and processing within the 
RAG with LLM framework, enhancing the ability 
of researchers and analysts to make timely and 
informed decisions regarding political events.

Conclusion

IE is essential for political scientists to make 
informed decisions. Historically, IE has evolved 
from simple keyword matching to sophisticated 
machine learning techniques. This advancement 
has been significantly driven by third-generation 
methods that employ NLP to analyze documents in 
context, leading to more nuanced and effective IE. 
LLMs have been essential in this progress, enabling 
rapid and accurate extraction of political events 
from news articles. In this context, our research 
introduces a chatbot designed to assist analysts 
with political event extraction. The Political-RAG 
system integrates RAG with LLMs, streamlining 
the development process and overcoming the trial- 
and-error phase typical of classical NLP approaches. 
By leveraging pre-trained LLMs, organizations can 
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swiftly develop customized Political IE solutions, 
even with limited resources. Additionally, the system 
supports dynamic updates to news datasets, facilitat-
ing continuous exploration of new political events.
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