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Abstract. To foster inclusive education, accessible educational mate-
rials must be tailored to meet the diverse needs of students, especially
students with disabilities. Images in educational materials play an impor-
tant role in understanding textbook exercises but can also distract such
students and make them more challenging. Therefore, we need an adap-
tive system that identifies non-essential images to reduce cognitive load
and distractions for students with disabilities. Accordingly, this work pro-
poses a computational framework to categorize textbook exercise images,
facilitating their inclusion in accessible textbooks and enhancing learn-
ing for visually impaired and neurodevelopmental disorders students. Us-
ing three French textbook exercise datasets of 652 (text, image) pairs,
we compared monomodal (text-only) and multimodal (text and image)
classification approaches. We found that text-based models, particularly
CamemBERT, excel in classifying images, achieving an accuracy rate
of 85.25% on French text data. We also use Local Interpretable Model-
agnostic Explanation for model interpretability and conduct qualitative
analyses to deepen insights into model performance. This work is only a
very first step towards an automatic translation of inclusive textbooks.
Moreover, this paper revealed that this first step is already very chal-
lenging. We hope to draw more researchers’ attention to this problem.

Keywords: Educational Technology - Textbook Image Classification -
Inclusive Education - Adaptive Learning - Multimodal Classification.

1 Introduction

As per the United Nations Convention on the Rights of Persons with Disabili-
ties, inclusive education asserts that it is the right of every student, not merely
a privilege [21,13], underscoring the importance of ensuring that educational
opportunities are accessible to all individuals, irrespective of their abilities or
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disabilities [19]. The right to education is universal, transcending limitations im-
posed by physical or cognitive disabilities. However, conventional educational
resources, mainly textbooks, are not inherently designed to cater to the diverse
needs of all learners, especially those with disabilities [19, 33]. Inclusive education
addresses this disparity by ensuring that educational materials are accessible and
accommodating to all students, regardless of their disabilities.

Students benefiting from inclusive education include those with visual impair-
ments and Neuro-Developmental Disorders (NDDs). Visual impairments range
from difficulties with images, blurry vision, and partial sight to complete blind-
ness, while NDDs affect brain function, impacting physical, social, academic,
and occupational functioning [22]. Common NDDs in childhood include Atten-
tion Deficit and Hyperactivity Disorder (ADHD), Autism Spectrum Disorders
(ASD), and Developmental Coordination Disorder (DCD) [5,6]. Children with
visual impairment and NDDs often face academic challenges that do not reflect
their true abilities due to visual and fine motor skill difficulties [18, 2]. Similarly,
visually impaired students encounter obstacles in accessing irrelevant visual ma-
terials and materials without suitable adaptations. Therefore, classrooms should
consider these students’ visual, reading, and gaze coordination difficulties when
utilizing textbooks to promote inclusive education.

Recognizing their needs lays the foundation for building a computational sys-
tem that automatically adapts textbooks, addressing reading, motor coordina-
tion, and attention difficulties to foster inclusivity in classrooms by tailoring ed-
ucational materials for children with disabilities. Some non-profit organizations,
such as Le Cartable Fantastique [16], have started creating adapted digital text-
books for children with DCD. However, manually transforming materials poses
challenges due to diverse textbooks, frequent updates, and resource-intensive
processes. The optimal solution would be for publishers to create inherently
tailored textbooks for pupils with disabilities, which is currently unattainable.
Therefore, automating textbook adaptation using Artificial Intelligence (AI) and
Machine Learning (ML) is essential for improving accessibility.

A significant challenge in creating tailored textbooks is the manual anno-
tation of images for diverse students. Professional educators and annotators
currently spend considerable time and effort to classify images in textbooks,
a process that is both labour-intensive and prone to errors [16]. This highlights
the importance of automating image classification to ensure consistency and effi-
ciency. Textbook exercise image classification is crucial to address this challenge,
especially for the visually impaired and NDD students. By accurately identifying
and categorizing images into different classes, we can remove those that are not
required to understand the text. This approach ensures that essential visual in-
formation is preserved while managing non-essential images to reduce cognitive
load and distractions. To address this, we propose a novel image classification
framework for textbook exercise images. This framework categorizes images into
Essential, Informative, and Decorative classes with expert help. It aids textbook
adaptation by determining image inclusion in the user interface and allowing
for customization based on user needs and preferences. Images can remain un-
altered, be placed at the end of exercises, or be substituted with alternative
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text. Excluding Decorative images ensures document clarity and accessibility
[28], particularly for students with distraction disabilities like NDD.

The main contributions of this work are: (1) the development of a novel
computational framework for classifying textbook illustrations into distinct cat-
egories; (2) an empirical evaluation of monomodal and multimodal approaches
for classifying (text, image) pairs; and (3) a thorough interpretability analysis
using Local Interpretable Model-agnostic Explanations (LIME) [27].

2 Related Work

The work presented in this article is related to different fields: Natural Lan-
guage Processing (NLP) applied to textbooks and text-image similarity and
interaction. Limited research exists on NLP applied to textbooks, with some
studies focusing on question generation and interactive content integration |3,
7,1]. Interest in adaptive textbooks is increasing, yet manual concept indexing
remains challenging. Recent advancements introduce ML methods like FACE
[4] for automatic concept extraction, enhancing adaptive textbook technologies.
The proliferation of MOOCs presents challenges with unstructured data, but ML
frameworks for concept extraction show promise in addressing these issues [11].
Moreover, the research explores ML methods to automate the labour-intensive
process of labelling educational data, particularly in Japanese schools [32]. While
educational image classification primarily focuses on image type identification,
recent work like [20] introduces datasets for illustration classification and [31]
summarizes progress in chart classification. Additionally, [8] proposes a novel
semi-supervised image classification method using curriculum learning, MMCL,
outperforming five state-of-the-art methods on eight image datasets.

Similar to our goal of adapting textbooks for children with disabilities, recent
studies have focused on modelling and extracting content from textbooks [16]
or classifying exercises based on their adaptation for children with DCD [15].
However, these works focus on layout and textual content, not the textbook’s
images. To our knowledge, there is a gap in research regarding image classifi-
cation for textbook adaptation to promote inclusivity. Two recent papers ex-
plore the relationship between text and image in image-text retrieval and clas-
sification [25,23]. In [23], authors present a classification framework analyzing
semantic relationships between images and textual descriptions, defining eight
classes based on cross-modal mutual information, semantic correlation, and sta-
tus metrics. While they utilize publicly available datasets, they mainly comprise
single-sentence captions or labels, differing from the context-rich text in our ex-
ercises. Several efforts, such as the Web Form Accessibility Framework for the
Visually Impaired (WAFI) [9], have been made to improve website accessibil-
ity for visually impaired individuals. W3C Web Accessibility Initiative® provides
guidelines for replacing images with alternative text on web pages. Although
not designed for educational contexts, these guidelines can be adapted to ensure
essential visual information is retained, enhancing comprehension for all.

"https: //www.w3.org/WAI /tutorials /images/
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No prior research explores the relationship between images and text in educa-
tional materials. While strides have been made in adapting textbooks for children
with disabilities, a gap remains in understanding how images contribute to in-
clusive learning. Existing studies focus on layout, textual content, and semantic
relationships between images and text but often overlook the nuanced interaction
between images and more extensive textual content in educational exercises. To
address these challenges, we propose a computational framework for multimodal
classification of textbook illustrations for adaptive learning environments.

3 Problem and Data Challenges

Images in textbooks serve diverse roles, making the complex task of annotat-
ing them essential for automated adaptation to meet diverse needs. This process
involves classifying images into categories such as Essential, Informative, or Dec-
orative, based on their educational roles. Differentiating between Essential and
Informative images involves understanding their educational value and context.
An Informative image is not crucial for completing an activity but serves an
informative purpose, such as providing clues for solving an exercise or depicting
a concept unfamiliar to students. The Essential and Informative categories aim
to provide subtle adaptations for diverse visual impairments, ensuring optimal
accessibility to educational materials.

The challenge also lies in the variability of content and layouts across text-
books, which makes standardization difficult. Data challenges include dealing
with inconsistent image quality and varying levels of detail, which complicate
automated classification. Accurate manual annotation requires significant exper-
tise for consistent classification but is time-consuming and resource-intensive,
especially for large datasets. This process presents scalability issues and cannot
efficiently handle high volumes of images. Variability in image types and con-
tent further complicates manual annotation, necessitating adaptable methods.
Ensuring consistent quality across datasets is challenging due to potential errors
and inconsistencies. Automated systems can address these issues by providing
initial classifications that experts can review, thereby enhancing efficiency and
consistency. Automation is crucial for managing large datasets and improving
accessibility, as ML algorithms can classify images based on visual and contex-
tual features, reducing manual effort and supporting the creation of inclusive
educational materials.

4 Dataset

Our dataset consists of exercises with images from three elementary-grade language-
learning French textbooks in PDF format. For the extraction process, each PDF
is parsed to an XML file using pdfalto? and MuPDF? tools. The extracted words
are then grouped into text segments, which are grouped into activity blocks based

Zhttps://github.com/kermitt2/pdfalto
3https://github.com/ArtifexSoftware/mupdf
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Table 1: Categorization of Images and Text in the Adaptation Process

Class Essential Informative Decorative
Images \_,5 r %
lj\ X A
¥ L2 e - \
d 1
TAY @)l |
. . Text: During prehistoric Copy the sentences if you
er;c;) :}IIZ :ﬁ;l;dvsooggglon times, people painted cave |recognize the verb “to go”. (a)
Text represented by the paintings on the walls of their|I leave at the same time every
p drawin Sy caves. Q: Find the verb. What morning. (b) Saturday I
8- tense is it conjugated to? weeded the garden path.

on layout, font style, and spacing features. Images are associated with blocks
according to their position on the page. Then, two experts from Le Cartable
Fantastique defined three classes and performed the manual annotation for each
image associated with its respective text. The classes are as follows:

— Essential Images: These are compulsory for understanding or resolving
an activity. They will be incorporated into the adaptation.

— Informative Images: They contribute to understanding the text and pro-
vide supplementary information, such as clues for solving an exercise or
imparting knowledge. Although not essential, these images can be placed
after the exercise.

Decorative Images: They are unrelated to the overall exercise and irrel-
evant to the text. They may be removed when adapting the activity to
streamline the interface.

Some contend that streamlining presentation by omitting decorative images
could be beneficial [28]; while others claim that all users should be offered the
same experience, including the option to receive descriptions of decorative ele-
ments. For visually impaired students, varying detail in image descriptions based
on their relevance is crucial. Excluding Decorative images ensures only relevant
content is retained, boosting accessibility alongside materials like braille and
screen readers. Classifying illustrations helps NDD students by allowing educa-
tors to include images that support educational objectives while excluding those
categorized as Decorative. An example of the categorization of images with their
respective text is shown in Table 1. In the FEssential class, the image is manda-
tory to solve the exercise, while the purpose of the image in the Informative class
is to give additional information to the student, who may not know exactly what
is a cave painting. Finally, for the Decorative class, the image associated with
the text is not required to solve the exercise and only has a decorative purpose.

Our study used three elementary-grade French language textbooks, two from
the same editor for training and validation with an 80:20 split, and one from a
different editor as the test set to ensure unbiased evaluation. The test set includes
data from unseen textbooks to assess model performance on diverse publishers.
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Table 2: Distribution of unique labels of train+validation set and test set
Essential | Informative|Decorative

Test Set 131 75 38
Train+Validation Set| 257 93 58

Table 3: Most frequent words in each class
Test ‘ Train+ Validation

Essential Informative Decorative‘ Essential Informative Decorative

name: 29 word: 77 text: 14 write: 160  word: 93 verb: 21
drawing: 27  text: 46 verb: 11 |drawing: 103 text: 47 text: 20

write: 24 verb: 41 sentence: 10| word: 101 verb: 42 sentence: 16
find: 23 observe: 34 recopy: 8 name: 89 observe: 24  word: 15
give: 17  sentence: 25 combine: 7 use: 75 write: 23 write: 15
associate: 17  red: 20  complete: 6| find: 66 name: 21 complete: 13
word: 16 name: 20 name: 6 |represent: 66 remove: 17  find: 13

describe: 16  letter: 18 word: 6 sound: 64  other: 14  recopy: 9
complete: 15 read: 15 write: 5 letter: 46  sound: 14 name: 8
sentence: 14 c: 15 personal: 5 | sentence: 41  pink: 14  remove: 8

After removing blank entries from the PDFs, the processed data’s final size is
shown in Table 2. Although the distribution appears nearly uniform, we ac-
knowledge the impact of topics and image characteristics on model effectiveness
and ensured consistency by evaluating with a separate textbook. Table 3 high-
lights the most frequent words, revealing distinctive patterns across Fssential,
Informative, and Decorative categories. Notably, ’drawing’ and 'write’, are most
prevalent in Essential, 'word’, and ’text’ in Informative, and 'text’, and ’verb’ in
Decorative, offering insights into textual elements characterizing each class.

5 Approaches

For the textbook illustration classification, we utilized various modalities, in-
cluding both multimodal approaches, which integrate images and text, and
monomodal approaches that consider text or images independently. The work-
flow for the final approaches used in this work is shown in Fig. 1.

5.1 Multimodal Approaches

For the multimodal approach, we used the CLIP model [26], which excels in
bridging the semantic gap between images and textual descriptions through zero-
shot transfer, natural language supervision, and multimodal learning. Our text
data is extracted from French textbooks, so we translated the text into English
using the open-source offline translation library Argos Translate* with Open-

4https://github.com/argosopentech /argos-translate
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Fig. 1: Workflow for Multimodal Textbook Illustration Classification

N x 512

NMT [14] to align with CLIP’s requirement for English text input. We chose the
RN101 variant in CLIP, which performed better on our dataset. This variant
has a 512-dimensional embedding, processes 224 x 224 images with a backbone
of (3, 4, 23, 3) layers, and includes a text transformer with 12 heads, 512 width,
and eight layers, enhancing multimodal comprehension.

We utilized the CLIP model to compute the cosine similarity between images
and texts, establishing their relationship. For example, the cosine similarity be-
tween text and image features in Table 1 is 0.42, 0.48, and 0.41 for the Essential,
Informative, and Decorative classes. Since some of our textual data exceeded
CLIP’s default token length of 77, we used truncation and segmentation for text
data. Truncation shortens texts to the default length, while segmentation divides
texts into segments of the default length. We calculated average, maximum, and
truncated cosine similarity scores for text-image pairs. Descriptive statistics re-
veal that the Essential class has the highest mean average similarity score (0.42),
slightly above Decorative (0.419), with Informative showing lower central ten-
dencies. For maximum similarity scores, Informative leads with a mean of 0.438,
followed by Decorative (0.431) and Essential (0.422). The Informative class also
has the highest truncated similarity score (0.433). Despite Informative show-
ing higher scores, the close mean values across classes indicate that CLIP-based
similarity alone may not fully capture distinctions. To improve classification, we
used the RN101 variant of CLIP to extract 512-size feature vectors and applied
a Multi-Layer Perceptron (MLP) as shown in Fig. 1.

5.2 Monomodal Approaches

Text-based features encoding: We strategically used domain-specific lan-
guage models for text feature extraction: BERT for English text [12] and Camem-
BERT for its French counterpart [17]. These state-of-the-art language models
provided comprehensive text understanding and nuanced insights into linguistic
complexity. We followed the same procedure for classification as we did for our
multimodal approach. We extracted features using bert-base-uncased for English
and camembert-base for French. Larger models diminished performance, likely
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due to overfitting and increased computational demands. We then tokenized En-
glish text using bert-base-uncased and French text using CamembertTokenizer,
processed tokens through all layers of BERT and CamemBERT, and extracted
features from the last hidden layer. Adaptive average pooling was used across the
sequence length dimension for fixed-size representation. The textual embeddings
obtained through these models are then fed to a MLP for classification.

To further enhance our exercise representation, we follow the work of [15] and
fine-tune CamemBERT’s language model on educational data: lessons and ac-
tivities from four textbooks (two textbooks from the collection used for training,
excluding the exercises used to build our dataset, and two other unseen text-
books), 1293 Fantastiques Exercices provided by the organization Le Cartable
Fantastique, and the 79 original reading texts from Alector.

Image-based features encoding: For Image feature extraction, we used CNN-
based models, specifically ResNet [10], VGG16 [29], and Inception-v3 [30], renowned
for their proficiency in image recognition tasks. We used pre-trained ResNet-50,
VGG16, and Inception-v3 models, adjusting their final layers to produce 512-
dimensional feature vectors that matched CLIP’s size. All layers, except the
modified final one, are frozen to preserve the knowledge encoded in earlier lay-
ers. The images were pre-processed by resizing to ensure compatibility with the
ResNet model’s input expectations.

We extracted the features using these models, generating the feature vectors
of dimensions N x 512, with N representing the total number of data instances.
Following the same method we used for the CLIP model, we extracted data using
these models, ensuring uniformity in our approach. Subsequently, we used MLP
to train the extracted data, enhancing the analytical capabilities of our research.

5.3 Unbalanced Data Management

The initially processed data is highly imbalanced, as shown in Table 2, which
can detrimentally affect model performance by favouring the majority class. To
mitigate this issue, we used two strategies, either jointly or separately:

— Class_weight strategy: We applied the class _weight strategy using scikit-
learn [24] to prioritize the minority class. The ’balanced’ strategy dynami-
cally adjusts class weights based on their distribution in the training data,
giving higher weights to underrepresented classes.

— Data generation: We augment the initial training set with 150 instances
from the Decorative class, consisting of text-only data and random images
from textbooks. We then merge this augmented data with the original set,
extract features, and apply the same procedure as previous models, passing
it through the MLP.

6 Result and Discussions

6.1 Experimental Setups and Ablation Study

Our MLP has an input layer of size 512, two hidden layers with 256 and 128
neurons, respectively, and an output layer for 3 classes, with ReLU activations
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in between. It was trained using CrossEntropyLoss and Adam optimizer, with a
batch size of 32 over 30 epochs. Based on validation performance, early stopping
with patience of 5 epochs was applied. As part of our ablation study, we exper-
imented with different numbers of hidden layers in the MLP: 1, 2, 3, 4, and 6
hidden layers. The results indicated that the MLP with 2 hidden layers achieved
the best performance.

We also conducted an ablation study on fusion methods to evaluate their
impact on model performance, using both Early fusion and Late fusion of text
and image modalities. In Early fusion, we combined modalities by computing
the maximum, minimum, and concatenation of two features. In Late fusion, we
applied the same MLP used previously to the extracted data of both modali-
ties, averaging and taking the weighted average of both outputs to predict the
result. The best accuracy result obtained from these methods on the test data
was 57.14%, which was not as good as the performance of the Early fusion ap-
proach. Therefore, we generated all results using the Early fusion concatenation
method. We chose concatenation because it preserves information from both
modalities, enriching the feature space and capturing complementary data. The
concatenated features, sized 1024, were then input into an MLP.

6.2 Results

The results section presents predictions on test data from a third textbook by a
distinct editor. Table 4 shows that the text-based models outperform the image-
based models. The image-based classification (ResNet, VGG16, and Inception-
v3) gives lower results than the majority class classifier, showing that image data
alone is insufficient for classifying images as Fssential, Informative, or Decorative
in the context of an exercise, indicating the need for additional data or features
to enhance classification accuracy. The French language model CamemBERT
achieved the highest accuracy in text-based classification without fine-tuning,
likely due to the original data being in French, highlighting the importance of
linguistic compatibility in model performance. While CamemBERT-educational
was expected to perform better, its lower performance suggests that semantic
features of text exercises may not be crucial in image classification.

The bottom part of Table 4 shows that early fusion of image and textual
data does not enhance performance relative to text-based classification. The
best multimodal accuracy is achieved with the CLIP model, slightly surpassing
the concatenation of CamemBERT and ResNet features. As previously shown
in Fig. 1, similarities values between text and image computed with the CLIP
model have nearly similar values for all three classes, contrary to our intuition
that the Decorative images had a lower semantic cosine similarity with the image
(redundancy) where the necessary images had a higher semantic cosine similarity
(complementarity). Further, Table 4 also indicates that CLIP’s higher accuracy
stems from effectively integrating textual and image features, whereas Camem-
BERT+ResNet achieves a higher F1 score due to its superior precision and recall
in capturing text-image relationships.

Finally, Table 4 presents the results obtained with the different strategies
for dealing with our data unbalanced issues. The best results are obtained when
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Table 4: Monomodal and Multimodal Classification Results with CamemBERT,
Using Unbalanced Data Strategies (CW: Class Weight, DA: Data Augmentation)

Models Modality Accuracy F1-Score
Majority Class - 0.727

BERT text 0.816 0.818
CamemBERT text 0.836 0.831
CamemBERT-educational text 0.80 0.798
ResNet image 0.525 0.431
Inception-v3 image 0.504 0.421
VGG16 image 0.50 0.421
BERT+ResNet text+image 0.754 0.755
CamemBERT+ResNet text+image 0.803 0.796
CLIP text+image 0.807 0.79
CamemBERT-CW —DA" 0.836 0.831
CamemBERT—-CW " —DA" 0.816 0.83
CamemBERT—-CW —DA™ 0.828 0.815
CamemBERT—-CW " —DA™ 0.853  0.849

Fig. 2: Confusion matrices for the CamemBERT model only (a), with data aug-
mentation (b), with class weight strategy (c) and both data augmentation and
class weight strategies (d).

both class weight and data augmentation strategies are used, achieving an accu-
racy of 85.25% when applied on our best model (CamemBERT only)®. From a
qualitative point of view, as pictured in the confusion matrices in Fig. 2, the data
augmentation tends to classify more examples in the Decorative class, both cor-
rectly and incorrectly (Fig. 2b), while the class weight strategy tends to improve
the number of correctly classified instances of the under-represented classes (Dec-
orative and Informative) at the expense of the Essential class (Fig. 2c). It’s worth
noting that utilizing either the class weight or data augmentation strategy alone
decreases performance compared to the initial result. Finally, combining both
strategies improves the number of correctly classified instances for all classes.
Furthermore, these findings are significant for individuals with visual im-
pairments and NDD students. By removing Decorative images, our approach
ensures that only essential visual information is retained, enhancing accessibility
and catering to the specific needs of students with NDD. This deliberate cura-

5Similar tendencies are found when applied on the other models.
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Table 5: Comparison of results from text-based, image-based, and multimodal
models. v/(X) indicates correct (incorrect) labelling of the (text, image) pair.

Exercise 1 Exercise 2 Exercise 3
Text Decipher this puzzle Choose the correct adjectives What type of art is this?
. to describe the princess. :
0
.
P
Images =
5
Text-based X
Image-based v
Multimodal X
Cosine similarity 0.403
prononce art refuse
enfer miroir ils

époque terre comme
i princesse ai

Zélie 1881 On
Dupont* déguise
Bastide pluriel
Antoine Courgette adjectif
dialogue Baleine adressait
Durand* Farel )

Features
Features
Features

Fourmis
terminaison

0.000 0.025 0.050 0.075 0.100 0.125 0.00 0.05 0.10 015 000 001 002 003 004 0.05
Average Feature Importance Average Feature Importance Average Feature Importance

Fig.3: LIME explanation of top features for each class (a) Essential, (b) Infor-
mative, and (c) Decorative, based on average importance. *: anonymized

tion of visual data fosters inclusivity and improves learning outcomes for these
marginalized groups.

6.3 Qualitative Analysis and Explainability

Table 5 compares results obtained with text-based, image-based, or multimodal
models on three random (text, image) pairs. For the given exercises, the text-
based model incorrectly labels Exercise 1, related to image description, while the
image-based model performs well in both Exercise 1 and Exercise 2, i.e., in image
description and image reading but fails to classify Exercise 3. Notably, images
are required for all exercises. The cosine similarities for Exercises 1, 2, and 3 are
0.403, 0.456, and 0.422, respectively, reflecting the varying degrees of alignment
between text and image features. The text-based model’s misclassification of
Exercise 1 highlights its limitation in understanding the role of visual content
in specific tasks. The multimodal model struggles with all exercises, reflecting
difficulties in effectively integrating text and image modalities.

We use LIME [27] to enhance model interpretability for text classification.
It provides localized explanations for the predictions, improving transparency.
In Table 4, CamemBERT, incorporating CW and DA, achieved the best results,
prompting us to perform LIME analysis on our French text data. Fig. 3 illustrates
the top 10 words for each class, with their importance scores, where the Y-axis
displays the top 10 contributing words and the X-axis shows their weights.



12 F. Author et al.

For the Fssential class, Family names and firstnames like "Zélie", "Bastide",
and "Antoine" appear in the top features. Besides, the feature "i", which is the
number 1 in Roman letters, indicates that these texts are closely related to key
educational elements like multiple-choice questions. Interestingly, for the Infor-
mative class, all top features—"art" (art), "miroir" (mirror), "terre" (earth),
"princesse" (princess), "Fourmis" (ants), "terminaison" (ending), "Courgette"
(zucchini), "Baleine" (whale), and "Farel" (a proper noun, likely a name) are
nouns, with the exception of "1881", which is a number. Unlike the other two
classes, no verbs are present in this class. Finally, it seems that the Decorative
class contains more grammatical words like "ils" (they), "comme" (like), "ai"
(have), and "on" (we) compared to the other two classes and also words related
to grammar exercises ("adjectif" (adjective), "pluriel" (plural)).

Overall, the LIME analysis on CamemBERT reveals how the model differ-
entiates between content in children’s textbooks. Higher weights for the Infor-
mative class indicate the model’s focus on contextually significant terms, while
lower weights for the Decorative highlight its ability to identify less critical fea-
tures. These insights are specific to the classification task, and domain expertise
remains essential to fully understand the model’s decision-making process.

In addition to the promising results, it is essential to acknowledge the limita-
tions of our study. We recognize the dataset’s limited size, which may affect the
findings. However, given the novel nature of this work, we focused on assessing
the feasibility of our methods. Encouraged by the positive outcomes, we plan
to expand and validate our approach using larger datasets in future research.
Additionally, due to the presence of private data in our dataset, we cannot share
it with the community, hindering the reproducibility of our experiments. We are
working on annotating publicly available data to share with the community.

7 Conclusion

Our study proposes an automatic system to classify textbook images into Essen-
tial, Informative, and Decorative classes, aiding inclusive education for visually
impaired and NDD students. Using a French textbook dataset of 652 (text,
image) pairs, we found that text-based models, particularly CamemBERT on
French text data, outperformed multimodal methods. Further, the LIME anal-
ysis revealed that for Essential class, the family names and first names "Zélie"
and "Bastide" appear in top features, as well as "i", likely denoting the numeral
for multiple-choice questions. Interestingly, for the Informative class, we can see
that only nouns are accounted as top features. Finally, it seems that the Dec-
orative class contains more grammatical words and those related to grammar
exercises. This approach ensures that only images with educational content are
retained. In the future, we plan to expand the dataset, incorporating additional
sources such as [23] and exploring alternative similarity measures. We aim to
explore alternative text generation to enhance textbook adaptation for visually
impaired and NDD students. Additionally, future work could introduce a new
dataset of images paired with contextual descriptions for the visually impaired,
which may be shared with the community.
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