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Abstract

We argue that concepts from the social sciences can be as natural as those from
physics and chemistry, thereby answering in the positive the question of whether
social metaphysics is or can be substantive. The argument takes as a starting point
Douven & Girdenfors’ (Mind & Language, 35, 313-334 2020) optimality account of
natural concepts, according to which natural concepts are represented by the cells of an
optimally partitioned similarity space. While the account applies straightforwardly to
perceptual concepts, it does not apply as straightforwardly to more abstract concepts,
such as many scientific concepts. We propose an extension of Douven and Gérdenfors’
optimality account that pertains to scientific concepts as well. The proposal reuses ideas
from Lewis’ Best Systems Account of laws of nature, but rather than invoking natural
concepts (as Lewis does) defines natural scientific concepts as those that figure in the
or a best systematization of the totality of facts. On this proposal, there is nothing
especially different between concepts from the natural sciences and those from the
social sciences.

Keywords Best systems account - Concepts - Naturalness - Similarity spaces -
Social metaphysics

1 Introduction

There has been a recent surge of interest in social metaphysics (see, e.g., Khalidi
2015; Asta 2018; Griffith 2020; Taylor 2020; Taylor 2023; Bendifallah et al. 2023.
While currently popular, however, social metaphysics faces a special challenge (see,
e.g., Taylor 2023). According to a widely shared assumption, for a metaphysics to
be substantive, it must deal with a reality whose structure is objective. But whereas
the natural sciences study parts of the world and processes occurring in the world—
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biological species, chemical elements, phase transitions, and so on—that appear to
be uncontroversially objective in that these parts and processes are not of our own
making, the same cannot be said of the objects of study of social scientists. Indeed,
the issues of interest to social scientists—class, race, gender, market cycles, national
debt, inflation, unemployment, oppression, and much more—seem clearly dependent
on us. Should we conclude that social metaphysics fails to be substantive, thereby
(presumably) demoting it to a merely second-rate status?

The proposal to be presented in the following allows us to answer the foregoing
question in the negative and, in effect, to maintain that social metaphysics is on a par
with the metaphysics we take to emerge from the natural sciences. At the core of this
proposal is a rethinking (begun in Douven (2023), building on Douven and Girdenfors
2020) of what natural kinds are and what their metaphysical status is, which allows
social concepts to be no less natural than the concepts central to physics or chemistry.
In a nutshell, the two-fold claim is going to be that, yes, social concepts do depend on
our thinking, but so do the concepts central to the natural sciences; and no, neither for
the former nor for the latter does that imply that they lack objectivity and that hence
a metaphysics concerned with either must fail to be substantive.

The background of our proposal is the conceptual spaces framework. This means,
among other things, that we think about concepts as regions in similarity spaces (or
as sets of such regions). We explain what naturalness amounts to for concepts thus
understood, and think of natural kinds derivatively, as the worldly correlates of natural
concepts. After outlining the basics of the conceptual spaces framework, we summarize
a proposal from Douven and Gérdenfors (2020), which appeals to various principles of
good engineering in order to demarcate the natural concepts from the nonnatural ones.
The new work starts with noting that Douven and Girdenfors’ principles make sense
for perceptual concepts, with which these authors were concerned, but do not apply
readily, nor are readily extended to apply, to nonperceptual concepts, including (most
notably, for our present purposes) concepts from the social sciences. To overcome this
limitation, we recruit ideas central to Lewis’ (1973) Best Systems Account (BSA) of
laws, which understands lawhood by reference to a best summary of the totality of
basic facts. Lewis’ ideas were motivated by very much the same considerations that
led Douven and Gérdenfors to their proposal, and they will help to extend that proposal
to scientific concepts, including those from the social sciences.

To forestall misunderstanding, it should be emphasized that the new proposal is in
no way meant to improve upon Lewis’ BSA or to address concerns that some have
raised about it. We reuse some Lewisian ideas for our own purposes, which are very
different from Lewis’. As already mentioned, we take concepts to be primary and
wish to delineate natural from nonnatural concepts, seeing natural kinds as deriving
from natural concepts. For Lewis, by contrast, properties are basic. Not only that;
he takes naturalness as it applies to properties as a primitive notion not standing in
need of any explication. Thus, in particular, we do—in Lewis’ view—not need the
BSA to define naturalness. We do think naturalness (for concepts, and so derivatively
for kinds) needs to be explicated and also see Douven and Gérdenfors’ (2020) work
as a first step in this explication, which defines naturalness for perceptual concepts
in terms of a trade-off between informativeness and simplicity, in a way to be made
more precise below. Ideas from the BSA, suitably adapted, will help to argue that
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we can similarly think of naturalness for scientific concepts (and again, derivatively,
for scientific kinds) as arising from a trade-off between those same theoretical virtues.
This will yield a metaphysics of kinds that is more in line with Putnam’s (1981) internal
realism than with the metaphysical realism championed by Lewis.

2 Theoretical Background
2.1 The Conceptual Spaces Framework

The core idea underlying the conceptual spaces framework is that concepts can be
represented geometrically, as regions in similarity spaces. Similarity spaces are math-
ematical constructs, often multi-dimensional metric spaces, where each dimension
encodes some fundamental quality in terms of which items can be compared to each
other. The distance defined on such a space is meant to reflect dissimilarity; a smaller
distance indicates a greater similarity in the respect corresponding to the space, which
could be color, taste, shape, and so on. While various metrics could be used for this,
the prevalent ones in the psychological literature are the city-block (or “Manhattan”)
metric, which adds distances along each of the dimensions, and the Euclidean metric,
familiar from high school geometry.

Similarity spaces are often constructed on the basis of similarity judgments, con-
fusion probabilities (or, more generally, data on how frequently two distinct stimuli
are mistaken for one another), or correlation coefficients (e.g., Douven 2021; Bendi-
fallah et al. 2023). This raw data typically undergoes a transformation into distances,
followed by application of methods like multidimensional scaling (MDS) or its vari-
ants (such as Principal Component Analysis or Nonnegative Matrix Factorization),
aiming to generate a metrical space that is interpretable and fits the data while being
low-dimensional (see, e.g., Abdi and Williams 2010; Borg and Groenen 2010; Hout
et al. 2013).

While MDS and related techniques can be illuminating, they do not always yield
a low-dimensional representation that aligns well with the data. However, numerous
usable similarity spaces have been identified by cognitive psychologists. Not only
that; psychologists have also developed ways to turn similarity spaces into conceptual
spaces, mapping not just similarities but also concepts and conceptual connections.

Ideas vary as to how to build a conceptual space on top of a similarity space. A
prominent approach integrates prototype theory with Voronoi tessellations (Gérden-
fors 2000, 2014). The former holds that, within a concept, some instances are more
representative, with the most representative being its prototype (Rosch 1973, 1978).
A Voronoi tessellation partitions a space into discrete cells, each linked to a unique
generator point and encompassing all points nearer to its own generator point than
to any other.! In this approach, conceptual spaces emerge from similarity spaces by
identifying in them the locations of the prototypes and using these to create a Voronoi
tessellation, the cells of which then represent concepts in the space. An alternative
approach to obtaining a conceptual space from a similarity space is to be found in

! For an in-depth explanation, see Okabe et al. (2000)
@ Springer

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



852 Philosophia (2024) 52:849-863

Bendifallah et al. (2023), where the authors use a standard clustering algorithm to
partition a social similarity space. We come back to this below.

2.2 What are Natural Concepts?

From the onset of the conceptual spaces framework, it was understood that not every
region in a similarity space will correspond to a concept, in any event not a natural
one, like GREEN, GOLD, or TIGER—concepts which merit linguistic labeling and play,
or could play, a pivotal role in our cognitive processes—as opposed to, for instance,
GRUE (Goodman, 1955), or THINGS THAT ARE CURRENTLY ON YOUR MIND, or
COMPANIES THAT WENT BROKE DURING THE PANDEMIC. So, what differentiates
natural concepts from their nonnatural counterparts? Géardenfors (2000, p. 71) posited
that only convex regions can represent natural concepts, where a region is convex
exactly if any two points within it can be connected by a line segment that also lies
entirely within the region. However, Gérdenfors acknowledged that convexity might
not be a sufficient condition. And indeed, as noted by Okabe et al. (2000, p. 58), every
Voronoi tessellation of a Euclidean space, regardless of whether it is generated by a
set of prototypes or by a set of arbitrarily chosen points, will yield convex cells.

A more detailed characterization of natural concepts was later explored by Douven
and Girdenfors (2020), who introduced the idea of optimal design, grounded in cog-
nitive economy. Gérdenfors (2000, p. 70) already emphasized the cognitive simplicity
of dealing with convex regions, but Douven and Gérdenfors (2020) expanded on this
by suggesting a suite of criteria meant to embody optimal partitioning. They propose
to understand the notion of optimal partitioning in terms of design criteria, a proposal
which was inspired by work in biology explaining the existence of biological traits
or processes in organisms, or the workings of biological networks, by reference to
good engineering design. For example, Alon (2003) notes that principles of modular-
ity, robustness to component tolerances, and use of recurring circuit elements that are
found in many well-designed engineered networks are also present in many biolog-
ical networks. Similarly, Nowak (2006) argues that a particular observed pattern of
cell division in the human intestine appears as the perfect design for diminishing the
chances of mutations in tumor suppressor genes and oncogenes.

In Douven and Gérdenfors (2020) proposal, optimal design pertains not to biological
systems but to cognitive ones, specifically, systems that are to operate under the same
pressures we are operating under, needing to succeed in a constant competition for
scarce commodities, and limited in the way we are (most notably, having limited
memory and limited discriminatory powers). As a first step, they fill in the notion of
optimal design by stating a number of broad design goals, such as that the system is
to be provided with a rich arsenal of concepts, that the scheme of concepts be such
that it not strain the system’s memory too much, that the scheme be easy to learn, and
that it minimize the risk of making classification errors.

A next step then consists of making these goals more specific, assuming the con-
ceptual spaces framework (so assuming, for instance, that conceptual schemes are
families of concepts represented in similarity spaces). To do so, Douven and Gir-
denfors propose a number of design principles meant to guide the construction of
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conceptual spaces on the basis of similarity spaces. For instance, they argue that a
conceptual system should be informative, facilitating adequate distinctions within the
relevant similarity space. Yet, due to memory constraints, this informativeness must be
weighed against parsimony to avoid overwhelming memory with exceedingly detailed
distinctions. Additionally, according to the principle of Contrast, the conceptual sys-
tem should be such that prototypes can be located at a sufficient distance from each
other, to make them readily discernible from one another. At the same time, it should
be possible to place them centrally enough in the concept they are supposed to rep-
resent for them to be indeed representative of items falling under that concept; this
is called the Representation principle. According to the principle of Learnability, the
conceptual system should also be easy to learn.

The most central claim in Douven and Girdenfors (2020) proposal is that natural
concepts reside within optimally partitioned similarity spaces, spaces, that is, which
satisfy the outlined rational constraints. More explicitly, given that the said constraints
can, and typically will, pull in different directions, the optimal partition should offer
a best trade-off of the various constraints, aiming for Pareto-optimality. (A solution
achieves Pareto-optimality when improving one objective invariably compromises
another.)

Girdenfors (2000) had already pointed at evidence for his convexity constraint (see
also Jager 2007, 2010), and Douven and Girdenfors (2020) further demonstrate that
there is backing for a broader optimal design view of naturalness, especially concerning
Informativeness and Parsimony (see studies by Cook et al. 2005; Regier et al. 2007;
2009; Kemp and Regier 2012; Xu and Regier 2014; Xu et al. 2016). Douven (2019)
presents evidence specifically for Contrast and Representation, and Douven (2024a,
2024b) does the same for the principle of Learnability.

2.3 What Remains of Objectivity?

Douven (2023) proposes to view natural concepts as primary and conceive of natural
kinds as the worldly correlates of natural concepts, where the latter are understood in
terms of optimally partitioned similarity spaces, in the manner of Douven and Gérden-
fors (2020). This raises an immediate concern about the objectivity of natural kinds,
which are traditionally thought of as constituting the fundamental, mind-independent
building blocks of reality. The concern is that on our proposal natural kinds apparently
do depend on our minds, if only because the idea of an optimal partition refers to our
cognitive makeup.

As Douven (2023) points out, his proposal is in some ways close to Putnam’s
(1981) internal realism, a position according to which the human mind is actively
involved in shaping the world, without however simply making up the world.” Internal
realism never gained much traction, in large part due to its being perceived as a fancy
reinstallment of relativism, where in the end what is true depends on what conceptual
scheme we decide to adopt. Regardless of whether that is a fair assessment of Putnam’s

2 Decock and Douven (2012) had already shown how the conceptual spaces framework can be used to
make internal realism, and in particular the notion of a conceptual scheme on which the position relies,
more precise.
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position, it is to be emphasized that our proposal is sufficiently different from Putnam’s
in ways that should make it evident that the former is compatible with natural kinds
being objective even if the latter is not (which we leave open).

Two differences between Douven’s (2023) proposal and Putnam’s position are
particularly important at this juncture. First, while Putnam’s sometimes-held view
that truth coincides with rational acceptability in the Peircean limit of science leaves
little room for holding that there may be a gap between how theories we hold in that
limit represent the world and the way the world actually is, it is perfectly consistent
with our proposal that even such theories miss their mark entirely. That the notion of an
optimal partitioning refers to our cognitive powers and limitations does not in any way
guarantee that the concepts we use are all natural, or even that any of them are natural,
nor that this will be the case in the Peircean limit of science. The key observation to
make here is simply that, in our quest of an optimal partitioning, there is nothing to
prevent us from getting forever stuck in a local optimum. Even if stuck in such an
optimum, we might well go on to develop theories that are empirically adequate. It is
just that the conceptual apparatus those theories rely on could be improved upon, in
the sense that there would then exist conceptual schemes that do better, on balance, in
light of Douven and Gérdenfors’ criteria of naturalness.

A second difference between Douven’s (2023) proposal and an internal realist
metaphysics of kinds is related to the intuition that natural kinds are, in Lewis’ (1986)
terminology, sparse. For Putnam, every conceptual scheme that serves our purposes
is acceptable. There is nothing in his writings to suggest that there might not be an
abundance of such schemes and so if we declare natural kinds to be the ones recognized
by some acceptable conceptual scheme, natural kinds could end up being abundant as
well. Thatis not so on the alternative proposal considered here. Almost all partitionings
of a similarity space will result in a conceptual space that is non-optimal in Douven
and Girdenfors’ sense, and so we may expect natural kinds to still be sparse on this
proposal.>

More generally, note that the mind-dependence that follows from our proposal
does not entail that, at any point, there is something for us to choose or decide. The
similarity spaces are what they are—the shape of color space, for instance, depends on
our perceptual apparatus, which is not of our own making. And our cognitive capacities
and limitations, which in the end determine how similarity spaces are best furnished
with concepts, are not under our control either. So, in particular, to say that natural
concepts are mind-dependent in the sense of Douven and Gérdenfors (2020) does not
imply that it is dependent on our thinking and theorizing what the natural concepts
are.

3 Social Concepts

So far, most of the work conducted in the conceptual spaces framework has concerned
spaces for representing perceptual concepts, related, for instance, to the perception of
colors, vowels, smells, or tastes. However, the framework is not intrinsically limited to

3 See Douven (2023) for more on this.
@ Springer

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Philosophia (2024) 52:849-863 855

such concepts. And indeed, there is some work on more abstract concepts as well, such
as physical concepts (e.g., Giardenfors and Zenker 2011, 2013) and moral concepts
(Verheyen & Peterson 2021). In this paper, we are mainly interested in social concepts,
which until very recently researchers working within the conceptual spaces paradigm
have paid scant attention to. Interestingly, however, social scientists appear to have
been using conceptual spaces for some time, albeit not under that name, and apparently
unaware of the work on conceptual spaces being done in cognitive science (just as
cognitive scientists were unaware of the said research in social science).

The French sociologist Bourdieu pioneered the use of spaces for representing social
structures and phenomena. Bourdieu (1979; see also his 1989) is a study of how the
distribution of social and economic goods relates to cultural, moral, and political
practices and preferences. A central tool in this study is what he refers to as social
spaces, whose dimensions encode economic, cultural, and social capital relative to
which individuals can be represented in the space. In this space, proximity indicates
similarity, now in the respect of (broadly) socio-economic status. Bourdieu’s spatial
approach was taken on board by various other French social scientists. Here we mention
in particular (Deauvieau et al., 2014) work, which was inspired by Bourdieu’s, and
which in turn inspired (Bendifallah et al., 2023) to connect work on social spaces
carried out in the social sciences with the conceptual spaces framework as developed in
cognitive science, applying the latter to concepts central to French feminist theorizing
by using experimental methods developed in the context of the former.

Specifically, Bendifallah et al. (2023) used a French mailing list for researchers
working in gender studies to recruit participants who were most likely knowledgeable
about current work on feminism in France. The authors presented to their participants
a list of 31 names of feminist authors and activists the participants could be expected
to be familiar with. Then, using Deauvieau et al. (2014) design, they asked participants
to sort the names they recognized into at most nine groups, also asking participants to
provide an appropriate label for each group they created.

In their analysis, Bendifallah and co-authors calculated correlation coefficients for
the feminists in their materials on the basis of co-grouping profiles (e.g., how often the
author Beauvoir and the politician Hidalgo had been grouped together, and with which
other feminists exactly). In their turn, these coefficients served as input for a classical
MDS procedure, which resulted in a similarity space that met various goodness-of-fit
criteria for such spaces.* Finally, they used a popular clustering technique to carve
up the similarity space into concepts. Specifically, they used Partitioning Around
Medoids, which implements the idea that items falling under a concept should be
as similar as possible to each other while at the same time being as dissimilar as
possible to items falling under any of the other concepts represented in the space
(Kaufman & Rousseeuw 2005).° Interestingly, this technique works by creating a
Voronoi tessellation of the space it is applied to and thus also guarantees convexity of
the resulting concepts. The full conceptual space Bendifallah and co-authors arrived

4 We will not discuss these here. See, e.g., Dexter et al. (2018) for details.

5 The idea referred to here is what Douven and Girdenfors (2020, Sect. 4.2.3) call “Well-formedness.”
As Douven and Gérdenfors (ibid.) note, this idea is implemented, in slightly different ways, by various
clustering algorithms. See Bendifallah et al. (2023) for their specific reasons for choosing Partitioning
Around Medoids.
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Fig. 1 The three-dimensional space reported in Bendifallah et al. (2023) representing concepts prevalent
in French feminist theory. (Concepts are distinguished from each other by using different colors for items
falling under them)

at is shown in Fig. 1. Using information from the labels participants had applied to
the groups they created, the authors were able to link the concepts as emerging from
their analysis to ones prevalent in debates about feminism, such as MATERIALIST,
INTERSECTIONAL, and QUEER.

This is proof of principle that we can construct conceptual spaces for scientific
concepts—in the above case, concepts pertaining to the social sciences—in basically
the same way in which we can construct a space for color concepts, or shape concepts,
or gustatory concepts.® That, of course, is not enough to conclude that the scientific
concepts thereby arrived at also merit the status of natural concepts. To be sure,
in the case of Bendifallah et al. (2023) study, the concepts that emerged from their
analysis were all represented by convex regions in the relevant similarity space. That
was guaranteed by the clustering technique these authors used. Recall, however, that
convexity is not enough for naturalness; we can easily come up with families of convex
concepts that nonetheless all strike us as gerrymandered and not natural at all.

Douven and Girdenfors (2020) proposed a number of criteria going beyond con-
vexity. Does Bendifallah et al.’s conceptual space satisfy all of those, so that we could
claim that it offers an optimal partitioning of the similarity space that came out of
the MDS procedure these authors conducted? Here, a problem is that Douven and
Girdenfors (2020) were mainly concerned with perceptual concepts, not scientific
concepts (or, better: scientific concepts more broadly understood, given that percep-
tual concepts can be said to be scientific as well). And indeed, the optimality criteria

6 Itis proof of principle only, because it remains to be seen how broadly applicable (Bendifallah et al.’s
2023) approach is in science, or even just in the social sciences.
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they propose do not readily apply to scientific concepts, at least not all of them. For
instance, for such concepts it will often not be our first concern whether they can be
quickly learned, or learned from few instances, or are easily retrievable from memory,
or are easily communicable, or have easily discernible prototypes (if they have pro-
totypes at all). As is shown in Galison’s (1997, Ch. 8) work on how theoretical and
experimental physicists communicate with each other in their collaborations, scientific
concepts can be so complex and hard to grasp that scientists from different disciplines
(e.g., theoretical and experimental physicists) will often be able to communicate only
by using impoverished or simplified concepts. As Galison also shows, the use of such
“pidgin” concepts is not necessarily an impediment to successful research; it is very
often a prerequisite. In short, the question of how we are to demarcate bona fide
scientific concepts from gerrymandered ones is not readily provided by Douven and
Girdenfors’ optimal design principles. The following proposes an answer to this ques-
tion that retains the spirit of Douven and Gérdenfors’ optimality approach by adapting
Lewis’ Best Systems Account.

4 Best Systems and Naturalness

Lewis (1973) asks us to consider the “Humean mosaic,” which is the “world’s total
history of manifest matters of particular fact,” by which, more specifically, he means
the spatiotemporal arrangement of instantiations of locally occurring properties, so,
excluding causal connections among those instantiations as well as modal properties.
A best system is a “summary” of that mosaic that optimally balances informativeness
and simplicity. This notion helps Lewis explain what a law of nature is, and in particular
what distinguishes laws of nature from “mere” regularities, viz., laws of nature are
those regularities that are entailed by a deductively closed best system all of whose
theorems are true (i.e., the summary is correct). Thus, this Best Systems Account (BSA)
offers a reductive and non-modal account of lawhood, grounding laws of nature in the
mosaic of particular facts in conjunction with certain optimality criteria.

Lewis realizes that a worry one may have about his proposal is that if we allow any
predicate or property to be used in formulating a best system, we could end up with
gerrymandered or gruesome systems that, while simple and strong, do not match our
intuitions about what the laws of nature should be. Lewis’ response to this concern
is to point at an additional constraint for best systems, to wit, that they must refer
to natural properties, which he conceives as the fundamental or basic properties that
form the building blocks of reality. By introducing natural properties, Lewis aimed to
constrain the BSA. The idea is that the best system should be formulated using only,
or primarily, natural properties. This is supposed to help rule out systems based on
gerrymandered or gruesome predicates. Indeed, if nature is kind to us, there may be
no more than one best system after all; that is to say, the constraints might be such that
only one system satisfies them all.

Lewis takes naturalness more or less for granted. “More or less,” because he does
make the case that assuming the existence of natural properties offers all sorts of philo-
sophical benefits (Lewis, 1983), thereby in effect mounting an abductive argument in
support of natural properties (Douven 2022, Ch. 1). Nominalists might retort that there
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is no reason why the world would be friendly to philosophers’ theoretical concerns,
and they might add to this that it is unclear why pragmatic kinds—kinds of things
grouped together precisely because doing so helps to serve our purposes—will not
equally accommodate those concerns (which would amount to denying that Lewis has
identified the best explanation for the phenomena he is interested in).

Admittedly, at least since the work of Putnam (1975) and Kripke (1980), mainstream
philosophical thinking is in line with Lewis. As both Kripke and Putnam suggested,
the strongest support for the existence of natural kinds (or properties) is coming from
science itself, which appears to have been able to uncover the micro-essences of kinds
of things that, on a more intuitive basis, we had always thought to belong together
naturally.

That Kripke and Putnam, and with them the mainstream, may have erred on this
point was forcefully argued by Leslie (2013), who questions the source of our essen-
tialist intuitions and their epistemological status. According to her, such intuitions
may stem from cognitive biases developed early in life and may not reflect anything
about the true nature of reality. Leslie not only musters a wealth of evidence from
developmental and cognitive psychology showing that we have a tendency to mis-
construe scientific findings as confirming our essentialist beliefs, she also points at
literature challenging the science supposedly backing the idea that natural kinds are
defined by their micro-essences. For instance, while for Kripke and Putnam biological
species are prime examples of natural kinds and also have scientifically discovered
essences (specified in terms of their DNA), Leslie points out that most biologists lean
toward the idea that a species is defined by the boundaries of an ecological niche or by
the boundaries of a reproductive community, where there can be significant genetic
variation within those boundaries.’

Also, Leslie approvingly cites (van Brakel, 1986), who may have been the first
to argue against the commonly held view that chemical kinds can be individuated
in terms of micro-essences. As he notes, it would be a gross oversimplification to
think that being water amounts to being the chemical substance consisting of H,O
molecules. For instance, in ice, it is not possible to identify individual H, O molecules,
and liquid water contains not only H,O molecules but also H4Og molecules as well
as ions such as OH™ and H30O%. Such complexities make it difficult to give a simple
account of the micro-essence of water. In van Brakel’s (1986) view, macroscopic or
manifest properties and behavior determine, in the end, what “water” refers to, and
in later research he argues that which of those properties are allowed to serve that
purpose is determined by pragmatic factors (see, e.g., van Brakel 1992).

In response to these challenges, we would like to suggest an adaptation of the BSA
that does without the naturalness constraint. While on Lewis’ account natural kinds
are taken for granted, the adaptation suggests a more dynamic interplay between best
systems and natural kinds, where natural kinds are derivative from the best system
rather than taken as primitive and serving as input. Specifically, the suggestion is that
we (1) again begin with a raw mosaic of particular matters of fact, (ii) choose concepts
which allow us to group particular facts together, (iii) compare systems of regularities

7 For further critique of the Kripke—Putnam view on biological kinds, see Sober (1980); Kitcher (1984),
and Griffiths (1999), among many other publications.
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stated in terms of these concepts in light of how well they reconcile simplicity and
informativeness, and (iv) let the winner identify not only the laws of nature but also
the natural concepts.

To further clarify the contrast, on the new proposal natural concepts are still priv-
ileged in that they feature in the laws of our best system, and in that sense natural
kinds—their worldly correlates—can still be regarded as the fundamental building
blocks of reality. But while Lewis postulated natural kinds, letting them serve as one
constraint in a constrained optimization procedure, with as its objective finding the best
summary of the totality of facts, the new proposal treats natural concepts as variables
in the optimization procedure, next to the variables informativeness and simplicity,
the objective remaining the same.

Is it not a leap of faith to suppose that this will yield a unique best system? First
of all, as pointed out in Section 2.3, natural kinds can be sparse—as they should be,
according to realist intuitions—without there being a unique best system. Naturally, it
may be said that it is still a leap of faith that there will be at most few best systems—so
that we will be able to maintain that natural kinds are sparse—but Lewis’ assumption
that, with some luck, the original BSA might yield a unique best system was a leap of
faith, too, and we do not know how to compare these leaps of faith.

Also, the objectivity of natural kinds is not compromised on our proposal, for rea-
sons pointed out previously: natural kinds result from an optimization process, and
while what counts as optimal is related to our cognitive makeup—our cognitive capac-
ities and limitations—nothing in the process is up to us in that we could steer it in
this or that direction. Further, with regard to the matter of objectivity, it is to be noted
that the position defended here is perfectly compatible with methodological fallibil-
ism (according to which an empirically adequate theory that optimally balances the
theoretical virtues may still be false), which is often seen as a hallmark of realism
(Douven, 1999). That is because an empirically adequate theory is by definition con-
sistent with all observable matters of fact but may be totally wrong about some or all
unobservable matters of fact.

A number of authors have argued that the choice of primitive concepts must precede
Lewis’ optimization process (e.g., Loewer 1996; Cohen and Callender 2009). That
is because—they hold—especially simplicity is a language-dependent property of
theories. Loewer (p. 109) illustrates the point in terms of Goodman’s (1955) predicates
“grue” and “bleen.” Assuming a language containing these predicates as primitives
instead of “green” and “blue,” we will deem “All emeralds are green” as more complex
than “All emeralds are grue”; with “green” and “blue” as primitives, we would reach
the opposite conclusion. While the idea that simplicity is an at least partly syntactical
notion was favored by the logical empiricists, we do not see any reason to commit
to it. Specifically, we would maintain that there are language-independent criteria for
judging simplicity, and also informativeness and balance. For example, students may
pick up one best system faster than a second, which could be an indication that the
former is the simpler of the two. And groups of researchers taking best system 77 as a
basis for their work may, on average, make more progress than groups of researchers
using best system 7> as a basis. That could be an indication that 77 is more informative,
or simpler, or strikes a better balance between the two desiderata, than 7>.

A related concern that needs to be addressed stems from the fact that, to get the
optimization process started, we must have a description of the totality of facts that
we are trying to summarize. One may thus wonder whether there must not be a set of
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primitive predicates—plausibly corresponding to natural concepts—already in place
to get the optimization process going. First off, we already have our perceptual concepts
in place, as per (Douven & Girdenfors’ 2020) proposal. No doubt, we will need a far
richer set of concepts to describe the totality of facts. Note, however, that while we
must have some description of facts to get the optimization process going, in that
process the facts themselves may get reconceptualized, if need be over and over again,
until we arrive at a description of the Humean mosaic that allows for a systematization
that is as simple as can be while also being informative and as informative as can be
while also being simple. That old concepts get replaced by new ones, which allow
us to formulate better theories, is an utterly common phenomenon in science (e.g.,
Nersessian, 2008).

To give a simple illustration, consider the Cheyenne concept VOVETAS under which
fall most vultures, some hawks, swarms of two types of insects, and tornadoes (van
Brakel, 1991). The grouping is obviously not arbitrary: all vovetas are naturally asso-
ciated with some whirling type of movement. But the concept appears far from ideal
if one’s task is to construct a simple yet informative theory. Supposing the Cheyenne
have any interest in that, it would be reasonable for them to drop the predicate “vove-
tas” from their language and introduce words specifically for vultures, hawks, and so
on. And—who knows?—Iater on, in the kind of process mentioned in the previous
paragraph, they might see reason to replace these new words with newer ones still.

To recap so far, we have argued that an adaptation of Lewis’ BSA allows us to define
natural scientific concepts in terms of optimality—natural scientific concepts are those
that figure in a best systematization of the totality of facts—which extends (Douven
& Girdenfors® 2020) optimality proposal for perceptual concepts. The question now
is where this extension leaves social concepts. The short answer is that nothing in
our new proposal privileges concepts from the natural sciences over those from the
social sciences. Exactly how the latter are related to the former is neither here nor
there, as far as our proposal goes. But if the best system must be one that is maximally
cognitively useful for creatures like us, as is in line with our proposal and as other
authors have argued on independent grounds (e.g., Hicks 2018; Dorst 2019; Jaag and
Loew 2020), then we should expect social concepts to occur in the best system as
much as we do physical concepts. After all, not even the logical empiricists (who
were reductionists with regard to the special sciences) will have believed that all of
sociology (or psychology) will one day follow from physics in a way that will be
understandable for ordinary mortals. (That would not commit us to the view that,
for instance, sociology postulates spooky entities: everything could still be said to
supervene on the physical.) But perhaps it is more reasonable, here, to side with
Schrenk (2008, 2017), Cohen and Callender (2009), and other proponents of the so-
called Better Best Systems Account. These authors reject the idea of there being one
big best system, covering the whole Humean mosaic, and instead argue that there may
be a best system for each of the sciences separately; thus, there may be a best system
optimally summarizing the physical facts, one optimally summarizing the chemical
facts, and so on. While at least some of these authors were motivated by a skepticism
precisely about Lewis’ appeal to natural kinds, there is nothing in their idea itself
that should keep us from using it to define natural kinds (via our definition of natural
concepts). Whichever option we choose—one overarching best system or separate best
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systems for the various sciences—the important point is that social concepts come out
as natural; indeed, they come out as being as natural as concepts from the natural
sciences or as perceptual concepts.

Note that it is still impossible to say whether specific social concepts, like the ones
discussed in Bourdieu (1979) or Bendifallah et al. (2023), turn out natural on our
account. Equally, however, it is impossible to say for sure that the concepts ELECTRON
and SPIN will turn out natural on this account. Our current theories, whether in the
natural or in the social sciences, are our best guesses of what parts of the best system,
or some best systems, look like. For reasons canvassed in the literature on scientific
realism (e.g., Psillos 1999), some optimism is warranted that our guesses are not too
far off the mark, and are generally getting closer to that mark as time progresses. But
whether we will ever hit the mark, or how close we can get to it, are, at least currently,
matters of pure speculation. Again, this is so as much for the natural sciences as for
the social sciences, and is thus no reason to hold that social concepts are bound to be
of a lesser status than the concepts central to the natural sciences.

5 Conclusion

We looked at the nature of natural concepts, taking as our starting point (Douven
& Girdenfors’ 2020) proposal that natural concepts are represented by the cells of
an optimally partitioned similarity space. We noted that while this proposal suggests
that natural concepts are mind-dependent in some sense of that expression, mind-
dependence in this sense does not compromise their objectivity. More concerning
was the observation that Douven and Gérdenfors’ proposal appears to have limited
applicability. While it plausibly applies to perceptual concepts, the design criteria that
are at the heart of the proposal do not make as much sense for more abstract, scientific
concepts.

To address this concern, we introduced an adaptation of Lewis’ Best Systems
Account of laws of nature. This revised account, while echoing the spirit of Dou-
ven and Gérdenfors’ emphasis on optimality, posits that natural scientific concepts are
those integral to the best systematization of the totality of facts. Specifically, on the new
proposal natural concepts are not primitives, but outcomes, of the best systematization
of the facts.

It was seen that the new proposal has important implications for the ongoing debate
about the status of social metaphysics. Our discussion underscored that the proposal
treats concepts from the social sciences as on a par with those from the natural sciences,
which suggests that concepts central to social metaphysics can be as inherently natural
as those foundational to the natural sciences.®
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