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Abstract

This paper deals with belief change in the framework of Dempster-Shafer
theory in the context where an agent has a prejudice, i.e., a priori knowledge
about a situation. Our study is based on a review of the literature in the
social sciences and humanities. Our framework relies on the claim that prej-
udices and evidences should be dealt with separately because of their very
different natures (prejudices being at the meta level, governing the evolu-
tion of beliefs). Hence, the cognitive state of an agent is modeled as a pair
whose components reflect its prejudices and uncertain beliefs. We propose a
general formalism for encoding the evolution of this pair when new informa-
tion arrives, this is why the study is related to Dempster’s revision. Several
cases of prejudice are described: the strong persistent prejudice (which never
evolves and forbids beliefs to change), the prejudice that is slightly decreas-
ing each time a belief contradicts it, etc. A general example with several
prejudices and complex masses illustrates our approach.
Keyword: Theory of belief functions, Dempster-Shafer Theory, Belief change,
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1 Introduction
When one is interested in formalizing human reasoning the subject of prejudices
cannot be avoided. Indeed, this subject is fascinating for two reasons: on the
one hand, prejudices seem to be necessary shortcuts that accelerate reasoning and
decision1, on the other hand, they are often unconscious mechanisms that should at
least be detected in order to rationalize them or to cope with them with awareness.
These two aspects may explain why it seems important as a human being to better
understand prejudice mechanisms in order to try to be aware of our own prejudices
and even to control them. To the best of our knowledge, in computer science, there
is not yet any explicit formalization of this phenomenon, while there are a lot of
studies about it in human sciences. This is why we need to base our own study on
the large state of the art in this domain. In the remaining of this introduction we
first review the studies about cognitive biases, dogmatism and stereotypes before
exploring how Dempster-Shafer theory may help to handle prejudices.

1.1 Modest overview of human sciences perception of preju-
dices, dogmatisms and stereotypes

A prejudice can be defined as an a priori favorable or unfavorable 2 “opinion
adopted without examination, imposed by an environment, an education” (Mon-
taigne, Essais, II, 12, ed. P. Villey and V.-L. Saulnier, p.506). A prejudice can be
disproved on the basis of facts. Prejudices can be more or less strong, the strongest
they are the more difficult it is to disprove them and the more they will influence
the reasoning. Therefore, the way people consider information is influenced not
only by the type of information they receive, but also by the purpose for which
they process it. For example Hilton and al. [14] show that stereotyped thinking
generally serves multiple purposes as it can appear as a means of simplifying the
demands placed on the perceiver or as a means of justifying the status quo.

Prejudice is a major theme in psychology, and the subject of an abundant lit-
erature: Nelson [27] observes that between 1977 and 2004, around 2000 articles
were published about prejudices with theoretical and empirical studies. The au-
thor explains the growing attraction of this subject by the fact that it is a clear topic

1In his famous book The Nature of prejudice the American psychologist Gordon Allport [2]
claims that “prejudice is essentially a by product of the necessary mental shortcuts the human brain
uses to process the vast amount of information it takes in”.

2“(good or bad) opinion that one forms in advance” (Lanoue, Discours pol. et milit., 436 in
Littré,1587).
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characterizing human nature and its tendency to behave as a member of various
groups with important implications for one’s own life and that of others. More-
over, the revolutionary work of Tversky and Kahneman [39] gave birth to a new
way to analyze human being behavior by highlighting the fact that human beings
have reasoning biases and develop heuristics to speed up decision-making. It is
worth noticing that these biases are not necessarily considered as bad behavior by
the authors themselves, since they provide crucial help and can be very effective
in many cases. The main biases and heuristics revealed by [39] are the availability
heuristic which is the tendency to not looking for new information, but to consider
only what “comes to mind”, the confirmation bias which consists of giving pri-
ority to information that corroborates previous ideas or hypotheses and that is in
line with one’s own beliefs, the anchoring bias which consists in building a line
of reasoning from a given point provided by the problem statement, the situation
or previous practice, it sets the initial framework for the analysis and tends to limit
the possibilities for subsequent adjustment. Among these three well defined ten-
dencies, the confirmation and anchoring biases seem to be the basis for human
beings’ use of prejudice.

An extreme version of prejudice is the concept of dogmatism, it refers to
closed-minded people, i.e., individuals that can be rigid, inflexible and not open to
new information, new experiences, or new environments. In 1954, Rokeach [32]
analyzed the nature and meaning of dogmatism which he defines as a relatively
closed organization of beliefs and disbeliefs about reality, organized around a cen-
tral set of beliefs with absolute authority. This organization provides a framework
for intolerance and tolerance patterns and is a more complex form of resistance
to change than mere rigidity since several axioms govern dogmatism: perception
that arguments pointing similarities between beliefs and disbeliefs are irrelevant,
denial of events contradicting the belief system but coexistence of contradictions
in this system. The level of dogmatism was assessed by Rokeach [33] using a
complex 89-item rating scale to measure individual differences between open and
closed belief systems. A simplified conceptualization was proposed by Shearman
and Levine in [35] with an assessment of the level of closed-mindedness on a
simplified 10-item scale. The theory of dogmatism may be a good explanation for
echo chambers, which are increasingly mentioned these days when talking about
closed communities in social networks. It seems very important for democracy or
simply free thinking defense to struggle against the extremism generated by these
echo chambers which is reinforced by algorithms that only provide arguments in
line with what the members of a community already believe.

While dogmatism can be viewed as an extreme attitude, stereotypes are very
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common. From a psychological point of view, they refer to the images we con-
struct about social groups and beliefs, and are defined by Leyens et al. in [20] as
“a set of beliefs about personal attributes shared by a group of people”. According
to Lippmann [21], stereotypes are indispensable for coping with the complexity of
our social environment. They allow us to simplify reality and adapt to it more eas-
ily. However, these representations are not without negative consequences, giving
rise to discriminatory behavior such as racism or sexism, or interfering with the
coding and restitution of information. In [24], Martin et al. studied “how soci-
etal stereotypes might form and evolve via cumulative cultural evolution”. They
use the view of Allport [2] who sees stereotypes as “characterizations of social
categories whereby group membership is associated with the possession of cer-
tain attributes (e.g., scientists are geeky, Scottish people are miserly, men like the
color blue)”. Martin et al. acknowledge that stereotypes lead to prejudice and
discrimination against minority groups, biased thinking and behavior, but they
also underline that they are playing a vital cognitive role in efficiently structuring
social information. As regards the formation and evolution of stereotypes, their
main idea is that, as in evolution theory but in a communicative aspect, in order
to survive, a stereotype should be easy to memorize and transmit to others. More-
over they argue that the reason why stereotypes exist and persist is that they are
perfectly adapted to human cognition because they are the cumulative product of
human cognition in a cycle: observation, cognitive representation, social trans-
mission, observation. Stereotypes are forming because of the limits of human
capacities at each step of the cycle. They validate their ideas with an experiment
described in [25], where they show that “a structural plateau” in which the stereo-
type no more evolves, is reached after several cycles, typically around the fourth
transmission of information.

As we have seen, prejudices and stereotypes are concise ways of reasoning
despite the lack of precise information. This is why a formalism able to handle
epistemic uncertainty is suitable for our purpose. In the following, we propose
to extend Dempster-Shafer theory, that is well suited to combine evidences from
different sources, to handle this new type of (meta) information.

1.2 An informal introduction to Dempster-Shafer theory
The aim of this article is to formalize some cognitive mechanisms (essentially
stereotypes) described above within the framework of Dempster-Shafer theory.
Dempster-Shafer theory was first introduced by Arthur P. Dempster in the context
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of statistical inference, then developed by Glenn Shafer into a formal framework
for representing and reasoning with uncertain information [34]. G. Shafer viewed
belief functions as the result of the conjunctive combination of pieces of evidence
such as (more or less unreliable) testimonies from different sources, in order to
form a representation of beliefs about certain aspects of the world. This theory
is well adapted to perform epistemic analysis in situations where there is few
information on which to evaluate a probability or when the information is non-
specific, ambiguous, or conflicting. This framework makes possible to express
that there is some evidence on a set of events A without specifying how uncertain
are each item of A whereas in a probabilistic setting the probability of each event
of A should be known.

This theory has been well studied and developed in order to reason with sev-
eral sources of information, and there were attempts to encode the retraction of
information: the operation of removal (or retraction) was proposed by many au-
thors [12, 18, 36, 37] in order to decrease the degree of belief by retracting some
piece of evidence. In particular, the model called “Latent Belief Structure” intro-
duced by Smets [37] and then studied in [30], considers a pair of belief functions:
one representing the confidence part, and the other the diffidence part by play-
ing the role of a moderator that can annihilate, via retraction, some information
supplied by the former. Recently, this model was reinterpreted by Dubois et al.
[8] in terms of prejudice on the part of the information recipient, and retraction
was considered as a special kind of belief change. Its role is to weaken the sup-
port of some focal sets of a belief function, possibly stemming from the fusion of
the incoming information. The authors suggest that prejudices are due to some
prior knowledge that is more entrenched than incoming new pieces of uncertain
evidence. They explain how this prior information can affect a belief function
and code a prejudice by a negative mass function that must be combined with a
positive mass function (representing a testimony). However, as the result of this
combination must be a positive mass (a negative mass cannot be interpreted), this
approach is highly constrained. Consequently, only particular forms of prejudices
and beliefs can be modeled, for example when the prejudice is directed against a
focal set of a separable belief function. This paper is an attempt to extend their
approach.

1.3 Prejudices in a social choice example
In order to illustrate the main goal of our paper, the following example presents a
situation of an election campaign with 6 candidates in which an agent has preju-
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dices about some candidates and wants to reason in presence of new information.

Example 1 (Opininions and prejudices for election) An agent has a strong a
priori prejudice against members of the International Flat Earth Society and
knows that candidates 3 and 5 belongs to it. The agent has also a weak prejudice
against having not handsome people elected, and find that candidates 1, 3, 4, 6
are not handsome. This amounts to take into account a prejudice p1 of strength 0.8
against A1 = {3, 5}, and a prejudice p2 of strength 0.25 against A2={1, 3, 4, 6}.

Before voting the agent meets two friends 1 and 2 in whom he has a respective
trust of 0.6 and 0.05 (friend 2’s argumentation is often far-fetched, this is why
the agent has a low trust in him). Friend 1 says that for him the two candidates
2 and 3 are the most competent for governing the country. Friend 2 says that
all the candidates 2, 3 and 5 have a PhD degree, hence will be good presidents.
Following these testimonies, the agent updates his belief state.

Later, another friend, called Friend 3, who is trusted at 0.55 said that candi-
dates 3, 4 and 6 have all signed a manifest for the climate (and the agent believes
that this manifest is good for the country). Figure 1 illustrates this example where
prejudices are represented by rectangles and beliefs with ovals.

In this paper we study what will be the new state of beliefs of the agent and
will the agent prejudices change.

As precised at the end of the psychological approaches summary, we do not
address the case of the integration of a new prejudice or the reinforcement of an
existing one. More precisely the incoming information is only a testimony which
may reduce a prejudice (or not affect it at all) but cannot increase nor create a new
one. The creation of prejudice is left for further studies. Moreover, we are going
to use the word “prejudice” as a meta-information representing a preconceived
idea based on stereotypes or dogmatism.

This paper is an attempt3 to encode prejudices (and more precisely stereo-
types) in the formal setting of Dempster-Shafer theory. Note that in this article,
we consider that stereotypes are given and cannot increase (taking into account
the idea of structural plateau of Martin et al. [25]), but since we are interested in
information acquisition, we consider that agents’ awareness of their own preju-
dices can evolve, and we therefore code a decreasing (not increasing) effect. The

3More precisely, it is our second attempt since a first version of this study was presented at the
17th European Conference on Symbolic and Quantitative Approaches to Reasoning with Uncer-
tainty (ECSQARU 2023) held in Arras (France).
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Figure 1: The a priori prejudices of an agent against some candidates in a elec-
tion campaign (rectangles), the beliefs from three witnesses are represented by
ellipses.
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main result of our article is a new explicit formalization of the revision mechanism
at stakes when dealing with prejudices. Our framework relies on the claim that
prejudices and evidences should be dealt with separately because of their very
different natures (prejudices being more at the meta level that governs the evo-
lution of beliefs). However, one particularity of this proposal (due to the use of
Dempster-Shafer theory) is that commensurability between evidence and preju-
dice strengths is imposed losing a little of the meta character of the phenomenon.

Some necessary background about Dempster-Shafer theory are introduced in
Section 2. This section also provides a reminder of defiance functions, the re-
traction operation and latent structures, and is completed by a presentation of the
essential properties of revision either by a sure information or by a mass function.
Section 3 formalizes the evolution of the agent’s belief state in presence of prej-
udice and uncertain information, five axioms are given to govern this evolution.
Section 4 defines how to handle this evolution in the framework of Dempster-
Shafer theory. In Section 5, our approach is illustrated on the general example
presented above (“Opinions and prejudices for an election”) and some other ap-
plications are evoked. Finally, Section 6 concludes the paper by a comparison
with the literature and some perspectives.

2 Background

2.1 Basics about belief functions
Let us consider a finite set Ω = {ω1, . . . , ωN}, called the frame of discernment,
whose elements represent descriptions of possible situations, states of the world,
one of which corresponding to the truth. In Dempster-Shafer theory [34], the
uncertainty concerning an agent’s state of belief on the real situation is represented
by a mass function defined as a mapping m : 2Ω −→ [0, 1] such that m(∅) = 0
and verifying

∑
A⊆Ω m(A) = 1. m(A) expresses the proportion of evidence that

the current state is in A. Each subset A ⊆ Ω such as m(A) > 0 is called a focal
set of m.

An elementary testimony T with weight (1−β) in favor of a non-contradictory
and non-universal proposal A ∈ 2Ω \ {Ω, ∅} is represented by the simple mass
function m : 2Ω −→ [0, 1] denoted by m = Aβ in [37, 6] such that

m = Aβ denotes
{

m(A) = 1− β
m(Ω) = β

(1)
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Here, β evaluates the lack of confidence in the testimony T also called mistrust.
In presence of multiple sources of information or multiple uncertain testi-

monies, the result of the conjunctive combination of two mass functions m1 and
m2, noted m1 ∩⃝ 2, is defined as follows:

m1 ∩⃝2(A) =
∑

A1∩A2=A

(m1(A1).m2(A2)) (2)

In particular, m1 ∩⃝ 2(∅) represents the conflict between the mass functions.
We will denote ⊕ the normalized conjunctive combination rule, called Dempster’s
rule of combination [5] (which assigns a zero mass to the empty set and divides
all the masses of the focal elements by 1−m1 ∩⃝ 2(∅)).

A belief function Bel(A) is a non-additive set function which represents the
total quantity of pieces of evidence supporting the proposition A ⊆ Ω and is
defined by

Bel(A) =
∑

∅≠E⊆A

m(E) (3)

The plausibility Pl(A) is the dual set-function of Bel(A) where

Pl(A) = 1−Bel(A) i.e. Pl(A) =
∑

E∩A ̸=∅

m(E) (4)

A mass function m can be equivalently represented by its associated commonality
function defined for all A ⊆ Ω by

Q(A) =
∑
B⊇A

m(B) (5)

The commonality function Q(A) represents the total quantity of incomplete evi-
dence that makes all elements of A possible. [34] calls a separable support func-
tion, a belief function m = ⊕k

i=1A
βi

i resulting from Dempster rule combination of
the simple mass functions Aβi

i with Ai ̸= Ω and 0 < βi < 1, in which each simple
mass represents an independent testimony.

Separability for belief functions is a useful property that enables calculations
to be simplified by dealing with each simple mass independently, however not all
belief functions are separable. To overcome this difficulty, Smets [37] has dis-
covered that by extending simple mass functions Aβ with β initially over the unit
interval to the interval (1,+∞), any standard mass function can be decomposed
into several simple (generalized) mass functions.
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2.2 Defiance, retraction and latent structures
Thanks to the extension to generalized mass functions, Smets introduced the re-
traction of a simple mass function By (with y ∈ (0, 1)) supporting B from a
simple support function Ax (with x ∈ (0, 1)), denoted by ̸∩⃝. It allows to represent
the fact that an agent believing in A with strength 1−x, do not want (with strength
1− y) to believe B. Formally,

Ax ̸∩⃝By = Ax ∩⃝B1/y (6)

To illustrate the notion of retraction in an intuitive way, let us consider the follow-
ing example.

Example 1 Let us suppose that a person named John meets a friend in whom he
has a trust level of 1−x1 who claims that a certain person, say Linda, is a banker
b and then meets another friend (trusted with level 1− x2) who claims that Linda
is a philanthropist p. The process of merging these two testimonies (typically
Dempster’s combination rule) leads us to assign (bx1 ∩⃝ px2), i.e., a degree of belief
(1− x1)(1− x2) to the fact b ∩ p that she is a philanthropic banker.

However in the past, John had a conflict with his banker over a credit problem.
John therefore finds it hard to believe that a banker could be a philanthropist. In
other words, he has anchored prejudicial information with a strength 1−y. On this
basis, we would like to erode, or even remove, the detrimental information (b∩p)y

from the merging of information bx1 and px2 . Thus we compute the retraction
operation m = (bx1 ∩⃝ px2) ̸∩⃝(b ∩ p)y which leads to a mass on b ∩ p equal to
1− (x1+x2−x1x2)

y
. When y = (x1+x2−x1x2) the information on b∩ p disappears

completely. When y > (x1+x2−x1x2), the result is still a mass (always positive)
and the information on b ∩ p is attenuated.

Note however that in Equation (6), Ax ̸∩⃝By is a belief function if and only
if A = B and x/y < 1. Indeed the result Ax ̸∩⃝By is NOT a belief function in
general as this mass function may fail to be positive. Retraction also fails if the
set to retract is not focal or when the focal set B to be retracted intersects some
other focal set A without being included in it (i.e., B ∩ A ̸= B). Despite these
limitations, retraction can also be applied in the following two special cases [8]:
case 1) when the set of focal sets of m is closed under conjunction and B is focal,
case 2) when the mass is separable.

In case 1), we can compute m′ = m ∩⃝By. Now, ∩⃝ attributes values to inter-
sections of the focal sets of m with B, since m is closed under intersection then
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m′ has the same focal elements as m. By examining the different cases of inter-
section between a focal set A and B, we get three cases either A = B, or A ⊂ B
or (A ∩ B ̸= A and A ∩ B ̸= B, named “otherwise”). The reader can check that
m ∩⃝By gives the following results in this three cases:

∀A ∈ F ,m′(A) =


y.m(B) + (1− y)Q(B) if A = B,
m(A) + (1− y).

∑
∅̸=D⊆B m(A ∪D) if A ⊂ B,

y.m(A) otherwise.
(7)

Finally, in order to obtain a mass function for m′, the values of m′(A) should
be positive in three situations yielding the following complex condition given in
inequation (8) [8]:

1 < y < min(
Q(B)

Q(B)−m(B)
,min
E⊂B

∑
D⊆B m(E ∪D)∑

∅≠D⊆B m(E ∪D)
,min
E ̸⊆B

1

m(E)
) (8)

In case 2), retracting a focal set EJ from a separable mass function m affects
and may also delete all focal sets EI ⊂ EJ , namely all combinations between
the merging of information EJ from sources indexed in J , with information from
other sources.

Based on the canonical decomposition of belief functions and the retraction
operation, the concept of latent belief structure (LBS) [37, 30] was defined as a
pair of separable non dogmatic4 masses mc and md called respectively the confi-
dence and diffidence components such that m = mc ̸∩⃝md with mc = ∩⃝A∈C Aw(A)

and md = ∩⃝A∈D A
1

w(A) . The disjoint subsets C and D come from a partition of
2Ω such that C = {A|A ⊂ Ω, w(A) ∈ (0, 1]} and D = {A|A ⊂ Ω, w(A) ∈
(1,∞)}. The diffidence component may be interpreted as a prejudice against the
subset D. However, only a few particular cases of prejudice can be modeled by
LBS because the constraints linked to the retraction operation detailed above are
very restrictive.

2.3 Revision in Dempster-Shafer theory
In the following we describe the revision by a sure information while in the next
subsection a more general view is taken for revising by any mass function.

4A mass is dogmatic when m(Ω) = 0.
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2.3.1 Revising by a sure observation C

When dealing with statistical data, Dubois and Denoeux [7] differentiate revision
and prediction with respect to the new piece of information. The initial informa-
tion corresponds to a belief function encoded by a mass function (the assignment
of non-negative weights m(E) to subsets E of Ω). This mass m is modified in
order to take into account the new piece of information saying that the states in
C are observed. When this new piece of information is totally certain then it is
a revision and Dempster conditioning is used for revising m by the new piece of
information (represented by C) considered totally certain.

m(B||C) =
∑

E:B=C∩E ̸=∅

m(E) (9)

In other words m(B||C) = Pl(E ∩ C). Moreover they define Pl(B||C) =
Pl(B ∩ C)/P l(C) and Bel(B||C) = 1 − Pl(B||C). The following classical
example illustrates the notion of revision.

Example 2 (Ellsberg’s paradox) We consider an urn with three kinds of balls:
white, black and red. We know that 1/3 of balls are reds, the universe is all
the possible outputs obtained after the event to draw a ball from the urn: Ω =
{ω1, ω2, ω3} where ω1 (resp. ω2, ω3) represents the fact that the ball is white
(resp. black and red). The mass representing the initial information is named m
in Table 1. We don’t know the proportions of balls of each kind, let us call β the
proportion of white among the white and black balls. We learn that the ball that
is extracted is not black: C = {ω1, ω3}. It gives the results presented in Table 1
column 4.

In the case called “revision” by Dubois and Denoeux [7], Dempster condi-
tioning transfers the full mass of each focal set E to E ∩ C ̸= ∅ (followed by
a renormalization). This means that the new information C modifies the initial
belief function in such a way that Pl(C) = 0, i.e., situations where C is false are
considered as impossible. In the “prediction” case, only a proportion of the mass
of E is transferred to E∩C, but after normalization the rest is distributed over the
new focal elements (the ones in E ∩ C).
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E m Pl m||C mI m ◦ mI mI′ m ◦ mI′

∅ 0 0 0 0 0 0 0
{1} 0 2

3
2
3 0 2

3 0.5 0.5+0.8
3

{2} 0 2
3 0 0 0 0.1 0.1

{3} 1
3

1
3

1
3 0 1

3 0 0.4
3

{1, 2} 2
3

2
3 0 0 0 0 0

{1, 3} 0 1 0 1 0 0.4 0
{2, 3},Ω 0 1 0 0 0 0 0
σ(A,B) {1} {2} {3} {1, 2} {1, 3} {2, 3} Ω

{1},{2} 0 0 0 0 0 0 0
{3} 0 0 1 0 1

3
1
3

1
3

{1, 2} 1 1 0 1 2
3

2
3

2
3

{1, 3},{2, 3},Ω 0 0 0 0 0 0 0

Table 1: Computing the revision m||C by C = {ω1, ω3} of the mass functions m
in the Ellsberg paradox example, where ω1 (resp. ω2 and ω3) means white (resp.
black and red). The top table shows the revision m◦mI (resp. m◦mI′) of a given
mass m by the simple mass mI (resp. with the more complex mass mI′). The
bottom table gives the specialization matrix for m. In this table ωi is abbreviated
i for any i ∈ {1, 2, 3}.

2.3.2 Revising by a new mass function mI:

Ma et al. [23] have introduced a “revision operator” ◦ that applies on two mass
functions m and mI on Ω and defined by:

For any E ̸= ∅, m ◦mI(E) =
∑

A∩B=E

σ(A,B).mI(B) (10)

where σ(A,B), called specialization matrix, is such that σ(A,B) = 0 when A ∩
B = ∅ and otherwise:

σ(A,B) =


m(A)
Pl(B)

for Pl(B) > 0

0 for Pl(B) = 0 and A ̸= B
1 for Pl(B) = 0 and A = B

(11)

In other words, it flows down a portion of mI(B) to A ∩ B, making the revision
result a “specialization”5.

5Specialization was introduced in [10], m specializes m′ iff there exists a square matrix Σ with
general term σ(A,B) being a proportion (i.e., verifying

∑
A σ(A,B) = 1, for any B. σ(A,B) >
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Example 2 (continued): An example of specialization matrix is depicted at the
bottom of Table 1, it is the one of the mass m representing the Ellsberg’s paradox
(Example 2) which is used to revise m by the certain information C giving m||C .
Table 1 also shows the result of the revision of the mass m by a simple mass
function mI and by a more complex one mI′ , in column 6 and 8 respectively.

2.4 Synthesis: the three ways to represent negative beliefs
There are several ways to express a negative belief about an information repre-
sented by a set of worlds B,

• either the agent has some beliefs about the world and also believes that
the real world is not in B, it means that his beliefs are combined with the
complementary set of B (denoted B).

• either the agent learns that he should believe that the real world is not in B
hence that he should revise his beliefs by B

• either the agent does not want to believe in B anymore, he wants to delete
any belief in B, it is called a retraction by B

Note that revision is a stronger change than retraction since it can be viewed as
a retraction of B to which B is added while in retraction the agent may remain
ignorant about B. Indeed believing in the complementary of B is different from
not believing in B.

Table 2 presents an abstract example with the three different approaches about
negative information: conjunctive combination with the complementary (column
4), revision by the complementary (column 5) and retraction (last column). In this
example, we have information about the beliefs of an agent on three focal sets A,
B and A ∩B materialized by a consistent mass function m. In the three cases we
assume that there is a level of uncertainty u (or doubt) about B, translated into:

• B is believed with 1− u for the complementary approach

• B should be believed with 1− u for the revision approach,

• B should be deleted with a strength u, i.e., believed with 1/u with the re-
traction approach.

0 implies A ⊆ B for any A,B) such that m(A) =
∑

B σ(A,B)m′(B) for all A. In [23], the
definition of specialization matrix is taken in a broader sense: only imposing that σ(A,B) > 0
implies A ∩B ̸= ∅ for any A,B.
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It is important to note that retraction of the focal set B differs (last column)
from conjunctive combination with the complementary of this focal set B (fourth
column). Indeed retraction allows us to focus and reduce or delete the mass on
B (it is possible to find values for x, y, z and u such that m ̸∩⃝Bu(B) = 0 with
y, u ̸= 0) while negation never allows us to cancel beliefs on B (since yu ̸= 0 as
soon as y, u ̸= 0). In other words, integrating a piece of evidence on the comple-
mentary of B (B

u
) is different from canceling an evidence for B (by integrating

B1/u). Revision gives priority to the new piece of information, hence revising by
B amounts to transfer pieces of evidence from A, B and A ∩ B to A \ B (since
A \B ⊂ B).

Negation Revision Retraction
m B

u
m ∩⃝B

u
m ◦Bu

m ̸∩⃝Bu = m ∩⃝B1/u

∅ 0 0 (y + z)(1− u) 0 0
A x 0 xu xu x/u
B y 0 yu yu 1− x− z−

(1− x− y − z)/u

A ∩B z 0 zu zu x+ z − x/u
A \B 0 0 x(1− u) 1− u 0
B 0 1− u (1− x− y − z)(1− u) 0 0
Ω 1− x u (1− x− y − z)u (1− x− y − z)u (1− x− y − z)/u

−y − z

Table 2: Three different views of “negative information”: negation, revision and
retraction

In order to formalize prejudices, our approach takes a complementary point
of view relatively to revision and retraction since it allows us to make evolve
the beliefs either by transfer or by attenuation. The important difference is the
introduction of a new dimension for prejudices, enabling us to distinguish them
from negative evidence and treat their evolution independently.

3 Formalizing prejudices
In this section, we propose to model prejudices against a piece of evidence. We
propose to define what happens in the situation where the receiver already has
some prejudices and some beliefs, the prejudice being characterized by a strength
(which both influences its tenacity and how new information is integrated). We
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study how new incoming information can modify both the levels of prejudice and
beliefs.

3.1 Desirable properties for prejudices wrt incoming informa-
tion

We do not address the case of the integration of a new prejudice or the reinforce-
ment of an existing one. More precisely the incoming information is only a tes-
timony that can reduce a prejudice (or not affect it at all) but cannot increase nor
create one. The creation of prejudice is left for further studies. It leads to enunci-
ate the first axiom about prejudices:

Axiom p1 The prejudice against a piece of information cannot increase with the ar-
rival of a new evidence.

Now, it seems natural to conserve the prejudice against a piece of information
when there is no new information about it, which leads to the second axiom about
prejudices:

Axiom p2 When there is no evidence in favor of a piece of information, the prejudice
against it is not disturbed.

Incoming information cannot be more trusted by the fact that there is a prejudice
against it (since confidence can either decrease or remain at this level), which
leads to a first axiom about beliefs.

Axiom m1 The level of confidence in an incoming piece of information can only de-
crease if there is already a prejudice against it.

A similar axiom as Axiom p2 can be stated concerning beliefs:

Axiom m2 When there is no prejudice against a piece of information, the arrival of
new evidence about it should maintain its confidence level unchanged.

For beliefs and prejudices of same strengths about the same piece of infor-
mation, we take the position that a prejudice prevails over a belief. Hence the
prejudice annihilates the confidence, as expressed by the following axiom:

Axiom m3 When the strength of a prejudice against a piece of information is equal to
the confidence level about the same incoming information, the confidence
on it is cancelled.
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3.2 A framework for encoding a belief state with prejudices
and beliefs

In order to both encode prejudice and beliefs, we propose to consider the pair
(p,m) where m is a mass function and p is a prejudice against some set A. Intu-
itively, for all set A, with ∅ ⊂ A ⊂ Ω, p(A) represents the threshold of evidence
required to change one’s mind about A:

• p(A) = 0 indicates the absence of prejudice against A

• p(A) = 1 means an unshakable prejudice against A.

Definition 1 (belief state) A belief state is a pair (p,m) where p, representing a
prejudice against some piece(s) of infromation, is a prejudice function p : 2Ω \
{Ω, ∅} → [0, 1] and m is a mass function on the same universe Ω. p is extended
to Ω and ∅ by setting p(Ω) = 1−

∑
X⊂Ω p(X) and p(∅) = 0 (normalization).

Remark 1 Note that we impose that there is no prejudice on the empty set (be-
cause we do not see any intuitive meaning for this case). Moreover, we impose
that the sum of the prejudices is 1 in order to have a commensurable scale with
masses as evoked at the end of introduction.

In contrast with the Latent Belief Structure introduced by Smets [38] where
a mass is decomposed into a pair of separable mass functions called respectively
the confidence and diffidence, m can be any mass function (i.e., not necessarily
separable) and p has not the same semantic as a mass. The aim of our study
is to propose a framework in which the evolution of prejudices and beliefs are
described through the arrival of new evidences.

We are now in position to express more formally the five axioms governing
the evolution of a belief state (p,m0), where we suppose that p is a combination
of prejudices against several subsets Ai ⊆ Ω, m0 being any mass function on Ω
representing the initial beliefs of an agent, and we assume that m1 is an incoming
evidence. This evidence is taken into account by setting m = m0 ∩⃝m1. m being a
mass on Ω, it admits at least one focal set Bj on which the agent has a confidence,
say βj (i.e., m(Bj) = βj). In the following formal version of the six axioms, we
denote by p′ and m′, the prejudice and the mass of the new belief state (p′,m′)
resulting from the evolution of the belief state (p,m0) with the arrival of m1.
The axioms should hold for any focal set Bj and any subset Ai concerned by the
prejudice p.
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Axiom p1 p′(Ai ∩Bj) ≤ p(Ai ∩Bj): the prejudice against Ai ∩Bj cannot increase.

Axiom p2 If βj = 0 and Ai ∩ Bj ̸= ∅ then p′(Ai) = p(Ai) (the prejudice against Ai is
not disturbed)

Axiom m1 m′(Ai∩Bj) ≤ m(Ai∩Bj) (the confidence on Ai∩Bj decreases or remains)

Axiom m2 When p(Ai ∩Bj) = 0 then m′(Bj) = m(Bj) (the beliefs are not disturbed)

Axiom m3 When p(Ai ∩Bj) = m(Ai ∩Bj), then m′(Ai ∩Bj) = 0 (the confidence on
Ai ∩Bj is annihilated)

Remark 1 From axioms p2 and m2, we get that if, for any focal set Bj and any
subset Ai concerned by the prejudice p, Ai ∩ Bj = ∅ then p′ = p and m′ = m:
the prejudice and the confidence remain the same.

In the following section (Section 4.1), we are going to study the case where
there is only one focal set for the beliefs (called A) which is also the set on which
the prejudice is focusing, while in Section 4.2 there is evidence on a set called B,
and one prejudice that focuses on a set (called A). Section 4.3 deals with complex
masses and prejudices.

4 Handling the evolution of a belief state
In this paper, we propose to use a global tenacity function, denoted f , that de-
scribes how prejudice thresholds evolve when a new discordant information ar-
rives. This tenacity function is decreasing or remaining constant (Axiom m1),
because in this paper we restrict our study to the case where no piece of evidence
can increase a prejudice. We also propose to use a function g that governs the
evolution of the confidence in the incoming information.

4.1 Simple belief state with Beliefs and Prejudice on the same
focal set

The simplest situation occurs when the prejudice and the evidence (testimony) are
concerning the same information.
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Definition 2 (evolving belief state) A simple belief state about A ∈ 2Ω\{∅,Ω} is
denoted by (p = α

fA,m = A1−β
g ) with α, β ∈ [0, 1], where p is called simple prej-

udice against A of strength α, m is a simple mass function on A with confidence
β, and f and g are functions from [0, 1]× [0, 1] to [0, 1] that governs respectively
the evolution of the prejudice and mass according to the following rules:

• α < β: the prejudice is canceled or reduced and the confidence in A de-
creases according to g, denoted (

f(α,β)
fA,A

g(α,β)
g ),

• α ≥ β the prejudice decreases or remains but the informative mass m(A)

is deleted : the pair becomes (f(α,β)fA,A
1
g).

with f and g being functions that are conform to axioms p1, p2, m1, m2 and m3.

In other words, in the first case of Definition 2, when the evidence is suffi-
ciently convincing, the prejudice is deleted, i.e., the threshold of persuasiveness
required to change one’s mind is overtaken, the prejudice of strength α was low
compared to the strength of the evidence β. In the second case of this definition,
we consider that a strong prejudice cancels all information about the focal set:
the prejudice remains but is possibly attenuated while the evidence is rejected.
More generally, the attenuation of the prejudice depends on its evolving nature,
represented by the function f dependent of α and β. Note that f the characteristic
function for the prejudice evolution is not dual to the function g that governs the
evolution of the confidence since it concerns a different kind of information, f
being more at the meta level.

Let us come back to the conformity (required by Definition 2) of the functions
f and g with the axioms. First, in order to define the function f that governs the
evolution of the prejudice against A from x

fA towards f(x,y)
fA, where x and y are

variables in [0,1] that will represent the respective strengths of the prejudice and
the evidence, we are looking for a function f s.t. ∀x, y ∈ [0, 1],{

f(x, y) ≤ x (Axiom p1)
f(x, 0) = x (Axiom p2)

It means that f is not much constrained, several functions can be used. Here
are some examples of special cases for f :

• f1(x, y) = max(0, x− ε) decreases by ε ∈ [0, 1] (independently of y value)
after receiving each new evidence.
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• f2(x, y) = max(0, x − y) decreases in function of the strength of the cer-
tainty on the piece of information, at most the prejudice is removed.

• f3(x, y) = x leads to the conservation of the prejudice whatever the strength
of the piece of information in the case of a narrow-minded person.

In order to define the function g that governs the evolution of the confidence
in A from A1−y towards Ag(x,y), we are looking for a function g such that:

∀x, y ∈ [0, 1] with x ≤ y,


g(x, y) ≥ 1− y (Axiom m1)
g(0, y) = 1− y (Axiom m2)
g(x, x) = 1 (Axiom m3)

In the following we propose to always use the function g defined by:

g(x, y) =

{
1−y
1−x

for any x, y with x ̸= 1

1− y when x = 1

which is a solution to the three constraints induced by Axioms m1, m2 and m3.
This means that g will be omitted in the following.

Due to the assumption taken for this paper (that prejudices cannot be created
or be increased by the arrival of new evidences): if there is no prejudice against A
then whatever the new piece of evidence that may arrive about A, it cannot create
a new prejudice on A. This amounts to having a simple mass function as shown
in the following proposition:

Proposition 1 The pair ( 0
fA,A

1−β) is equivalent to the simple mass function m =
A1−β with no prejudice.

Proof: Here α = 0, hence β ≥ α, according to Definition 2, the pair becomes
( 0
fA,A

1−β), since either β ̸= 0 and we use the first item, or β = 0 then we use the
second item and the fact that f(0, 0) = 0. □

Remark 2 When the listener has a great capacity of reconsideration, e.g., f(x, y)
= max(0, x − ε), with ε = 1, it means that with a high confidence β on the
focal set A and β > α, the new incoming information will delete the prejudice
and will lower the confidence leading to a belief state reduced to a simple mass
(the one obtained by revising the initial mass 1 − β with 1/(1 − α): the pair
(
f(α,β)

fA,A
1−β) is equivalent to a revision of the simple mass function m = A1−β
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p pn ma mb (p′,m′
a) (p′,m′

b) (p′
n,m

′
na)

= 0.2
f2A = 1

f3A α < β α ≥ β α ≥ β
E

E ∈ 2Ω \ {∅, A,Ω} 0 0 0 0 (0, 0) (0,0) (0,0)
A={1, 3} 0.2 1 0.4 0.1 (0,0.25) (0.1,0) (1,0)

Ω 0.8 0 0.6 0.9 (1,0.75) (0.9,1) (0,1)

Table 3: Three different evolutions of belief states

by the simple mass function A
1

1−α yielding a simple mass m′ such that m′ =

A1−β◦A
1

1−α = A
1−β
1−α . This is due to Equation (10), A1−β◦A

1
1−α (Ω) = σ(Ω,Ω) 1

1−α

and σ(Ω,Ω) = m(Ω)
Pl(Ω)

= 1− β.

In the following example we illustrate Definition 2 with a universe of three worlds
and two prejudices of different strengths applied on two simple mass functions.
They all focus on the same subsets of worlds.

Example 3 Let us consider a universe Ω = {ω1, ω2, ω3} where three situations
are possible. The columns p and pn of Table 3 show two prejudices: p is a
prejudice against {ω1, ω3}: p = 0.2

f2
{ω1, ω3}, pn represents the prejudice of a

narrow-minded agent against these two same situations: pn = 1
f3
{ω1, ω3}. Three

belief states are considered (p,ma), (p,mb) and (pn,ma) where the beliefs are
ma = {ω1, ω3}0.6 and mb = {ω1, ω3}0.9.

The column (p′,m′
a) shows the results of the conjunctive combination of ma

and p as described in Definition 2, i.e., the prejudice disappear and the mass on A
decreases: p′({ω1, ω3}) = 0 and m′

a({ω1, ω3}) = 1− 1−β
1−α

= 1− 0.4/0.8 = 0.25.
In the case where the beliefs are described by mb = {ω1, ω3}0.9 then the prejudice
decreases with f2 and the evidences are canceled (column (p′,m′

b)). The last
column (p′n,m

′
na) shows the resulting belief state when receiving information ma

with the prejudice pn.

4.2 Simple belief state with beliefs and prejudice on two differ-
ent sets

Let us consider two sets A and B that are not included in each other (more pre-
cisely such that A ̸= Ω, B ̸= Ω with (A \B) ̸= ∅ and (B \A) ̸= ∅). Assume that
there is a prejudice α

fA (prejudice against A of strength α with evolving function
f ) and an evidence m = B1−β (in favor of B with strength β).
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Definition 3 (simplification with no transfer) Given a belief state (p,m) such
that p = α

fA and m = B1−β with A,B ∈ 2Ω \ {∅,Ω}, this state is simplified into
(p′,m′) such that:
If A ∩B = ∅ then no change: (p′,m′) = (p,m)
Else first compute (p0,m0) and then renormalize:

• α < β (weak prejudice): the prejudice and the mass decreases

– p0(A) = f(α, β), m0(B) = 1− 1−β
1−α

• α ≥ β (strong prejudice): the prejudice decreases and the mass is canceled

– p0(A) = f(α, β), m0(B) = 0

• Normalization: p′(Ω) = 1− p0(A), m′(Ω) = 1−m0(B)

The above definition is rather drastic, as soon as there is an intersection be-
tween prejudice and belief, the prejudice decreases or remains on the whole set A
initially concerned by the prejudice and the beliefs are canceled or decreased on
the whole initial focal set B. However, when A ̸= B provided that B \A ̸= ∅ and
A \B ̸= ∅, there is no frontal contradiction between the beliefs and the prejudice,
it means that information can be transferred to B \A, and a prejudice can remain
against A \ B. Concerning the part A ∩ B, we consider that it should behave
as seen in Definition 2. The following definition propose to transfer beliefs and
prejudices towards the subsets that are not conflicting (i.e., not overlapping).

Definition 4 (simplification with transfer) Given a belief state (p,m) such that
p = α

fA and m = B1−β with A,B ∈ 2Ω \ {∅,Ω}, this state is simplified into
(p′,m′) such that:
If A ∩B = ∅ then no change: (p′,m′) = (p,m)
Else:

• concerning prejudices: α remains or decrease to f(α, β). f(α, β) is then
transferred to A\B and A∩B s.t.: p′(A \B) + p′(A ∩B) = f(α, β) and

p′(Ω) = 1− f(α, β) and
p′(∅) = 0

• concerning masses: we first define m0 then we normalize

– [only when B \ A ̸= ∅] m0 = transfer(B,B \ A,m)

– α < β (weak prejudice): the mass decreases or remains

22



* [only when A ∩B ̸= ∅] m0(A ∩B) = 1− 1−β
1−α

– α ≥ β (strong prejudice): the mass is canceled

* [only when A ∩B ̸= ∅] m0(A ∩B) = 0

– [only when B ⊆ A] m0(Ω) = 1−m0(A ∩B)

– Renormalization: for all E ⊆ Ω, m′(E) = m0(E)∑
F⊆Ω m0(F )

Where transfer(E,F, t) denotes the function t′ from Ω to [0, 1] obtained from
t by setting first t′ = t then t′(E) = 0 and t′(F ) = t(E) + t(F ).

Note that, in the above definition, we only impose that p′(A\B)+p′(A∩B) =
f(α, β). Hence the precise distribution of the (potentially attenuated) strength of
the prejudice, f(α, β), on the two subsets A ∩B and A \B is not given. In order
to be consistent with Definition 2, in the case A = B, it would be desirable to
impose f(α, β) on A ∩ B, and to transfer α to A \ B, but this would give a total
amount greater than f(α, β). Now, to conserve the same total amount f(α, β) of
attenuated prejudice about A, several decompositions could be used. The simplest
one, that do not take into account the size of the sets A ∩ B and A \ B, is to set
p′(A∩B) = f(α,β)2

α+f(α,β)
and p′(A \B) = α.f(α,β)

α+f(α,β)
. Indeed, the reader can check that

p′(A \B) + p′(A ∩B) = f(α, β) and that this corresponds to set k = f(α,β)
α+f(α,β)

in
the equation k.α + k.f(α, β) = f(α, β). This decomposition will be used in the
following example.

As expected, prejudices and masses do not behave the same: in presence of
a prejudice, evidences decrease or remain (and in parallel doubt increases or re-
main), the prejudice can be seen as a kind of meta-information that allows us to
reduce the size of the subsets concerned by the evidence. Indeed with a prejudice
against A and an evidence about B, evidence remains only on the smaller sets
B \ A and maybe on A ∩ B. Concerning prejudices they can only decrease or
remain (as assumed in all this article), hence the “prejudice about Ω” can only
increase.
Example 3 (continued): Let us consider a prejudice of strength α against a new
overlapping subset {ω2, ω3}, encoded by p = α

f{ω2, ω3}. The fourth columns
in Table 4 shows the results of the simplification, given by Definition 4, of ma

and p with α = 0.2, i.e., the prejudice disappears on ω3 but is transferred on ω2

(p′({ω2}) = α.f(α,β)
α+f(α,β)

= (0.2×0.1/(0.2+0.1)) = 0.067). The mass ma({ω1, ω3} =

0.4 is transferred to {ω1} (m0({ω1}) = 0.4). Concerning {ω3} (the intersec-
tion), p′({ω3}) = f(α,β)2

α+f(α,β)
= 0.12/0.3 = 0.033 and m0({ω3} = 1 − g(α, β) =
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p ma mb (p′,m′
a) (p′,m′

b) (p′,m′
b)

= α
fA α = 0.2 < β = 0.4 α = 0.2 ≥ β = 0.1 α = 1 ≥ β

E f = max(0, x − 0.1) f = max(0, x − 0.1) f = x

{∅, {1, 2}} 0 0 0 (0,0) (0, 0) (0,0)
{1} 0 0 0 (0,0.32) (0,0.1) (0,0.1)
{2} 0 0 0 (0.067,0) (0.067,0) (0.5,0)
{3} 0 0 0 (0.033,0.2) (0.033,0) (0.5,0)

B={1, 3} 0 0.4 0.1 (0,0) (0,0) (0,0)
A={2, 3} α 0 0 (0,0) (0,0) (0,0)

Ω 1− α 0.6 0.9 (0.9,0.48) (0.9,0.9) (0,0.9)

Table 4: Simplification with transfer of prejudice and beliefs from A and B to {2}
and {1} respectively and with attenuation or cancelation on {3}.

1− 0.6/0.8 = 0.25). Then m′ is obtained by renormalization, masses are divided
by 0.4 + 0.25 + 0.6 = 1.25. In the case where the belief is described by mb,
the prejudice is stronger than the beliefs, hence, depending on f , the prejudice
against {ω3} decreases (in column 5) or remains (in column 6) and is transferred
to {ω2} as in column 4. The evidence for {ω3} is canceled but transferred to
{ω1} (m′

b({ω1}) = 0.1). The last column presents the case of a narrow minded
agent with f(α, β) = α = 1, hence p′({ω2}) = p′({ω3}) = 1/2. This may seem
counter-intuitive since it is different from p′({ω2, ω3}) = 1 and there is no reason
why the strong prejudice should disappear on {ω2, ω3}.

As seen in the previous example, transfer may not be desirable in case of a
strong prejudice, because in that case the intuition would lead to maintain the
prejudice on the whole initial set, this leads to a more refined definition of the
simplification process, as follows:

Definition 5 (simplification with weak prejudice transfer) Given a belief state
(p,m) such that p = α

fA and m = B1−β with A,B ∈ 2Ω \ {∅,Ω}, this state is
simplified into (p′,m′) such that:
If A ∩B = ∅ then no change (p′,m′) = (p,m)
Else:

• concerning prejudices: the prejudice remains or decrease to f(α, β).

– α < β (weak prejudice): f(α, β) is transferred to A \B and A ∩B:

p′(A\B)+p′(A∩B) = f(α, β) and p′(Ω) = 1−f(α, β) and p′(∅) = 0

– α ≥ β (strong prejudice): p′(A) = f(α, β), p′(Ω) = 1− p′(A)
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• concerning masses: for all E ⊆ Ω, m′(E) is defined as in Definition 4

The previous definition is an example where there is a hybrid handling of
the transfer of prejudices. Other solutions could be adopted namely sharing the
prejudice f(α, β) on A and A \B and A∩B or no mass transfer in case of strong
prejudice.
Example 3 (continued): Table 5 shows the results of the simplification with trans-
fer of weak prejudice only, given by Definition 5. Column 4 is unchanged with
respect to Table 4, Columns 5 and 6: the prejudice being stronger than beliefs,
it remains or decreases on the whole set A according to f . In column 6, the
prejudice behaves well (remaining unchanged) as what we expect from a narrow
minded person.

p ma mb (p′,m′
a) (p′,m′

b) (p′,m′
b)

= α
fA α = 0.2 < β = 0.4 α = 0.2 ≥ β = 0.1 α = 1 ≥ β

E f = max(0, x − 0.1) f = max(0, x − 0.1) f = x

{∅, {1, 2}} 0 0 0 (0,0) (0, 0) (0,0)
{1} 0 0 0 (0,0.32) (0,0.1) (0,0.1)
{2} 0 0 0 (0.0670,0) (0,0) (0,0)
{3} 0 0 0 (0.033,0.2) (0,0) (0,0)

B={1, 3} 0 0.4 0.1 (0,0) (0,0) (0,0)
A={2, 3} α 0 0 (0,0) (0.1,0) (1,0)

Ω 1− α 0.6 0.9 (0.9,0.48) (0.9,0.9) (0,0.9)

Table 5: Simplification with transfer of beliefs and weak prejudice only.

From now on, we consider that prejudices and evidences are governed by Def-
inition 5. In the two following propositions, we study the extreme cases where
there is no prejudice or no evidence (Proposition 2). Note that in the case where
there are some initial beliefs about a set B, Definition 5 imposes that even with
a prejudice of strength 0 (i.e., no prejudice) against a set A, the masses on B are
divided between two subsets of B: namely A ∩ B and B \ A. This could seem
strange, one could prefer to have no change at all concerning B. However, we
could consider that saying that the user has no prejudice against a set A is differ-
ent from saying nothing. Indeed it means that the two subsets A ∩ B and B \ A
have some reason to be differentiated.

Proposition 2 When α = β = 0 there is no change in the belief state after sim-
plification. When there is no prejudice but a mass: α = 0, we get that the initial
belief state ( 0

fA,B
1−β), with A,B ∈ 2Ω \{∅,Ω}, is equivalent to the combination
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of two simple masses (A ∩ B)1−β and (B \ A)1−β (hence amounts to have the
same global mass β on B). When there is no evidence: β = 0, we get that the
initial belief state (αfA,B

1) with A,B ∈ 2Ω \ {∅,Ω} is equivalent to the simple
prejudice α

fA.

Proof: When α = β = 0, due to the constraint f(x, 0) = x, we get f(α, β) = 0,
hence for any set E ⊂ Ω, p′(E) = 0 and m′(E) = 0: no change.

When α = 0 < β, for any set E ⊂ Ω, p′(E) = 0 and the mass is both
transferred to B \ A and decreased on A ∩ B resulting in m′(B \ A) = β and
m′(A ∩B) = β.

When β = 0 then α ≥ β, m0(A ∩ B) = 0 and m(B \ A) = β = 0, then for
any non-empty set E ⊂ Ω we get m0(E) = 0, hence m′(E) = 0. Concerning
prejudices: p′(A) = f(α, 0) = α, hence we get the simple prejudice α

fA. □

The following proposition enables us to recover the simple case where preju-
dice and beliefs focus on the same subset (A = B).

Proposition 3 Definition 5 is conform to Definition 2 when A = B.

Proof: In that case A ∩ B = A and A \ B = ∅ hence p′(A) = f(α, β) and
p′(Ω) = 1 − f(α, β) in both cases (weak or strong prejudice). m0(B) is either
set to 0 (strong prejudice) or to 1 − g(α, β). Moreover, A \ B = B \ A = ∅,
hence there is no transfer, the mass on Ω becomes 1−m0(A ∩B) = 1−m0(B).
At the end, the renormalization takes place with no effect. Hence we get either
(
f(α,β)

fA,A
g(α,β)
g ) when the prejudice is weak or (f(α,β)fA,A

1
g) when the prejudice

is strong. □

Note that when B ⊆ A, the prejudice remains or decrease on the whole set
A (when it is strong) and is distributed on B and A \ B (when it is weak), the
evidences either disappear or decrease on B according to the strength of the prej-
udice.

4.3 Discussion on beliefs and prejudice about several sets
In the previous subsections, we have demonstrated how to manage prejudices and
evidences when considering only two sets. In this subsection, we discuss the more
complex case i.e., in presence of many prejudices that may intersect, and evidence
modeled by a mass with several focal sets.

26



4.3.1 Preliminary: Intersection of focal sets and decomposability in the the-
ory of belief functions (without prejudice)

In this paper we propose two ways to enforce decomposability and thus to esti-
mate the mass/prejudice on an intersection, namely the “veto approach” and the
“cumulative approach”. More precisely, the veto approach takes the max of the
values while the cumulative one combines them.

Definition 6 (veto/cumulative approach) Let us consider a function v that at-
tributes to two overlapping non-empty focal sets X1, X2 the respective values
v(X1) = x1, v(X2) = x2 with v(X1 ∩X2) = 0

• The veto approach defines vV on three disjoint focal sets X1 \X2, X2 \X1,
X1 ∩X2:

– if X1 \X2 ̸= ∅ then vV (X1 \X2) = x1

– if X2 \X1 ̸= ∅ then vV (X2 \X1) = x2

– vV (X1 ∩X2) = max(x1, x2)

• The cumulative approach defines vC such that:

– if X1 \X2 ̸= ∅ then vC(X1 \X2) = x1

– if X2 \X1 ̸= ∅ then vC(X2 \X1) = x2

– vC(X1 ∩X2) = min(1, x1 + x2)

This definition will help us to handle the case where several prejudices or
several masses should be taken into account simultaneously. This is a simple
example of combination functions, other more or less complex approaches could
be used.

4.3.2 Beliefs on two sets and prejudice against one set

Given a belief state (p,m0) and an incoming evidence m1 such that p is a prejudice
against A with strength α and m = m0 ∩⃝m1 is a mass function attributing β1 and
β2 to B1 and B2 with A,B1, B2 ∈ 2Ω \ {∅,Ω}: this state is simplified into (p′,m′)
such that:

• When B1 and B2 are disjoint and the prejudice is intersecting B1: (Figure
2.a shows this situation where the prejudice is strong)
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B1 B2

A

β1 β2

f(α, β1)

B1 B2

A

β1 β2

1 − g(α, β2)

f(α, β2)

B1 B2

A

β1 β2

β12

1 − g(α, β2)

f(α, β2)

a) b) c)

Figure 2: Two evidences on B1 and B2 with masses β1 and β2, a simple prejudice
α
fA with β1 < α < β2. a) shows the case with disjoint masses and a prejudice
only overlapping one, b) shows the prejudice overlapping both sets with a veto
approach for masses. c) overlapping masses with β12 < α on B1 ∩B2.

– Concerning the prejudice, according to Definition 5, if α < β1 (weak
prejudice), the strength f(α, β1) is distributed to A ∩ B1 and A \ B1

else it remains on the whole set A. Finally, p′(Ω) is set to 1−f(α, β1).

– Concerning the masses, β1 is transferred from B1 to B1\A, then A∩B1

either receives 0 or 1− g(α, β1) according to the relative values of the
prejudice and the mass. m0 is then normalized in order to obtain a
mass m′.

• When B1 and B2 are disjoint and the prejudice intersects both: (Figure 2.b
shows this situation with the particular case β1 < α < β2)

– Concerning the prejudice, a veto approach would lead to select β =
max(β1, β2) while a cumulative approach would lead to select β =
min(1, β1 + β2), then if α < β (weak prejudice), the strength f(α, β)
is distributed to A∩B1 and A∩B2 and A \ (B1 ∪B2) else it remains
on the whole set A. Finally, p′(Ω) is set to 1− f(α, β).

– Concerning the masses, β1 is transferred from B1 to B1\A, then A∩B1

either receives 0 or 1− g(α, β1) according to the relative values of the
prejudice and the mass, similarly for B2. m0 is then normalized in
order to obtain a mass m′.
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A1

A2

B

α′
1

f(α2, β)

β

α′′
1

1− g(α1, β)

A1

A2

B

α′
1

β

f(α2, β)
α′′
1

1− g(α1, β)

Figure 3: Two prejudices on A1 and A2 with strengths α1 and α2, a simple mass
B1−β with α1 < β < α2. The left side of the figure shows the case with disjoint
prejudices, the right side shows overlapping prejudices with a veto approach. α′

1

and α′′
1 represent the distribution of f(α1, β), i.e., such that α′

1 + α′′
1 = f(α1, β).

• When B1 and B2 intersect, we assume that the mass on B1 ∩ B2 is known
and equal to β12 then the prejudice is decomposed on at most four disjoint
focal sets A ∩ (B1 ∩B2), A ∩ (B1 \B2), A ∩ (B2 \B1) and A \ (B1 ∪B2)
by using either the Veto or the Cumulative approach, this is similar to the
previous case where each disjoint focal set is dealt with independently (see
Figure 3.c where a veto approach is used).

• When neither B1 nor B2 intersects with A then the prejudice and the masses
keep their values (according to Axioms p2 and m2).

4.3.3 Beliefs about one focal set and prejudices against two sets

Given a belief state (p,m0) such that p is a prejudice against A1 and A2 with
respective strength α1 and α2 and m1 is an incoming evidence such that m =
m0 ∩⃝m1 = B1−β is a simple mass function with A1, A2, B ∈ 2Ω \ {∅,Ω}: this
state is simplified into (p′,m′) such that:

• When A1 and A2 are disjoint: let us assume without loss of generality that
α1 ≤ α2, the left side of Figure 3 shows how prejudices (in red) and masses
(in blue) are distributed on the different sets

– Concerning prejudices, according to Definition 5, if α1 < β (weak
prejudice), the strength f(α1, β) is distributed to A1 ∩ B and A1 \ B
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else it remains on the whole set A1 and similarly for A2. If α2 is weak
then f(α2, β) is distributed to A2 ∩ B and A2 \ B else it remains on
A2. Finally, p′(Ω) is set to 1− f(α1, β)− f(α2, β).

– Concerning the masses, β is transferred from B to B \ (A1∪A2), then
A1 ∩ B (and A2 ∩ B respectively) either receives 0 or 1 − g(α1, β)
(respectively 1 − g(α2, β)) according to the relative strengths of the
prejudices and masses. The mass is then normalized in order to obtain
m′.

• When A1 and A2 intersect: in a cumulative approach the prejudice is de-
composed on at most three disjoint focal sets A1 ∩A2, A1 \A2 and A2 \A1

where the intersection receives an agreggation of the strength on A1 and A2

while the two remaining subsets keep their value, the three values are then
normalized. The Veto approach results in at most two disjoint focal sets
A1 (the one with the highest strength) and A2 \ A1 (the second prejudice
truncated but with its original strength). Then it amounts to come back to
the previous case where each prejudice is dealt with independently (see the
right side of Figure 3 where a veto approach is used).

In the general case, several prejudices can affect several subsets and the same
subsets could be affected by several of them. The idea is to deal with each subset
separately and to evaluate the aggregation of prejudices on each subset by using
either a veto or cumulative approach and then reason with masses that are affected
to them, see the following general example.

5 Applications
In this section, the introductory example is treated in its entirety, and three other
practical applications are discussed.

5.1 The “Opinions and prejudices for an election” example
Let us come back to the example presented in the introduction. Tabular 6 presents
the result obtained successively. The prejudices of the agent are represented in
columns p1 and p2, the first meeting of the two friends of the agent is given
on Figure 4.a and column m12. The belief state of the agent is described in
column (p′,m′

12), a veto approach is first used to determine the strength of the

30



1

2

3

4

5

6

B2 0.05

A2 0.25

B1 0.6

A1 0.8

B2 0.05

1

2

3

4

5

6

1

2

3

4

5

6

B′
12

0.65

A′
1 0.7

A′
2 0.15

1

2

3

4

5

6

a) b)

1

2

3

4

5

6

∅

A′
2 0.15 B′

123

0.19

B′
123

0.29

B′
123

0.36

A′
1 0.7

A′
2 0.15

1

2

3

4

5

6

∅

1

2

3

4

5

6

∅B′′
123

0.29

B′′
123

0.36

A′′
1 0.6

B′′
1230.05

A′′
2

0.0375

A′′
2 0.0125

1

2

3

4

5

6

∅

c) d)

Figure 4: a) The agent with prejudices against A1 and A2 meeting his two friends
with confidence in favor of B1 and B2, b) the resulting belief state with a veto
approach, c) the meeting of the third friend with a confidence of 0.55 in favor of
B3 which is agregated to B′

12 giving B′
123, d) final belief state

prejudice against {3}. The prejudice against A1 is decreased (to 0.7 by using
f(x, y) = max(0, x − 0.1)) because of the evidences on the sets {2, 3} and
{2, 3, 4} that intersect it. The prejudice on A2 is transferred to A′

2 = {1, 4, 6}
then decreased to 0.15 since there are evidences on the set {2, 3, 4} that intersects
A′

2. The belief state is then simplified into (p′,m′
12) (fifth column of the table), the
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p1 p2 m12 (p′,m′
12) m3 m123 (p′′,m′

123)
E = 0.8

fA1 = 0.3
fA2 f = max(0, x − 0.1) = m′

12 ∩⃝m3 f = max(0, x − 0.1)

other sets 0 0 0 (0,0) 0 0 (0,0)
{∅} 0 0 0 (0,0) 0 0.36 (0,0.36)
{1} 0 0 0 (0,0) 0 0 (0.0375,0)
{2} 0 0 0 (0,0.65) 0 0.29 (0,0.29)
{3} 0 0 0 (0,0) 0 0 (0,0)

{4, 6} 0 0 0 (0,0) 0 0 (0.0125,0.05)
B1={2, 3} 0 0 0.6 (0,0) 0 0 (0,0)

B2={2, 3, 4} 0 0 0.05 (0,0) 0 0 (0,0)
B3={3, 4, 6} 0 0 0 (0,0) 0.55 0.19 (0,0)
A1={3, 5} 0.8 0 0 (0.7,0) 0 0 (0.6,0)

A2={1, 3, 4, 6} 0 0.25 0 (0,0) 0 0 (0,0)
A′

2={1, 4, 6} 0 0 0 (0.15,0) 0 0 (0,0)
Ω 0.2 0.75 0.35 (0.15,0.35) 0.45 0.16 (0.35,0.3)

Table 6: Study of evolution of masses and prejudices in the example 1 described
in introduction

masses on B1 and B2 are transferred to {2} since the prejudices are stronger than
evidences on 3 and 4, this is summarized in Figure 4.b. Then the new evidence
m3 arrives with a mass of 0.55 on B3 = {3, 4, 6}, first the evidences m′

12 and
m3 are aggregated into m123 described in the seventh column of the table and on
Figure 4.c, we propose to use the conjunctive combination ∩⃝. As the masses are
inconsistent (no intersection of the focal sets B′

12 and B3), this combination cre-
ates a mass on ∅, which expresses a conflict of level 0.36. We could have chosen
to use Demster-Rule in order to combine these masses but due to its normalization
effect, the conflict would have been removed by this operation. Once the masses
are aggregated, the simplification step of the belief state can take place in the last
column of the table and in Figure 4.d. In this step, the prejudice on A′

1 decreased
(to 0.6 by using f(x, y) = max(0, x − 0.1)) because of the evidences on the set
{3, 4, 6} that intersect it. The prejudice A′

2 is both transferred to {1} then de-
creased to p”{1} = 0.15f(0.15,0.19)

0.15+f(0.15,0.19)
= 0.15max(0,0.15−0.1)

0.15+max(0,0.15−0.1)
= 0.15×0.05

0.15+0.05
= 0.0375

and transferred to B′
123 ∩ A′

2 = {4, 6} (as the evidence on {3, 4, 6} intersects A′
2)

then attenuated to p”{4, 6} = f(0.15,0.19)2

0.15+f(0.15,0.19)
= 0.052

0.15+0.05
= 0.0125. Therefore

f(0.15, 0.19) = 0.5 is distributed in order to conserve the same total amount of
attenuated prejudice A′′

2 (p′′{1}+ p′′{4, 6} = 0.05). Finally, the evidence on B′
123

is transferred to {4, 6} then decreased to 1 − 1−0.19
1−0.15

= 0.05. The prejudice A′
3

that intersects B′
123 with more strength (0.7 > 0.19) delete the evidence on {3}.

The evidence on the subsets {2} and ∅ that intersects with no prejudice are not
changed. The final belief state indicates to vote for candidate 2.

The constant flow of information leads to a lessening of the strength of preju-
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dices, but also to their possible fragmentation. It is worth noticing that prejudices
are not only lowering the beliefs about some subsets but also are entailing that
evidence are gradually more focused, hence augmenting the informative content
of the belief state. Concerning the emptyset, by definition there is no prejudice
against it, however as seen in Figure 4.c) when information is contradictory, a
mass can be attributed to it. This explains why the weight of the conflict (the mass
on the emptyset) remains when prejudices are taken into account.

This example shows how the theory we propose can be put to practical use.
More engineering or practical applications can be considered, in particular the
ones that are already dealt with in the framework of Dempster-Shafer theory, this
is evocated in the next section.

5.2 A look at other practical applications
A first application is about the fusion of sensor information in autonomous vehi-
cles where evidential-based approaches are used [19, 15]. In the context of semi-
autonomous vehicles, it would be interesting to combine these approaches with a
model of the human agent that uses the vehicle, in order to take into account high-
level information (like her preferences and prejudices) and to understand how the
driver of the vehicle uses both sensor information and meta-information. For this
purpose, our approach could enhance the expressivity of the existing works.

Another practical application using the Dempster-Shafer theory concerns im-
age processing where the different color channels are considered as distinct sources
of information that should be merged [11, 26, 4]. In this kind of works, images
are labeled by humans, these humans may have prejudices that could be made
explicit. Then our approach could be used to study how humans integrate the evi-
dences coming from the different channels, into their own beliefs and prejudices,
in order to ultimately know if the labels are correct or should be suspected.

A last practical application is in the domain of social choice (vote, social net-
works). In this domain, the classic objective is to merge the uncertainty of differ-
ent agents in order to make a global decision, or to merge agents preferences in
order to propose recommendations. Several works are using evidential theory for
this purpose, e.g. [28] which models the preferences as mass functions that are
combined with Dempster’s rule of combination. Incorporating prejudices could
be useful to better represent the cognitive states of agents and then better study
the evolution of their social interactions.
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6 Summary, related work, perspectives
In the framework of the Dempster-Shafer theory, this paper presents a way to
formalize some cognitive mechanisms (essentially stereotypes). The main idea
of our proposal is to deal with prejudices and evidences separately by using a
pair representing a belief state. Prejudices are seen as a meta information that
both evolves and governs the integration of new beliefs. We proposed five axioms
governing the evolution of beliefs and prejudices in the presence of new evidence.
In this study, an agent’s prejudices are characterized by the targeted information
and their strength against it (which also determines their tenacity). This work
generalizes [8] and is consistent with the definition of simple mass evolution in
presence of a prejudice. This generalization allows us to overcome the problem
of negative mass handling due to the retraction process.

The revision operation is a classical topic broadly studied in knowledge rep-
resentation literature [16, 1], and also in the particular context of belief functions
by [7]. In the next paragraph we recall the approaches that deal with information
deletion, namely retraction and updating. Indeed, Dempster-Shafer theory is made
to add new pieces of evidence through Dempster combination rule, nevertheless
the issue of deleting or modifying the agent’s belief state when some evidence is
invalidated or modified has deserved some attention.
In probability and possibility theory, the retraction operation consists of a division
followed by a normalization. Since 1984, Ginsberg [12] proposed a special case
of retraction applied to belief functions in the simple case of a frame of discern-
ment with only two elements. In the valuation-based system framework, Shenoy
[36] defined removal as point-wise division followed by normalization (if normal-
ization is possible). Kramosil [17] generalized the notion of belief functions with
basic signed measure assignment (BSMA) and proposed an operation inverse to
Dempster’s rule. He introduced the notion of q-invertibility that may be seen as
generalizing non-dogmaticism. Pichon [29] pursued Kramosil’s seminal work by
defining the so-called conjunctive signed weight function. But the absence of a se-
mantic, the lack of intuitive interpretation of such generalized belief functions and
the fact that only the conjunctive rule is used to combine BSMAs (normalization
cannot be applied) are obstacles to the potential use of this approach. Smets [37]
generalized the concept of simple support function, allowing the diffidence values
to range on the positive reals and introduced the retraction operation defined by
the division of commonality functions. Smets defined then the concept of latent
belief structure for non dogmatic mass functions. This concept is studied in more
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details by Pichon and Denoeux [30]. Lukaszewski [22] proposes an algorithm for
what he calls updating which consists in removing or changing some pieces of
evidence without carrying out all the combinations again except for the ones that
have been deleted or modified. Dubois, Faux and Prade [8] consider retraction as
a special symmetric belief change operation that avoids the explicit use of nega-
tive mass functions.
Our approach takes a complementary point of view relatively to revision and re-
traction since it allows us to make evolve the beliefs either by transfer or by atten-
uation. The important difference is the introduction of a new dimension for prej-
udices allowing us to distinguish them from negative evidence and to handle their
evolution independently. Indeed prejudices involve a meta-information about the
anchoring of the beliefs which is different from the certainty level of these beliefs.
Note that in order to be able to combine new information with anchored beliefs
(i.e., “prejudices”), we make the strong assumption of comparability (which is de-
batable but allowed us to handle simply practical cases). Nevertheless at the end,
when the new information has been taken into account, the new belief state still
differentiates prejudices and beliefs.

An extension of this work would be to translate our study with a qualitative
point of view, by considering qualitative prejudices and evidences (as it is done
for qualitative masses in [9]). An aspect that has not been mentioned much is
that: prejudice could be viewed as a kind of defeasible information, indeed a
prejudice is a deliberate concealment of exceptions for reasons of (self) persuasion
while a default is a temporary concealment through non-monotonic reasoning (see
e.g. default logic [31] or systems with default rules [13] and their possibilistic
counterpart [3]). Moreover, an important application of our study could be its use
in the context of decision theory, where in addition to uncertainty and utilities we
could add prejudices. A more long term perspective of this paper would be to
study the combination of two belief states that have both prejudices and beliefs
and that influence each other. For instance, we could imagine to combine the
belief state of a social group (treated as a meta-agent) with the one of an individual
agent that is confronted with the group’s opinion. This kind of combination was
considered as out of the scope of the current study where we reason only from the
point of view of one agent who receives an information, indeed the transmission
of prejudice seems for the moment a much more complex subject to formalize.

Let us conclude that prejudices deserve more studies because they are both
essential for reasoning quickly and dangerous for jumping too blindly to conclu-
sions, so incorporating them into the modeling of an agent’s reasoning can provide

35



tools to make people aware of this type of bias and help gain better control over
them.
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