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Figure 1: OUTCOME Virtual system architecture.

Abstract
In this article, we present a new open-source tool, called OUTCOME
Virtual, to automatically replicate humans’ behaviors on virtual
characters. The tool takes as input a human video and extracts
action units, head movements, and gaze direction to animate a
virtual character’s face and head with the synchronized speech in
Unity. The tool is designed to be easily configured, in particular
concerning the association between actions units and blend shapes,
and with a user-friendly interface to select the appearance of virtual
characters, the lip synchronization and the noise-correction option.
The tool is illustrated in this paper with the generation of listener
feedback.

Keywords
Virtual Characters, Facial Expressions, Head Movements, behaviors
animations

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
IVA 24, September 16–19, 2024, Glasgow, UK
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-XXXX-X/18/06
https://doi.org/XXXXXXX.XXXXXXX

ACM Reference Format:
Auriane Boudin, Ivan Derban, Alexandre D’Ambra, Jean-Marie Pergandi,
Philippe Blache, and Magalie Ochs. 2018. OUTCOME Virtual: a tOol for
aUTomatically creating virtual Character animatiOns’ from huMan vidEos.
In Proceedings of Intelligent Virtual Agent (IVA 24). ACM, New York, NY,
USA, 3 pages. https://doi.org/XXXXXXX.XXXXXXX

1 Introduction
The variability and credibility of agent behaviors are crucial for
user engagement in human-machine interactions and virtual char-
acters. Various methods exist for creating libraries of animations
for virtual characters, including rule-based procedural approaches
[9], machine learning methods [4, 10, 16], and motion capture tech-
niques [1, 11], for a review see [12]. In the context of motion capture,
tools exist to automatically extract Action Units (AUs) and head
movements from human video. However, a significant challenge
is that animation software like Unity does not handle AUs. Some
tools1 propose to replicate the outputs of OpenFace on avatars.
However, the functionalities remain limited concerning the possi-
bility, for instance, to vary the coefficients between AUs and blend
shapes, to integrate lip synchronisation with speech or to simulate
the behavior on a wide range of virtual characters. To address these
issues, we developed a new tool that bridges this gap.

Our tool processes face videos of humans to generate virtual
characters that replicate the captured behaviors. In this article, we

1as for instance https://github.com/alexismorin/OpenFace-FACS-Unity-Facial-
Animator
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illustrate the functionalities of the tool using feedback sequences
[3, 7, 13] from listeners in real and spontaneous face-to-face interac-
tions from the SMYLE corpus [6, 8]. The tool facilitates the creation
of a library of various feedback behaviors for virtual characters
by automatically extracting AUs, gaze direction, and head position
using OpenFace [2] and converts them into blend shapes in Unity.
This tool is composed of several configurable modules, as illustrated
in Figure 1.

2 The OUTCOME Virtual Tool
The OUTCOME virtual open-source tool has been developed in
Unity using the High Definition Render Pipeline (HDRP).

Video pre-processing. A first step consists in pre-processing the
input video. The module 1 (Figure 1) takes the interlocutor’s video
as input and performs initial processing using the FFmpeg package
[14]2. This step extracts both visual and audio data. Subsequently,
the module 2 (Figure 1) extracts OpenFace [2] data (AUs, head posi-
tions, and gaze directions). To reduce noise, we propose to apply
a Python median filter smoothing function from the SciPy library
[15]. Module 1 outputs two CSV files, providing users the choice
between raw OpenFace data (without noise reduction) or noise-
reduced data for the generation of virtual characters’ animations.

Facial behavior generation. In Unity, the virtual characters’ facial
expressions are controlled by blend shapes. Table 1 presents the
correspondence between OpenFace AUs and blend shapes used in
Unity.To replicate the extracted AUs, a conversion to blend shape is
required. This conversion involves applying coefficient to scale AUs
from 0-5 to blend shapes’ 0-100 range. The coefficients have been
defined empirically. However, these coefficients are stored in a user-
configurable file, allowing for easy adjustments by users (Module 3,
Figure 1). Before generating animations, users can choose from two
additional option (Module, options depicted in the top left corner
of Figure 1): Noise reduction, which replaces outlier AU values with
averages from neighboring frames, and Frame interpolation, which
improves animation smoothness by generating intermediate blend
shape values between actual video frames. For the animation of
the virtual character’ head and gaze, since OpenFace records the
head rotation relative to the camera and the gaze direction relative
to the head, these values are adjusted by subtracting initial frame
values to align with the character’s default pose. Finally, a reverse
smooth transition technique ensures animation ends smoothly.

Lip synchronisation. Lip synchronization for virtual characters is
challenging with OpenFace providing only mouth openness data.
To address this issue, the tool integrate the module Salsa liSync3
The module Salsa (Module 5, Figure 1) processes audio to generate
the blend shapes corresponding to the visemes. Salsa also enhances
animation realism with random blinking and gaze shifts. Integrat-
ing Salsa posed challenges as it overrides the output of OpenFace
concerning the gaze and blinking blend shapes. To manage this
issue, we automatically disable Salsa’s eye and lid processing when
2MP4 videos are processed with parameters: vcodec=’libx264’, profile=’high’, pre-
set=’medium’, r=25, g=25, video𝑏𝑖𝑡𝑟𝑎𝑡𝑒 =′ 20𝑀 ′, 𝑎𝑐𝑜𝑑𝑒𝑐 =′ 𝑎𝑎𝑐′, 𝑎𝑢𝑑𝑖𝑜𝑏𝑖𝑡𝑟𝑎𝑡𝑒 =′

192𝑘 ′
3https://assetstore.unity.com/packages/tools/animation/salsa-lipsync-suite-148442

OpenFace Arkit Character Creator
ID Action Units Labels Blend shapes

AU01 Inner Brow Raiser Brow inner Up Brow raise inner
AU02 Outer Brow Raiser Brow outer Up Brow raise outer
AU04 Brow lowerer Brow down Brow drop
AU05 Upper lid raiser Eye wide Eye wide
AU07 Lid tightener Eye squint Eye quint
AU09 Nose wrinkler Nose sneer Nose sneer
AU10 Upper lip raiser Mouth upper Mouth up upper
AU12 Lip corner puller Mouth smile Mouth smile
AU14 dimpler Mouth dimple Mouth dimple
AU15 Lip corner depressor Mouth frown Mouth frown
AU17 Chin raiser Mouth shrug Mouth chin
AU20 Lip stretcher Mouth stretch Mouth stretch
AU23 Lip tightener - Mouth tighten
AU25 Lips part - V lip open
AU26 Jaw drop Jaw open -
AU28 Lip suck Mouth roll upper mouth roll in upper
AU28 Lip suck Mouth roll lower Mouth roll in lower
AU45 Blink Eye blink Eye blink

Table 1: Correspondance of OpenFace Action Unit, Arkit
labels and blend shapes.

OpenFace detects eyelid-related Action Units. Concerning the pos-
sible conflict between the Salsa lip animation and the output of
OpenFace for the lip, by default, we use the Salsa lip synchroni-
sation. However, note that the users have the option to disable
Salsa through the interface (Figure 1, option ’Lip-sync’ on the video
output) to give the priority to the extracted AUs of OpenFace. In
that case, the lip synchronization is then managed using only the
data from OpenFace.

Visualization and Recording. For easy comparison, the Play
Source Video option (Figure 1, option ’Play Source Video’ on the
video output) in Module 6 allows to display the source video in
the background. Module 7 uses Character Creator 4 to integrate a
selection of 10 male and 10 female virtual characters, offering users
a wide variety of virtual character’s appearance. Module 8 handles
video recording, allowing the users to export selected or all videos
contained in a folder (list of the names of the videos displayed on
the bottom left of the interface, Figure 1).

3 Conclusion
By using multimodal humans video data from real interactions
and converting it into realistic virtual character’ animations, OUT-
COME allows to generate complex and realistic virtual characters’
behaviors. Our system’s ability to generate a library of behavior
is particularly useful for example to construct stimuli for percep-
tual experiments [5]. For example, researchers can manipulate the
form and placement of feedback to study how these changes are
perceived, or to assess listener engagement based on feedback com-
plexity. Future work will integrate body postures and movements
to further enhance the believability of the agents.
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A Online Resources
The open-source tool : OUTCOME Virtual
https://github.com/MagalieOchsLIS/OUTCOME_Virtual

A video presentation of the OUTCOME virtual tool:
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