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A B S T R A C T

Recent research is revealing how cognitive processes are supported by a complex interplay between the brain
and the rest of the body, which can be investigated by the analysis of physiological features such as breathing
rhythms, heart rate, and skin conductance. Heart rate dynamics are of particular interest as they provide a way
to track the sympathetic and parasympathetic outflow from the autonomic nervous system, which is known
to play a key role in modulating attention, memory, decision-making, and emotional processing. However,
extracting useful information from heartbeats about the autonomic outflow is still challenging due to the noisy
estimates that result from standard signal-processing methods. To advance this state of affairs, we propose a
novel approach in how to conceptualise and model heart rate: instead of being a mere summary of the observed
inter-beat intervals, we introduce a modelling framework that views heart rate as a hidden stochastic process
that drives the observed heartbeats. Moreover, by leveraging the rich literature of state-space modelling and
Bayesian inference, our proposed framework delivers a description of heart rate dynamics that is not a point
estimate but a posterior distribution of a generative model. We illustrate the capabilities of our method by
showing that it recapitulates linear properties of conventional heart rate estimators, while exhibiting a better
discriminative power for metrics of dynamical complexity compared across different physiological states.
1. Introduction

The autonomic nervous system (ANS) is responsible for the phys-
iological adjustments necessary for the regulation of the body and
contributes to appropriately responding to environmental demands.
The ANS is composed of both afferent and efferent pathways that
involve multiple neural structures including the vagus nerve, medulla,
brainsteam, insula and other cortical and sub-cortical regions [1], and
the result of their interactions constitutes what is known as autonomic
outflow [2,3]. Crucially, the impact of sympathetic and parasympathetic
outflow goes far beyond driving homeostatic regulation and ‘‘flight or
fight’’ responses, being also involved in cognitive processes such as at-
tention, memory, decision-making, and emotional processing [4]. Thus,

∗ Corresponding author at: School of Engineering and Informatics, University of Sussex, United Kingdom.
E-mail address: f.rosas@sussex.ac.uk (F.E. Rosas).

measurement of the autonomic outflow can provide valuable insights
into the physiological substrates that support human cognition [5].

A popular approach to investigate autonomic outflow is by
analysing properties of how heart rate changes over time. More specif-
ically, a large body of literature has focused on the investigation
of heart rate variability (HRV) [6] – i.e. the patterns of variation
between the time intervals between successive heartbeats – which is
thought to reflect the changes in the sympathetic and parasympathetic
branches of the autonomic nervous system [2]. The richness of this
variability is not fully described merely by the standard deviation of
the inter-beat intervals, and different markers have been proposed to
capture a range of dynamic patterns indicative of health conditions
vailable online 23 December 2023
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and cognitive states [7]. While conventional metrics of HRV are based
on spectral decomposition or other linear methods, these methods
are unable to capture non-linear fluctuations in heart rate — which
have been shown to convey valuable information [8,9]. Building on
this principle, there is a progressively growing literature that provides
complementary insights on HRV patterns by investigating fractality and
signal complexity via metrics such as permutation entropy [10,11] and
detrended fluctuation analysis [12,13], just to name a few. Overall,
researchers have a rich set of tools to use cardiac signals to investigate
autonomic outflow.

This promising state of affairs is, however, overshadowed by the
fact that extracting useful information from cardiac data is highly non-
trivial. Heart rate is typically conceived to be a summary statistic (i.e. a
simplified description) of the inter-beat interval time series, the estima-
tion of which is based on frequentist principles and results in a point
estimate. This approach, however, has critical limitations: (i) it is not
able to incorporate relevant prior knowledge (e.g. what type of heart
rate values are physiologically plausible), (ii) it is unable to deliver
metrics of confidence of the estimation, and (iii) its value relies only
on the inter-beat interval of the present moment and hence estimation
errors in inter-beat intervals result in important overestimations of
heart rate variability. Unfortunately, a poor estimation of heart rate
dynamics greatly hinders the capabilities of any downstream analysis.
Overall, there is a great need for more powerful and flexible estimation
methods that may allow us to better characterise and fully extract the
information contained in heart rate dynamics [14].

To address these important limitations, in this paper we propose
to rethink the process of estimating heart rate dynamics to better
capture the autonomic outflow. For this purpose, we introduce a new
framework to model and estimate heart rate dynamics based on state-
space modelling [15] and Bayesian statistics [16]. Using state-space
modelling principles, our framework conceives the heart rate not as a
summary statistic but as a hidden (i.e. not directly measurable) process
which drives the observed sequence of heart beats. Moreover, using
Bayesian techniques our approach delivers not a point estimate but a
posterior distribution, which encodes the likelihood of possible heart
rate trajectories given an observed sequence of inter-beat intervals.
To illustrate the capabilities of the proposed framework, we use the
posterior distribution to build estimates of non-linear properties of
heart rate dynamics. We show that these estimates exhibit higher
discriminative power to distinguish between different physiological
states. Our proposed framework expands researchers’ toolkit to study
the autonomic outflow, opening new opportunities to develop effective
biomarkers for different conditions — e.g. risk stratification of cardio-
vascular conditions or tracking the underlying physiology of embodied
cognitive processing.

2. Results

2.1. A Bayesian approach to model heart rate dynamics

The conventional method to calculate heart rate involves inferring
how many beats one would expect per minute on average given the
observation of 𝑁b beats over a period of time of 𝑇 seconds, which
leads to the estimate HR = 60𝑁b∕𝑇 . If one is interested in a dynamical
description of how the heart rate fluctuates over time, one can follow
the same rationale and reduce the time period to the limit where
𝑁b → 1 and 𝑇 becomes equal to the inter-beat interval 𝐼b, leading to
the following estimate of the ‘‘instantaneous’’ heart rate:

HRfreq(𝑡) =
60
𝐼b(𝑡)

. (1)

From a statistical perspective, this expression can be understood as the
outcome of an elementary frequentist method of inference that delivers
a point estimate for the average number of beats per minute — in fact,
it is the number of beats one would see if all beats were separated
2

Fig. 1. Proposed heart rate state-space modelling approach. The observable data (the
heart beats) are assumed to be driven by the dynamics of a hidden stochastic process
(the heart rate), which cannot be directly measured but can be inferred from the data.

by the same inter-beat interval 𝐼b. As such, it has the strengths and
weaknesses of frequentist approaches: it is conceptually simple and
computationally lightweight, although it cannot estimate its own un-
certainty or incorporate prior knowledge on plausible heart rate values.
Furthermore, as HRfreq(𝑡) ignores previous inter-beat interval values,
errors in the estimation of 𝐼b(𝑡) inevitably lead to overestimations of
eart rate fluctuations.

In contrast, our proposed approach conceives the heart rate as a
idden process that drives the actual observed heart beats, the statis-
ical properties of which can be estimated via generative modelling.
ur model involves two time series corresponding to the values of
dynamical process sampled with sampling frequency 𝑓s = 1∕𝛥𝑡:

𝑡, which counts the number of heart beats that take place during a
emporal bin of length 𝛥𝑡, and 𝑧𝑡, which is the heart rate that drives
he corresponding heart beats (Fig. 1). Our framework comprises a
enerative statistical model (see Methods), the key component of which
s a probability distribution 𝑝 that describes the likelihood of observing

given sequence of heart beats 𝑥1,… , 𝑥𝑁 together with a heart rate
ime series 𝑧1,… , 𝑧𝑁 .

Through this model, heart rate dynamics are now described not by
point estimate (i.e. as a single, most likely trajectory) but as obeying

he following conditional distribution:

Rbayes ∶ 𝑧1,… , 𝑧𝑁 ∼ 𝑝(𝑧1,… , 𝑧𝑁 |𝑥1,… , 𝑥𝑁 ). (2)

his posterior distribution describes the most likely heart rate tra-
ectories 𝑧1,… , 𝑧𝑁 given the observed data 𝑥1,… , 𝑥𝑁 . Crucially, by
ollowing methods proposed in Ref. [17] we avoid the computationally
ntensive task of computing the explicit posterior distribution, and in-
tead use a Gibbs sampler [18] to efficiently obtain sample trajectories.
his allows not only to find the most likely trajectory, but also to
stimate uncertainty (e.g. via the posterior variance). These sampled
rajectories also allow us to build accurate estimators of non-linear
roperties of heart rate dynamics — as developed in later sections.
he sampling procedure described in Ref. [17], which we follow here,
mploys two hyperparameters 𝜃 and 𝜏, which are related with the
onnectivity strength between successive samples. In our experiments,
ampled trajectories were seen to be fairly insensitive to the choice of
, while their smoothness strongly depended on 𝜃 — low values of 𝜃
nduce a strong constraint between successive samples, making more
nlikely abrupt changes of values. For simplicity, all our calculations
se 𝜏 = 1 and consider two values of 𝜃: 0.01 for allowing more variation
etween successive heart rate values, and 1 to make their connectivity
tronger.

.2. Method validation

We tested our proposed method by analysing the autonomic outflow
f healthy subjects going through a standard tilt-table protocol. This
rotocol places participants at various angles to monitor changes in
ardiovascular activity in order to assess the balance between the
ympathetic and parasympathetic branches of the autonomic nervous
ystem [19]. In particular, when the head is tilted upwards then blood
low to the brain decreases, which triggers activation of the sympa-
hetic nervous system and suppression of the parasympathetic nervous
ystem [20,21].
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Fig. 2. Illustration of the proposed method in example time series and power spectrum. (a) Comparison between frequentist (blue) and Bayesian (orange and green) estimation of
heart rate, of which we display the mean and standard deviation obtained from 100 trajectories sampled from models with a weaker (top, 𝜃 = 0.01) and stronger (bottom, 𝜃 = 1)
coupling strength between successive samples (see Section 4.2.2). (b) Power spectrum of heart dynamics as obtained from frequentist and Bayesian approaches.
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We used a public dataset1 comprising 10 healthy subjects (5 males,
average age 28.7 ± 1.2 years) undergoing the tilt-table test [22–
24]. Each subject was measured under four conditions (self stand up,
slow tilt, fast tilt, and resting baseline) with a one-lead ECG. The
resulting time series were used to calculate inter-beat intervals via
template-based matching of QRS waves [25]. The sequence of inter-
beat intervals was then used to construct two generative models for
each subject, using two different values for a free parameter denoted
by 𝜃 that regulates the variability between successive values of heart
rate (see Methods) – which is closely related to the bandwidth of the
resulting trajectories – and sampled 100 heart rate trajectories from
the posterior. Our approach worked as expected, generating smoother
and more plausible trajectories than the frequentist approach. Further-
more, results also show how a higher value of the hyperparameter
𝜃 filters out fluctuations, resulting on trajectories that keep the main
trends while removing abrupt fluctuations. The resulting trajectories
and corresponding spectrum are shown in Fig. 2.

To further test our proposed method, we used computational mod-
elling to assess the consistency of the estimated autonomic outflow.
Computational modelling has been employed to generate synthetic
series of heartbeat dynamics, which help us understand autonomic
dynamics in different conditions [26]. Among the different models that
have been proposed, the integral pulse frequency modulation (IPFM)
models describe the physiological transduction from the autonomic
outflow to heartbeat generation [27]. These models are developed
under the hypothesis of the existence of a heartbeat function as a
real-time modulation function representing stimulation of the sinoatrial
node, which is directly related to heartbeat generation [28]. The modu-
lation function in IPFM models considers the combination of heart rate
components of sympathetic-vagal control as the inputs to an integrator
that generates the heartbeats [29–31].

Accordingly, we tested the trajectories generated by our Bayesian
framework using a IPFM model. Specifically, we applied the average
of the resulting trajectories as an input, and as an output the model
generates synthetic heartbeats that takes the autonomic outflow esti-
mation as an input for an integrate-and-fire process [30], whose details
are described in Methods. We used the obtained sequence of ‘‘synthetic’’
heartbeats to calculate heart rate using the simple frequentist approach
given in Eq. (1), and studied its suitability by comparing it with the fre-
quentist estimation of heart rate obtained from the original heartbeats
(Fig. 3b).

1 https://physionet.org/content/prcp/1.0.0/.
3

Results indicate that the synthetic heart rate matches the measured
heart rate both when in supine position (z-score, measured: 1.12±0.11;
synthetic: 1.12 ± 0.10) and standing up (z-score, measured: 1.29 ± 0.08;
ynthetic: 1.30±0.08). Moreover, the resulting values of mean heart rate
ere significantly correlated among subjects (Spearman 𝑅 = 0, 8667,
= 0.0027, Fig. 3c). Furthermore, the observed changes between

onditions in the synthetic heart rate recapitulate the ones exhibited
n the real data, as observed via a paired Wilcoxon signed-rank test
𝑝 = 0.0051).

.3. Comparable discriminative power of spectral properties

The power of generative modelling can be harnessed to build
ayesian estimators of properties of heart rate dynamics. In particular,
or a given property 𝐹 of a heart rate trajectory 𝑧1,… , 𝑧𝑁 (e.g. entropy
r spectral power), a Bayesian estimator can be built as follows:

̂ =
∑

𝑧1 ,…,𝑧𝑁

𝐹 (𝑧1,… , 𝑧𝑁 )𝑝(𝑧1,… , 𝑧𝑁 |𝑥1,… , 𝑥𝑁 ) , (3)

here the value of the property 𝐹 for each possible trajectory is
eighted by the likelihood of such trajectory given the observed data.
urthermore, if 𝐹 is a linear property, then Eq. (3) accepts a shortcut: it
educes to 𝐹 = 𝐹 (�̄�1,… , �̄�𝑁 ), where �̄�1,… , �̄�𝑁 is the average trajectory
nder the posterior 𝑝(𝑧1,… , 𝑧𝑁 |𝑥1,… , 𝑥𝑁 ).

We sought to study spectral properties of heart rate dynamics via
hese Bayesian estimators, and investigated their capability to discrim-
nate between the different physiological states in which the balance
etween sympathetic and parasympathetic activities is re-arranged.
e compared the discriminative power of these Bayesian estimations

gainst the obtained via the standard frequentist approach.
For this purpose, we calculated Bayesian estimators for some linear

eatures of heart rate dynamics, including the mean heart rate and
pectral components of the heart rate variance, for each subject on
ach condition. To calculate spectral components, we first filtered the
eart rate trajectories using a bandpass Butterworth filter of order 2
ver standard HR bands (0.04–0.15Hz for low-frequency and 0.15–
Hz for high-frequency components), and then calculated the variance
f the resulting signal. We refer to the variance of the low and high
requency signals as ‘‘low-frequency HRV’’ and ‘‘high-frequency HRV’’,
espectively.

We analysed the obtained values of mean heart rate, low-frequency
RV, and high-frequency HRV obtained for each stage and each subject
ia linear mixed-effect modelling. Specifically, we constructed models
sing the heart rate feature as target variable, stage as fixed effect, and

https://physionet.org/content/prcp/1.0.0/
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t
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Fig. 3. Method validation. (a) Block diagram of the integral pulse frequency mod-
ulation (IPFM) model, which is used to generate synthetic heartbeats (see Methods).
b) Group-wise measured and synthetic heart rate series for the change from supine
o upright position. The displayed signals correspond to the group median and shaded
reas to the median absolute deviation. (c) Scatter plot showing the correlation between

measured and synthetic heart rate, in supine and standing up conditions. Dashed black
lines are least squares regression lines. All the standing up postural changes were
averaged per subject, centred at the time of postural change. Z-scores were computed
per subject in the −180 to 180 s interval with respect to the postural change timing.

modelled the effect of subject identity using a random intercept. We
compared the effects observed with our Bayesian procedure using two
different values for hyperparameter 𝜃: 0.01 (more loose) and 1 (more
constrained). We contrasted these results with the ones obtained from
a standard frequentist estimation. Results are shown in Fig. 2 and the
resulting statistics are presented in Appendix.

Overall, the effects observed for mean heart rate across conditions
are very similar for all estimation approaches, while for HRV the model
4

with 𝜃 = 0.01 presents small reductions and the one with 𝜃 = 1 presents
stronger reductions — consistent with the fact that 𝜃 is related to the
bandwidth of the model (see Methods and also Fig. 2). Correspond-
ingly, the model with 𝜃 = 0.01 achieves much better performance
distinguishing between different states than the model with 𝜃 = 1,
particularly with high-frequency HRV. Moreover, it is worth noticing
that the discriminative power of the model with 𝜃 = 0.01 is comparable
– and sometimes better – than the one from the frequentist method.

2.4. Better performance for measures of dynamical complexity

It is generally recognised that analytic techniques inspired by prin-
ciples from complexity science [32] are able to describe biological
processes— such as the ones that drive heart dynamics – in illuminating
ways [2]. When employing such techniques, it is worth noting that if
a dynamical property of heart rate dynamics 𝐹 is non-linear, then its
expected value 𝐹 is in general different from the property evaluated on
the average trajectory, 𝐹 (�̄�1,… , �̄�𝑁 ).2 The fact that Bayesian estimators
can assess this difference is one of their most powerful features. To
illustrate how the proposed framework can be used to estimate metrics
of dynamical complexity, in the following we consider two of them: the
Hurst exponent and sample entropy.

First, we consider the Hurst exponent of the heart rate time series
as estimated via detrended fluctuation analysis (DFA) [33] — a method
to determine the statistical self-affinity of a signal which is particularly
useful for analysing time series with long-memory processes or 1∕𝑓
noise [34] (see Ref. [35] for a tutorial). While DFA can be used just
as a pragmatic way to obtain useful biomarkers, some researchers
interpret its effectiveness as indicative of a fractal nature in heart rate
fluctuations [36].3 As a simple proof of concept, here we calculated the
Hurst exponent via a simple application of DFA using the open-source
package Fathon [41].

As a second complexity measure, we consider the well-known per-
mutation entropy [42], which analyses the patterns in the heart rate
dynamics by classifying them into discrete classes and then studying
their frequencies — being an example of a more general approach
known as ‘‘symbolic dynamics’’ [10]. Permutation entropy is a popular
technique for measuring the pattern complexity in time series analy-
sis in general [43] and heart rate dynamics in particular [44], with
extensions that can assess multiple temporal scales [11]. For the sake
of simplicity, we performed an elementary calculation of permutation
entropy using the open source package Ordpy [45].

Both Hurst exponent and permutation entropy were calculated on
each of the 100 sampled trajectories per subject, and then averaged to
provide the outcome of the proposed Bayesian estimator. For compari-
son, we also evaluated both properties in the point estimate trajectory
provided by the frequentist approach. To contrast the discriminative
power of Bayesian and frequentist estimators, we constructed linear-
mixed models using the various HR markers as dependent variables,
the physiological stage as independent variable, and a random intercept
per subject (see Methods). Results show that neither the frequentist
method or the Bayesian model with 𝜃 = 0.01 are able to find significant
differences in either metric across conditions. Crucially, however, the
Bayesian model with 𝜃 = 1 does reveal strong effects in both metrics,
particularly in the self stand up and fast tilt conditions, showing that
our approach yields more suitable heart rate time series for downstream
complexity analyses.

2 For example, the well-known Jensen inequality states that, if 𝐹 is convex,
then the mean value of 𝐹 is usually greater than 𝐹 evaluated in the mean
value.

3 Some argue that this would be related to the fractal structure of blood
vessels and of nervous and humoural pathways connecting and hierarchically
regulating local blood flows among several vascular beds [37]. However, the
precise physiological bases of DFA are a matter of debate, and efforts to explain
it have been based on relationships with spectral properties [38,39] and via

computational modelling [40].
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3. Discussion

This paper introduces a new conceptual and modelling paradigm
for the assessment of autonomic processes, in which the heart rate
is construed as a hidden stochastic process that drives the generation
of observed heart beats. Our framework instantiates this idea using
the rich toolkit of state-space modelling and Bayesian statistics, with
efficient algorithms to sample the resulting model and generate corre-
sponding heart rate trajectories. This framework has great potential for
clinical applications monitoring the effect of medical interventions on
autonomic dynamics — a potential that our ongoing work is starting to
explore for the case of pharmacological interventions [46].

Our results show how sampled trajectories can be used to estimate
the posterior distribution of various properties of heart rate dynamics,
leading to Bayesian estimators of spectral power or dynamical complex-
ity. In agreement with the literature [19], our results on the autonomic
effects in a tilt-table test revealed a transient increase in heart rate
and decrease in HRV in response to standing upright that is observed
in both Bayesian and standard (frequentist) estimates of autonomic
outflow. Importantly, results further show that the proposed Bayesian
estimators of dynamical complexity measures such as permutation
entropy and the Hurst exponent exhibit more discriminative power than
the corresponding estimates obtained from the frequentist approach.
It should be noted that while the results presented here highlight the
potential of this approach for delivering sensitive autonomic markers,
additional work is needed to interpret these effects in terms of precise
biological mechanisms.

The estimation framework followed in this work, which the more
general framework for modelling point processes introduced in Ref.
[17], depends on one effective hyperparameter 𝜃 that controls the
moothness of the resulting autonomic trajectories. In this work we
ave contrasted the effects of two choices of values to this hyperpa-
ameter, which delineate the boundaries of realistic trajectories that are
5

not too smooth (if 𝜃 ≪ 0.01) or display numerical artefacts (if 𝜃 ≫ 1).
hile intermediate values can also be evaluated, at this stage we do not

ave a general procedure to judge if some values should be preferred
ver others. Future work focus on biological mechanics may investigate
f certain values of 𝜃 could provide a more clear lens to investigate
pecific autonomic phenomena of interest.

Overall, our approach for estimating autonomic outflow ought to
e seen as a first instantiation of a powerful and flexible paradigm,
hich can be significantly extended in the future. For example, the
roposed model consists of a hidden process composed of a single time
eries, which aims to capture the aggregated autonomic outflow. Future
ork could use this framework to model sympathetic and parasym-
athetic activities separately, as well as to model the interactions
etween multiple physiological signals. This could help identify the
eural substrates of underlying brain-heart interactions [47,48], and
apture the specific nodes from the central autonomic network that
re involved [3]. Another limitation of the presented approach is that
t does not account for the separate impact of blood pressure and
espiration on heart rate [49], which could introduce biases in the
esults.

It is worth noting that our modelling approach focuses on modelling
eart rate dynamics and not heart beats, which are taken as input data
or estimating the former. Other approaches are more appropriate for
odelling and predicting inter-beat intervals or heartbeat events, such

s the methods developed in Refs. [50–52]. In contrast, our approach
ocuses on the posterior distribution of the heart rate dynamics given
he observed heart beats.

Another relevant feature of the proposed modelling approach is
hat it is well-suited to the analysis of non-stationary autonomic data.
eart beat dynamics can be highly non-stationary in certain conditions,
.g. under postural changes (as in the tilt-table protocol considered in
ur analyses). Accordingly, our proposed method builds a model that is
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Fig. 5. Diagram of our approach’s pipeline. For an individual time series of inter-
beat intervals, our framework delivers the posterior distribution of a feature of interest
(e.g. mean heart rate, or sample entropy). This is done via two intermediate steps: first
a number of plausible heart rate trajectories are generated, and then the feature of
interest is calculated over each of these.

non-stationary by construction, and is hence fully capable of accounting
for non-stationary features of heart rate dynamics. The exploitation of
this powerful feature is the subject of ongoing work.

Overall, the present paper puts forward a new conceptual and
practical approach to model autonomic dynamics which offers several
new research opportunities and potential applications. While here we
present simple validation and proof-of-concept, further work is required
to delineate the precise physiological implications of the proposed
construction. The proposed framework may lead to practically useful
biomarkers to diagnose and monitor clinical conditions, while provid-
ing a basis for future modelling and simulation studies of the autonomic
system and the involved neuronal mechanisms underlying physiological
regulation.

4. Methods

4.1. Overall approach

At a high level, our modelling strategy takes a sequence of inter-
beat intervals as inputs, and delivers the posterior distribution of an
autonomic observable of interest as output. This is done via two inter-
mediate steps, as illustrated graphically in Fig. 5. First, the sequence
of inter-beat intervals is used to generate a number of heart rate
trajectories compatible with it. Second, an observable of interest is
calculated over each of the generated trajectories. This last step gener-
ates a number of estimates of the property in question, which together
constitute a sample of the posterior distribution of that property. While
the analyses presented in Section are based on the mean values of
such posterior distributions, they can be harnessed in other ways —
e.g. calculating their median, variance, or other moments.

4.2. Modelling of heart rate dynamics

Our model of heart rate dynamics is based on two time series
that correspond to the values of dynamical processes with sampling
frequency 𝑓s = 1∕𝛥𝑡: 𝑥𝑡, which counts the number of heart beats in
a temporal bin of length 𝛥𝑡 (i.e. between the present moment and the
previous sample), and 𝑧𝑡, which represents the heart rate that drives
the corresponding heart beats (Fig. 1). In general, we assume that the
heart beats 𝑥𝑡 are observed, and that sequence of heart rates 𝑧𝑡 follows a
hidden (i.e. unmeasured) stochastic process whose statistical properties
can nevertheless be inferred.

In order to build a joint probability distribution over heart beats
𝑥1,… , 𝑥𝑁 and heart rates 𝑧1,… , 𝑧𝑁 , we follow the state-space litera-
ture [15] in adopting the following assumptions that make inference
of the hidden process tractable:

(i) the dynamics of the hidden process are Markovian; and
(ii) given the value of 𝑧𝑡, the observable 𝑥𝑡 is conditionally indepen-

dent of all other observations and values of the hidden process.

Thanks to these assumptions, the joint distribution of heart rate and
heart beat counts can be expressed as:

𝑝(𝑥1, 𝑧1,… , 𝑥𝑇 , 𝑧𝑇 ) = 𝑝(𝑧1)𝑝(𝑥1|𝑧1)
𝑇
∏

𝑝(𝑧𝑡|𝑧𝑡−1)𝑝(𝑥𝑡|𝑧𝑡) (4)
6

𝑡=2
Fig. 6. Graphical model representation of the proposed state-space model for heart rate
dynamics. The actual heart rate is tracked by 𝑧1 ,… , 𝑧𝑇 , while the variables 𝑥1 ,… , 𝑥𝑇
correspond to the count of heart beats over a given time interval, and 𝑦1 ,… , 𝑦𝑇 are
auxiliary variables.

Therefore, the specification of the full model requires only three in-
gredients: the heart rate dynamics in the form of the conditional
probability 𝑝(𝑧𝑡|𝑧𝑡−1), the link between heart rate and heart beats
𝑝(𝑥𝑡|𝑧𝑡), and the distribution of the initial condition 𝑝(𝑧1).

4.2.1. Heart rate dynamics via gamma Markov chains
Here we specify a generative model for heart rate dynamics, which

follows the approach introduced in Ref. [17] for general point pro-
cesses.

Let us first specify the dynamics of the hidden process that models
the heart rate, 𝑝(𝑧𝑡|𝑧𝑡−1) and 𝑝(𝑧1). The most common instantiation
of state-space models considers Gaussian variables [15], however we
avoid this approach as we heart rate is a non-negative quantity. Instead,
our model considers the hidden dynamics as driven by a Gamma
Markov chain (GMC) [53,54], which builds the dynamics of the hidden
process 𝑧1,… , 𝑧𝑇 with the addition of auxiliary variables 𝑦2,… , 𝑦𝑇
whose joint distribution is a Markov chain of the form (Fig. 6):

𝑝(𝑧1, 𝑦2,… , 𝑧𝑇 , 𝑦𝑇 ) = 𝑝(𝑧1)
𝑇
∏

𝑗=2
𝑝(𝑦𝑗 |𝑧𝑗−1)𝑝(𝑧𝑗 |𝑦𝑗 ), (5)

with the corresponding distributions defined as follows:

𝑧1 ∼ G(𝑧1; 𝛼1, 𝛽1),
𝑦𝑡|𝑧𝑡−1 ∼ IG(𝑦𝑡; 𝛾, 𝛾𝑧𝑡−1),

𝑧𝑡|𝑦𝑡 ∼ G
(

𝑧𝑡; 𝛾,
𝛾
𝑦𝑡

)

,

(6)

where 𝛼1, 𝛽1 and 𝛾 are hyperparameters, and G and IG denote the
Gamma and Inverse Gamma distributions, which are given by

G(𝑧; 𝛼′, 𝛽′) = 𝛽′𝛼′

𝛤 (𝛼′)
𝑧𝛼

′−1𝑒−𝛽
′𝑧,

IG(𝑦; �̃�, 𝛽) = 𝛽 �̃�

𝛤 (�̃�)
𝑧−�̃�−1𝑒−𝛽∕𝑧,

(7)

where 𝛼′, �̃� and are shape parameters and 𝛽′, 𝛽 are scale parameters.
Crucially, this choice of auxiliary variables makes the full conditionals
to have a simple form:

𝑦𝑡|𝑧𝑡−1, 𝑧𝑡 ∼ IG
(

𝑦𝑡; 2𝛾, 𝛾𝑥𝑡−1 + 𝛾𝑥𝑡
)

,

𝑧𝑡|𝑦𝑡, 𝑦𝑡+1 ∼ G
(

𝑧𝑡; 2𝛾,
𝛾
𝑦𝑡

+
𝛾

𝑦𝑡+1

)

,

𝑧1|𝑦2 ∼ G
(

𝑧1; 𝛼 + 𝛾, 𝛽 +
𝛾

𝑦𝑡+1

)

,

𝑧𝑇 |𝑦𝑇 ∼ G
(

𝑧𝑇 ; 𝛾,
𝛾
𝑦𝑇

)

,

(8)

which enables an efficient sampling of heart rate trajectories, as ex-
plained in the next section.

Let us now specify the distribution that links heart rate and heart
beats, 𝑝(𝑥 |𝑧 ). To leverage the powerful methods of Bayesian statistics,
𝑡 𝑡
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our natural choice is to consider a Poisson distribution — the conjugate
likelihood of the Gamma distribution. Hence,

𝑥𝑡|𝑧𝑡 ∼ 𝑃 (𝑥𝑡; 𝑧𝑡), (9)

where 𝑃 (𝑥; 𝜆) = 𝜆𝑥𝑒𝜆∕𝑥! is the Poisson distribution for rate 𝜆. Please
note that while the Poisson distribution generally yields a suboptimal
fit to empirical distributions of the number of heart beats per bin in
general,4 our usage of Poisson distributions avoids this issue — as
explained in the next section.

Finally, let us discuss the parameters of the model. From Eqs. (8)
and (9), it can be seen that the model parameters are only 𝛼1 and 𝛽1
for specifying 𝑝(𝑧1), and 𝛾 for determining the connectivity strength
between successive samples of the hidden process. Our approach is to
choose 𝛼1 and 𝛽1 by performing a maximum likelihood estimation of
the parameters of a Gamma distribution that would most likely have
generated heart rate estimates as calculated by the simple method given
in Eq. (1). For 𝛾, we follow Ref. [17] and consider a prior distribution
over it — in this work we use 𝛾 ∼ Exp(𝛾; 𝜃) with Exp denoting an
exponential distribution, and 𝜃 is the hyperparameter of this prior.

4.2.2. Sampling the generative model
A useful feature of Bayesian statistics is that they enable efficient

methods to sample the posterior distribution 𝑝(𝑧1,… , 𝑧𝑇 |𝑥1,… , 𝑥𝑇 ).
This can be done via a Gibbs sampler [55,56], a Markov chain Monte
Carlo (MCMC) [57] algorithm that can be used to obtain sequences of
observations that follow a given distribution when direct sampling is
difficult. The Gibbs sampler provides an efficient procedure to extract
trajectories from the posterior distribution, as we explain below.

Following Ref. [17], one can show that the posterior distribu-
tions have – thanks to the modelling choices – the following simple
expressions:

𝑦𝑡|𝑧𝑡−1, 𝑧𝑡 ∼ IG
(

𝑦𝑡; 2𝛾, 𝛾𝑥𝑡−1 + 𝛾𝑥𝑡
)

,

𝑧𝑡|𝑦𝑡, 𝑦𝑡+1, 𝑥𝑡 ∼ G
(

𝑧𝑡; 2𝛾 + 𝑥𝑡,
𝛾
𝑦𝑡

+
𝛾

𝑦𝑡+1
+ 𝑛𝛥𝑡

)

,

𝑧1|𝑦2, 𝑥1 ∼ G
(

𝑧1; 𝛼 + 𝛾 + 𝑥1, 𝛽 +
𝛾

𝑦𝑡+1
+ 𝑛𝛥𝑡

)

,

𝑧𝑇 |𝑦𝑇 , 𝑥𝑇 ∼ G
(

𝑧𝑇 ; 𝛾 + 𝑥𝑇 ,
𝛾
𝑦𝑇

+ 𝑛𝛥𝑡
)

.

(10)

urthermore, the (unnormalised) posterior distribution for parame-
er 𝛾 given 𝑧𝑡, 𝑦𝑡 can be shown to be the following non-standard
istribution [17]:

|𝑧𝑡, 𝑦𝑡 ∼ Exp(𝛾; 𝜃) ×
(

𝛾𝛾

𝛤 (𝛾)

)2(𝑇−1) 𝑇
∏

𝑗=2

(

𝑧𝑗𝑧𝑗−1
𝑦2𝑗

)𝛾

× exp

(

−𝛾
𝑇
∑

𝑗=2

𝑧𝑗 + 𝑧𝑗−1
𝑦𝑗

)

. (11)

Using the above equations, samples of trajectories can be computed
s follows. First, the sampler is initialised using independent samples
or 𝑧1,… , 𝑧𝑇 drawn from a Gamma distribution with parameters that
est match a simple frequentist estimation of the heart rate (i.e. using
he same values of 𝛼 and 𝛽 obtained for 𝑝(𝑧1), as specified in the

previous section). Also, 𝛾 is initialised by the mean value of its prior,
i.e. the value of it hyperparameter 𝜃. Using the obtained initial values
of 𝑧𝑡 and 𝛾, the sampler then iterates as follows:

1. Estimate 𝑦𝑡 given 𝑥𝑡 and 𝛾
2. Estimate 𝑧𝑡 given 𝑦𝑡 and 𝛾
3. Estimate 𝛾 given 𝑧𝑡 and 𝑦𝑡
4. Go to 1

4 For example, one can check that while the number of heart beats in a
iven time window grows linearly with bin length, the variance does not.
7

In this procedure, the estimation of 𝑧𝑡 and 𝑦𝑡 is done directly using
Eqs. (10). For the estimation of 𝛾 we follow Ref. [17] in using a
Metropolis–Hastings MCMC using a zero-mean Gaussian with standard
deviation 𝜏 as the proposal function. The value of 𝜏 was selected to
achieve an intermediate number of accepted and rejected steps in the
Markov chain, and results were empirically insensitive to many choices
of 𝜏. Also, please note that when sampling heart rate trajectories, there
is no need to keep record of the values of the auxiliary variables
𝑦1,… , 𝑦𝑇 .

4.2.3. Choosing parameter values
The sampling procedure described in previous subsection has only

two hyperparameters, 𝜃 and 𝜏, which are related with the prior and
estimation of the connectivity strength 𝛾. In our experiments samples
were seen to be fairly insensitive to 𝜏, while their smoothness strongly
depended on 𝜃. For this reason, we set 𝜏 = 1 and consider two values
of 𝜃: 0.01 for allowing more variation between successive heart rate
values, and 1 to make their connectivity stronger (Fig. 1).

Another parameter to be chosen is the sampling frequency 𝑓𝑠. To
determine this value, we followed two criteria: we would like to have
a relatively high sampling frequency to be able to assess heart dynamics
with good temporal resolution, and we would like to make the Poisson
statistics of 𝑝(𝑥𝑡|𝑧𝑡) fit the distribution of empirical data as well as
possible. Luckily, both criteria can be satisfied by adopting a relatively
high frequency; in this paper we use 𝑓s = 3Hz. Indeed, the resulting
small temporal bins means 𝑥𝑡 is effectively a binary variable, such that
𝑥𝑡 = 1 if there was a heart beat during that bin and 𝑥𝑡 = 0 otherwise.
Furthermore, as the frequencies of events 𝑥𝑡 = 1 is relatively low
(approximately 1∕3 for a heart rate near 60 BPM), such statistics can
be well fit by a Poisson distribution with low rate.

This choice, however, has two downsides — which luckily do
not matter for the current application. First, the relatively regular
appearance of one beat every three bins generates a small artefactual
fluctuation. We deal with this in an heuristic manner: we do a smooth-
ing step (a rolling mean with a triangle window of 9 samples), and
then a subsequent subsampling step keeping one every three samples.
With this, our resulting sampling frequency is 𝑓s = 1Hz, which is
still high enough for the purpose of studying heart rate dynamics. The
second downside is that the model cannot be used to sample meaningful
sequences of heart beats, as the conditional independence of the corre-
sponding variables is violated due to the small bin size. However, our
goal is not to sample heart beats but heart rate trajectories, and hence
this limitation is not important. Importantly, violations to this statistical
condition do not imply that the modelling becomes inaccurate — in
fact, the efficacy of the posterior of the proposed model beyond this
condition is equivalent to the well-known broad efficacy of the Naive
Bayes classifier in a wide range of scenarios that do not satisfy its
statistical assumptions [58].

4.3. Building Bayesian estimators of properties of heart dynamics

Finally, we can leverage this trajectory sampling technology to build
Bayesian estimators of properties of heart rate dynamics, as follows.

Let us use the shorthand notation 𝒛 = (𝑧1,… , 𝑧𝑇 ) for a sampled
trajectory of the heart rate dynamics, and consider 𝐹 (𝒛) to be a scalar
function of this trajectory. For example, this could be an estimator
of the trajectory’s entropy or of its Hurtz exponent. Then, using our
Gibbs sampler we could extract samples of the posterior distribution
𝑝(𝐹 (𝒛)|𝑥1,… , 𝑥𝑇 ). One can then use these samples to estimate various
useful features of this distribution, such as its mean or standard devi-
ation. In particular, the presented analyses estimate various properties
of heart rate dynamics as the empirical mean value of this posterior.

Importantly, our experiments suggest that the proposed model for
heart rate dynamics is generally non-ergodic. Therefore, our method to
sample the posterior is as follows. To generate one trajectory, we run
the Gibbs sampler 𝑁 iterations and discard the first 𝑁 . We calculate
r d
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the mean value of the remaining 𝑁r − 𝑁d runs and take the result as
single trajectory.5 To generate 𝑁s trajectories, we run this procedure

𝑁s times, initialising the Gibbs sampler every time with new random
initial conditions. For the presented results, for each time series of
heartbeats we run the Gibbs sampler for 𝑁r = 2 × 104, and discard the
first 𝑁d = 5 × 103.

4.4. ECG data and preprocessing

To validate our framework, we analysed the estimation of heart rate
on a data set of postural changes. For this, we used a public dataset6

comprising one-lead ECG series from 10 healthy subjects (5 males and
5 females, average age 28.7 ± 1.2 years) while undergoing the tilt-table
test [22–24]. The subjects were initially asked to remain in a horizontal
supine position and to move to a vertical position with the help of
either the tilt-table or by self-stand up. The subjects were part of six
sessions that were sorted randomly between resting periods: two stand
up, two slow tilts (50 s from 0 to 70◦), and two fast tilts (2 s from 0
to 70◦), while remaining in each condition for approximately 3min.
The entire protocol lasted between 55 and 75 min. This experimental
protocol was approved by MIT’s Committee On the Use of Humans as
Experimental Subjects and the Advisory Board of the MIT-MGH General
Clinical Research Centre, as reported in the original publication [59].

For simplicity of the analysis, we aligned all trials by subject be-
tween −180 to 180 s with respect to the change from supine position
to standing up. ECG preprocessing involved frequency filtering, R-peak
detection, and correction of misdetections. ECG data were bandpass-
filtered using a Butterworth filter of order 4, between 0.5 and 45Hz.
Heartbeats from QRS waves were identified in an automated process
based on a template-based method for detecting R-peaks [25].

4.5. Validation of generated heart rate via an integral pulse frequency
modulation (IPFM) model

Mathematically, the heartbeat generation model is based on the
temporal integration of the autonomic outflow, denoted by 𝑧(𝑡),7 which
ontains the modulations from sympathetic and parasympathetic ner-
ous systems. Given the previous beat occurred at time 𝑡𝑘, the model
onsiders the following integral function:

𝑘(𝑡) = ∫

𝑡

𝑡𝑘
𝑧(𝑡)𝑑𝑡 . (12)

hen 𝛷𝑘 reaches a threshold R (which for simplicity we fix at 𝑅 = 1),
hen the 𝑘+1-st heartbeat is generated and the integral is reset. Finally,
he heartbeat function 𝑥(𝑡) is modelled as a sum of Dirac functions 𝛿(𝑡)
ositioned at each heart beat timing 𝑡𝑘:

(𝑡) =
∑

𝑘
𝛿(𝑡 − 𝑡𝑘) . (13)

Note that, in principle, one could formulate a probabilistic version
f IPFM and invert it using Bayes’ rule to obtain another method to
enerate plausible time series of autonomic outflow from observed
eart beats. However, here we focused on the GMC model for three
easons: (i) the IPFM model has discontinuous jumps, which pose
roblems for Bayesian inference; (ii) it cannot properly model ectopic
eats; and (iii) the GMC model supports a computationally efficient
ibbs sampler that allows for faster inference. Nonetheless, developing
Bayesian inversion of IPFM is a interesting avenue for future work.

5 Technically, we are sampling the posterior distribution of the mean heart
rate trajectory. Given the non-ergodicity of the sampler, this approach was
more empirically powerful than analysing non-averaged sampled trajectories
directly.

6 https://physionet.org/content/prcp/1.0.0/.
7 Note that we have changed notation from discrete-time 𝑧𝑡 in Section 4.2.1
8

to continuous-time 𝑧(𝑡).
4.6. Linear mixed-effect modelling

The discriminative power of the Bayesian estimates obtained in
Section 2.4 were compared with the one of frequentist estimates via
linear mixed-effect modelling, with results illustrated in Fig. 4. For
clarity: the Bayesian and frequentist methods are used to obtain values,
which are then entered into statistical comparison carried out with LME
modelling. The linear mixed models were constructed using one HR
marker (e.g. mean HR, low-frequency HRV, etc.) as dependent variable
and the physiological state (i.e. self stand up, slow tilt, or fast tilt), as
a categorical dependent variable, and a random intercept per subject
to account for between-subject variability. For making the values of
the estimates of the regressions comparable, each of the considered
dependent variables were turn into z-scores. Please note that we use
linear mixed-modelling merely as a simple way to assess the differences
between Bayesian and frequentist estimations, but this is not an integral
stage in our proposed new framework: rather, we use this as a way of
comparing our new framework against a more traditional approach.
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ppendix. Statistical results

Average heart rate
Estimate SE p-value

Frequentist
Self stand up 10.61 0.93 <2e−16 ***
Slow tilt 9.27 0.88 <2e−16 ***
Fast tilt 10.14 0.89 <2e−16 ***
Bayes 𝜃 = 0.01
Self stand up 10.63 0.93 <2e−16 ***
Slow tilt 9.30 0.88 <2e−16 ***
Fast tilt 10.14 0.89 <2e−16 ***
Bayes 𝜃 = 1
Self stand up 10.50 0.93 <2e−16 ***
Slow tilt 9.23 0.88 <2e−16 ***
Fast tilt 9.98 0.89 <2e−16 ***

https://physionet.org/content/prcp/1.0.0/
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Low frequency HRV
Estimate SE p-value

Frequentist
Self stand up −0.90 × 10−4 1.65 × 10−4 0.589
Slow tilt −4.97 × 10−4 1.55 × 10−4 0.00188 **
Fast tilt −2.98 × 10−4 1.58 × 10−4 0.06238.
Bayes 𝜃 = 0.01
Self stand up 0.36 × 10−4 8.53 × 10−5 0.67212
Slow tilt −2.56 × 10−4 8.01 × 10−5 0.00186 **
Fast tilt −1.14 × 10−4 8.14 × 10−5 0.16308
Bayes 𝜃 = 1
Self stand up 2.29 × 10−5 5.92 × 10−6 0.000196 ***
Slow tilt −0.69 × 10−5 5.56 × 10−6 0.218629
Fast tilt 0.13 × 10−5 5.65 × 10−6 0.821652
High frequency HRV

Estimate SE p-value
Frequentist
Self stand up −8.59 × 10−4 2.84 × 10−4 0.00313 **
Slow tilt −7.08 × 10−4 2.67 × 10−4 0.00922 **
Fast tilt −7.99 × 10−4 2.71 × 10−4 0.00399 **
Bayes 𝜃 = 0.01
Self stand up −5.35 × 10−5 1.69 × 10−5 0.002061 **
Slow tilt −4.21 × 10−5 1.59 × 10−5 0.009295 **
Fast tilt −5.92 × 10−5 1.61 × 10−5 0.000396 ***
Bayes 𝜃 = 1
Self stand up −2.35 × 10−7 9.07 × 10−8 0.522
Slow tilt −2.08 × 10−7 8.52 × 10−8 0.532
Fast tilt −2.78 × 10−7 8.66 × 10−8 0.490

Permutation entropy
Estimate SE p-value

Frequentist
Self stand up −0.009443 0.007571 0.215
Slow tilt 0.010748 0.007114 0.134
Fast tilt −0.009659 0.007232 0.185
Bayes, 𝜃 = 0.01
Self stand up −0.005489 0.007582 0.471
Slow tilt 0.007487 0.007125 0.296
Fast tilt −0.006723 0.007247 0.356
Bayes, 𝜃 = 1
Self stand up −0.015936 0.001813 4.61e−14 ***
Slow tilt −0.002576 0.001703 0.134
Fast tilt −0.012141 0.001732 2.92e−10 ***
Hurst exponent

Estimate SE p-value
Frequentist
Self stand up 0.078 0.043 0.0729.
Slow tilt 0.069 0.040 0.0897.
Fast tilt 0.045 0.041 0.2743
Bayes, 𝜃 = 0.01
Self stand up 0.089 0.034 0.00965 **
Slow tilt 0.053 0.032 0.10012
Fast tilt 0.043 0.032 0.18427
Bayes, 𝜃 = 1
Self stand up 0.188 0.017 <2e−16 ***
Slow tilt 0.091 0.016 1.04e−07 ***
Fast tilt 0.159 0.016 <2e−16 ***
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