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Abstract

We study mean-field control (MFC) problems with common noise using the control randomisation
framework, where we substitute the control process with an independent Poisson point process,
controlling its intensity instead. To address the challenges posed by the mean-field interactions in
this randomisation approach, we reformulate the admissible control as L

0-valued processes adapted
only to the common noise. We then construct the randomised control problem from this reformulated
control process, and show its equivalence to the original MFC problem. Thanks to this equivalence,
we can represent the value function as the minimal solution to a backward stochastic differential
equation (BSDE) with constrained jumps. Finally, using this probabilistic representation, we derive
a randomised dynamic programming principle (DPP) for the value function, expressed as a supremum
over equivalent probability measures.

MSC Classification: 60H30; 60K35; 60K37; 93E20.

Keywords: Mean-field control with common noise; control randomisation; decomposition of processes;
randomised dynamic programming principle; backward stochastic differential equations.

1 Introduction

We will consider mean-field control problems with the following state dynamics

dXt,ξ,α
s = b(s,P

FB,P
s

X
t,ξ,α
s

, Xt,ξ,α
s , αs)ds+ σ(s,P

FB,P
s

X
t,ξ,α
s

, Xt,ξ,α
s , αs)dWs

+ σ0(s,P
FB,P

s

X
t,ξ,α
s

, Xt,ξ,α
s , αs)dBs, Xt,ξ,α

t = ξ,

with two independent Brownian motions W,B on some probability space (Ω,F ,P) and an independent

given starting value ξ and a control process α in some action space A. Here (P
FB,P

s

X
t,ξ,α
s

)s∈[t,T ] denotes

the FB,P-predictable and P-a.s. continuous version of (L(Xt,ξ,α
s |FB,P

s ))s∈[t,T ].Our goal is to maximise the
reward functional

J(t, ξ, α) := E

[

g(Xt,ξ,α
T ,P

FB,P

T

X
t,ξ,α

T

) +

∫ T

t

f(s,Xt,ξ,α
s ,P

FB,P
s

X
t,ξ,α
s

, αs)ds
]

.

There are generally two main approaches to solving mean-field (or McKean-Vlasov) control problems in
the literature. The first is the stochastic maximum principle, which characterises the optimal control
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Research of the author partially supported by Agence Nationale de la Recherche (ReLISCoP grant ANR-21-CE40-0001).

‡Ecole Polytechnique, CMAP, huyen.pham at polytechnique.edu; This author is supported by the BNP-PAR Chair
“Futures of Quantitative Finance”, and by FiME, Laboratoire de Finance des Marchés de l’Energie, and the “Finance and
Sustainable Development” EDF - CACIB Chair

1



by an adjoint backward stochastic differential equation (BSDE). In the context of mean-field control
problems, the stochastic maximum principle was first studied by [8, 2] for cases where the coefficients
only depend on the law through its moments. Building on the notion of differentiability introduced by
[32] in his course at Collège de France, [10] extended this approach to general MFC problems; see also the
standard work [11] for a broader overview of the related literature. The second approach revolves around
the dynamic programming principle (DPP), which breaks the original optimisation problem down into
several local optimisation problems. Combined with an Itô formula for McKean-Vlasov diffusions, this
method leads to a Hamilton-Jacobi-Bellman (HJB) equation on the Wasserstein space that characterises
the value function. [34] were the first to develop such a DPP in the general setting without common
noise, while [33] derived a DPP for MFC problems with common noise, where the admissible controls are
solely adapted to the common noise. To our knowledge, the most comprehensive results on mean-field
control problems involving common noise can be found in works of [17, 18].

In this paper, we establish a randomised dynamic programming principle based on a randomised for-
mulation of the control problem. The idea is to replace the control process by an independent Poisson
point process, and then optimising over a set of equivalent probability measures, effectively making the
intensity of the Poisson point process the new control. The randomisation method was introduced by
[7] to deal with optimal switching problems, with further works for optimal switching problems found in
[20, 19, 21] and with [22] addressing the infinite dimensional case. Additionally, it has been applied to
impulse control problems in [30] and to optimal stopping in non-Markovian settings in [24]. [23] applied
the randomisation method to non-Markovian regular control problems. In addition, [31] studied the con-
strained BSDE for the randomised value function across a wide range of control problems, establishing a
general connection between a class of constrained BSDEs and HJB equations. The randomisation frame-
work has also found applications beyond establishing a randomised DPP. Specifically, [29, 28] proposed
a numerical scheme for fully non-linear HJB equations based on the constrained BSDEs arising from
the control randomisation framework, leading to various applications including portfolio optimisation
[37] and algorithmic trading [1]. Additionally, [16] introduced a policy gradient method for continuous-
time reinforcement learning based on the equivalence between the original problem and its randomised
formulation.

In a mean-field setting, the randomisation method as a tool has previously only been considered by
[6] based on a decoupled MKV representation introduced by [9] in the uncontrolled case. [6] provided a
randomisation method for mean-field control problems without common noise and used this to obtain a
Feynman-Kac formulation and also a randomised dynamic programming principle. Their results apply
to MFC problems with deterministic initial laws of the form π = δx, x ∈ Rd. This result does not extend
to general initial laws as the following example illustrates.

Example 1.1. We consider the following controlled, decoupled dynamics

dXξ,α
s = (αs + E[Xξ,α

s ])ds, Xξ,α
0 = ξ ∼

1

2
δ−1 +

1

2
δ1,

dXξ,x,α
s = (αs + E[Xξ,α

s ])ds, Xξ,x,α
0 = x,

where the control process α should be A = [−1, 1]-valued, x ∈ R and ξ a square-integrable random variable
with distribution ξ ∼ 1

2δ−1 + 1
2δ1. Further we assume that T = 1 and that the reward functional is given

by
J(ξ, α) = E

[

(Xξ,α
1 − 1)+ + (Xξ,α

1 − 5
2 )−

]

.

Then the value function is given by
V (ξ) = sup

α
J(ξ, α),

and solving for the optimal control, we find α∗
s ≡ 1 for all s ∈ [0, 1], which results in V (ξ) = J(ξ, α∗) =

1
2 (e− 1).

At the same time, the decoupled value function in [6] is defined by

V (ξ, x) = sup
α

E
[

(Xξ,x,α
1 − 1)+ + (Xξ,x,α

1 − 5
2 )−

]

.

For the starting value x = −1, the optimal control is α∗
s ≡ −1 for s ∈ [0, 1], resulting in V (ξ,−1) = e− 5

2 .
For x = 1, the optimal control is α∗

s ≡ 1 for all s ∈ [0, 1], leading to V (ξ, 1) = e− 1.
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According to [6, Proposition 2.2], we would have V (ξ) = Eξ′∼ξ[V (ξ, ξ′)] = 1
2V (ξ,−1)+ 1

2V (ξ, 1), which
is not the case.

In this paper, we improve on the randomisation approach in [6] to handle general mean-field control
problems and to allow for common noise. Unlike the previous approach that relies on the decoupled
SDEs, we directly work with the mean-field SDE. This approach presents a challenge because we must
ensure that the mean-field interaction is preserved during the control randomisation.

Our approach is based on a novel reformulation of the admissible control set as a set of L0-valued
processes, adapted solely to the common noise, where we require that at each time point s ∈ [t, T ], the
reformulated admissible control takes values in L0(Ω,G ∨ FW

s ,P;A). This decomposition of the original
controls is motivated by the observation that for the McKean-Vlasov dynamics, by viewing not each
particle but instead the whole current conditional distribution as the state, the idiosyncratic noise will
become part of the ”deterministic” state dynamics, and only the common noise remains as ”stochastic
noise” for this system. This viewpoint has the advantage that it leads to a very natural way to apply
the control randomisation method, as randomising over such L0-valued processes adapted solely to the
common noise keeps the mean-field interaction, in form of the conditional distribution of state process
given the common noise, intact.

We establish an isomorphism between the original and the reformulated admissible control set, up to
modification of processes. A key challenge lies in the way back from a reformulated control to an original
control, as it presents a subtle measurability issue. Specifically, given two filtrations F = (Ft)t, G = (Gt)t

and an F-progressive process α̂ : [0, T ] × Ω → L0(Ω′,GT ,P;A) satisfying α̂t(ω) ∈ L0(Ω′,Gt,P;A) for
all (t, ω) ∈ [0, T ] × Ω, such as the reformulated control, we need to find an F ⊗ G-progressive process
α : [0, T ] × Ω × Ω′ → A that is a modification of α̂, meaning that

αt(ω, ·) = α̂t(ω) in L0(Ω′,GT ,P;A) for all (t, ω) ∈ [0, T ] × Ω,

as detailed in Proposition 3.8.
We introduce a randomised control problem based on the reformulated admissible control set, by

replacing the reformulated control by an independent Poisson process taking values in L0. By show-
ing that we can again find a corresponding progressive A-valued control process, we are able to define
the randomised state dynamics. The optimisation takes now place over a set of equivalent probability
measures that vary the intensity of the Poisson point process. Crucially, the prior decomposition of
the control now ensures that the conditional law of state given the common noise remains unchanged
under different randomised controls. This allows us to apply the standard tools from the randomisation
framework, although adapted to account for the additional layer of abstraction between the original and
reformulated control. Our first main result shows that the randomised value function coincides with the
value function of the original problem.

Subsequently we represent the value function as the minimal solution to a backward stochastic differ-
ential equation (BSDE) with constrained jumps. This result is obtained by studying a class of penalised
BSDEs corresponding to value functions for a restricted set of randomised controls.

Finally, with this probabilistic representation of the value function, we directly derive a randomised
dynamic programming principle (DPP), expressed as a supremum over equivalent probability measures.
In the benchmark case where the value function is sufficiently regular, we recover the standard (non-
randomised) DPP for mean-field control problems, which has been established in the comprehensive
works of [17, 18].

The remainder of this paper is organised as follows. In Section 2 we formulate the mean-field control
problem. In Section 3, we introduce the reformulated admissible control set and shows its equivalence
to the original problem. Section 4 constructs the randomised control problem and gives our first main
result Theorem 4.8 on the equivalence of the non-randomised and the randomised problem. Finally,
Section 5 characterises the value function as the minimal solution to a constrained BSDE, enabling us to
subsequently derive the randomised DPP.

Notation Given a random variable X , we will denote the (non-augmented) filtration generated by X
by FX . Further, for a filtration F, we will denote the P-augmented filtration by FP and the predictable
σ-algebra w.r.t. F by Pred(F). For a path w : [0, T ] → A, we denote its stopped path by [w]t :=
(ws∧t)s∈[0,T ].
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For some integer ℓ, we denote by | · |, and · the Euclidean norm and the inner (or scalar) product on
Rℓ. We denote by P(Rd) the space of Borel probability measures on Rd and by P2(Rd) the set of elements
of P(Rd) having a finite second order moment. We equip P2(Rd) with the 2-Wasserstein distance W2

so that it is a metric space itself and even a Polish space. We recall that the 2-Wasserstein distance on
P2(Rd) is defined by

W2(µ, ν) =
(

inf
X∼µ,Y ∼ν

E[|X − Y |2]
)

1
2

for µ, ν ∈ P2(Rd). We also denote by Cℓ the set of continuous functions from [0, T ] to Rℓ and by
Cℓ = (Cℓ

t )t∈[0,T ] its canonical filtration. Further we denote the Wiener measure on Cℓ by µℓ
W . Finally,

given a Polish space E, we write D([0, T ];E) for the space of E-valued càdlàg functions on [0, T ] equipped
with the usual Skorokhod topology.

2 Setting

Let (Ω,F ,P) be a complete probability space supporting an m-dimensional Brownian motion W and an
independent n-dimensional Brownian motion B. Further we suppose that there exists a separable σ-
algebra G ⊆ F independent of FW,B sufficiently large such that {Pξ | ξ ∈ L2(Ω,G,P;Rd)} = P2(Rd). We
define the set of admissible controls A as all FW,B ∨G-predictable1 processes taking values in some Polish
space A equipped with some metric ρ < 1 (otherwise we replace it by ρ

1+ρ
). Let b, σ, σ0 : [0, T ] × Rd ×

P2(Rd) × A → Rd,Rd×m,Rd×n be three measurable functions that we suppose to satisfy the following
assumption.

Assumption A. (A1) The functions b, σ and σ0 are continuous.

(A2) There exists a constant L such that

|b(t, x, µ, a) − b(t, y, ν, a)| + |σ(t, x, µ, a) − σ(t, y, ν, a)| + |σ0(t, x, µ, a) − σ0(t, y, ν, a)|

≤ L
(

|x− y| + W2(µ, ν)
)

,

for all x, y ∈ Rd, µ, ν ∈ P2(Rd), t ∈ [0, T ] and a ∈ A.

(A3) There exists a constant M such that

|b(t, 0, δ0, a)| + |σ(t, 0, δ0, a)| + |σ0(t, 0, δ0, a)| ≤ M,

for all t ∈ [0, T ] and a ∈ A.

Given an initial time t ∈ [0, T ], an initial condition ξ ∈ L2(Ω,G ∨FW
t ,P;Rd) and an admissible control

α ∈ A, we consider the FW,B,P ∨ G-progressive state process (Xt,ξ,α
s )s∈[t,T ] defined by

Xt,ξ,α
r = ξ +

∫ r

t

b(s,Xt,ξ,α
s ,P

FB,P
s

X
t,ξ,α
s

, αs)ds+

∫ r

t

σ(s,Xt,ξ,α
s ,P

FB,P
s

X
t,ξ,α
s

, αs)dWs

+

∫ r

t

σ0(s,Xt,ξ,α
s ,P

FB,P
s

X
t,ξ,α
s

, αs)dBs, r ∈ [t, T ] . (2.1)

Here we denote by (P
FB,P

s

X
t,ξ,α
s

)s∈[t,T ] the FB,P-predictable and P-a.s. continuous version of (L(Xt,ξ,α
s |FB,P

s ))s∈[t,T ],

that is P
FB,P

s

X
t,ξ,α
s

= L(Xt,ξ,α
s |FB,P

s ), P-a.s., for all s ∈ [t, T ]. The existence of such a version is ensured by

[18, Lemma A.1], since the sets of FB,P-optional and FB,P-predictable processes coincide by [35, Chapter
V, Corollary 3.3]. We note that under Assumption A, we have existence and uniqueness of (Xt,ξ,α

s )s∈[t,T ]

and

sup
α∈A

E

[

sup
s∈[t,T ]

|Xt,ξ,α
s |2

]

< ∞ .

1We could also allow all (FW,B,P ∨G)-predictable processes, since by [25, Lemma 2.17(b)], every (FW,B,P ∨G)-predictable
process is indistinguishable from an (FW,B ∨ G)-predictable process. We choose (FW,B ∨ G)-predictable processes only to
slightly simplify the presentation in Section 3.

4



Let f : [0, T ] × Rd × P2(Rd) ×A → R and g : Rd × P2(Rd) → R be two Borel-measurable functions
on which we make the following assumption.

Assumption B. There exists a constant M > 0 such that

|f(t, x, µ, a)| + |g(x, µ)| ≤ M
(

1 + |x| +
(

∫

Rd

|y|2µ(dy)
)

1
2
)

for all (t, x, µ, a) ∈ [0, T ] × Rd × P2(Rd) ×A.

Remark 2.1. In certain results, such as the equivalence between the original and the randomised problem
in Theorem 4.8, the linear growth assumption on f and g can be relax to quadratic growth. Neverthe-
less, for the law invariance result of the value function by [18], and to establish the (randomised) DPP
in Section 5.2 and the BSDE characterisation of the value function in Section 5.1, we need the more
restrictive linear growth assumption.

We next define the function J by

J(t, ξ, α) := E

[

g(Xt,ξ,α
T ,P

FB,P

T

X
t,ξ,α

T

) +

∫ T

t

f(s,Xt,ξ,α
s ,P

FB,P
s

X
t,ξ,α
s

, αs)ds
]

for t ∈ [0, T ], ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd) and α ∈ A. Under Assumptions A and B, the function J is well

defined. We consider the optimal value of J over the set of admissible controls A. Consequently, we
define the value function as

V (t, ξ) := sup
α∈A

J(t, ξ, α) < ∞.

We note that [17, 18] show that the value function does not depend on the choice of the probability
space, and that it depends on ξ only through its law Pξ.2

Proposition 2.2 ([18, Proposition 2.4]). The value function is law invariant, that is, it depends on ξ only
through its law Pξ. Furthermore, the value function does not depend on the specific choice of (Ω,F ,P)
and G, as long as G is rich enough.

Therefore, with slight abuse of notation, we will also write

V (t,Pξ) = V (t, ξ).

3 Reformulating the set of admissible controls

In this section, we derive an equivalent reformulation of the original mean-field control problem, that
will form the basis for developing the randomised formulation in Section 4. The key idea behind this
reformulation is that in McKean-Vlasov dynamics, by treating the entire current distribution as the
state space rather than focusing on individual particles, the idiosyncratic noise becomes part of the
deterministic state dynamics, leaving the common noise as the only ”true noise” affecting the system.
This leads us to reframe the control set A of FW,B ∨G-predictable processes by connecting it to a suitable
set Â of only FB-predictable processes. This approach aligns the control problem thus aligning the control
set more closely with the traditional (non-mean-field) framework, where the control is adapted to the
external noise.

In this spirit, let us consider the sets

As := L0(Ω,G ∨ FW
s ,P;A), s ∈ [0, T ],

of P-equivalence classes of G ∨ FW
s -B(A)-measurable functions φ : Ω → A equipped with the metric

ρ̂(φ1, φ2) := E
P[ρ(φ1, φ2)] < 1, for all φ1, φ2 ∈ As.

They will now take the role of the action space, each at its corresponding time s ∈ [0, T ]. We remark that
Au ⊆ Av, for u ≤ v. Further, since A is a Polish space and G and FW

s are separable, the spaces As are

2They furthermore show that the strong and the weak formulation of the problem both lead to the same value function.
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also Polish, s ∈ [0, T ]. Finally, we define the set Â of all FB-predictable processes α̂ : [0, T ] × Ω → AT ,
such that additionally α̂s ∈ As for s ∈ [0, T ].

We will spend the rest of this section on the relation between the sets A and Â. More precisely, in
Section 3.1 we will introduce in which sense we can identify such process α̂ : [0, T ] × Ω → AT with the
original control processes of the form α : [0, T ] × Ω → A in a slightly more general setting, which we
will need in Section 4. Afterwards, in Section 3.2, we will use this concept to establish an equivalence
between the action sets A and Â, which will aid in the upcoming construction of the randomised control
problem in Section 4.

3.1 Identifying decomposed controls with original controls

Since in Section 4 we are going to extend our probability space for the randomised formulation to allow for
an additional Poisson point process µ, we will in this section consider more generally processes defined on
an extension (Ω̂, F̂ , P̂) of our original probability space (Ω,F ,P). This means that Ω̂ = Ω× Ω̃, Ω̃×F ⊆ F̂
and P̂(Ω̃ × ·) = P. We denote by π : Ω̂ → Ω the canonical projection, which by definition is probability
preserving. We next identify σ-algebras on Ω as σ-algebras on Ω̂ by replacing them with their reciprocal
images by π. We also extend the definition of random variables on Ω to Ω̂ by composing by π.

For a suitably general class of processes α̂ : [0, T ] × Ω̂ → AT and α : [0, T ] × Ω̂ → A, we will define
the identification relation as follows.

Definition 3.1. Let (Ω̂, F̂ , P̂) be an extension of (Ω,F ,P) and F a filtration on the extension independent
of G,W . Then we say that an FW ∨ G ∨ F-progressive process α : [0, T ] × Ω̂ → A F-identifies to a F-
progressive process α̂ : [0, T ] × Ω̂ → AT = L0(Ω,G ∨ FW

T ,P;A) if there exists an (G ∨FW ) ⊗F-progressive

process Φ : [0, T ] × Ω × Ω̂ → A such that

αs(ω̂) = Φs(π(ω̂), ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂,

and, viewed as equality in L0(Ω,G ∨ FW
T ,P;A),

α̂s(ω̂) = Φs(·, ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂.

We remark that just by the definition it is not clear whether given an α also an α̂ identifying with α
exists (and vice versa). However, we can show that, if it then exists, α̂ given α (and similarly α given α̂)
is unique up to modification, as the following Lemma 3.2 shows.

Lemma 3.2. Let (Ω̂, F̂ , P̂) be an extension of (Ω,F ,P) and for i ∈ {1, 2} let αi be a FW ∨G∨Fi-progressive
process Fi-identifying to a Fi-progressive process α̂i. Then for all s ∈ [0, T ],

E
P̂[ρ(α1

s , α
2
s)] = E

P̂[ρ̂(α̂1
s, α̂

2
s)].

In particular, α1 is a modification of α2 iff α̂1 is a modification of α̂2.

Proof. For i ∈ {1, 2}, by definition there exists (G ∨FW )⊗Fi-progressive processes Φi : [0, T ]×Ω×Ω̂ → A
such that

αi
s(ω̂) = Φi

s(π(ω̂), ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂,

and, viewed as equality in L0(Ω,G ∨ FW
T ,P;A),

α̂i
s(ω̂) = Φi

s(·, ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂.

Defining the filtration F := F1 ∨ F2, we note that F is also independent of G,W and Φ1,Φ2 are also
(G ∨ FW ) ⊗ F-progressive. Thus, for all s ∈ [0, T ],

E
P̂[ρ(α1

s , α
2
s)] =

∫

Ω̂

ρ(Φ1
s(π(ω̂), ω̂),Φ2

s(π(ω̂), ω̂))P̂(dω̂)

=

∫

Ω̂

∫

Ω̂

ρ(Φ1
s(π(ω̂1), ω̂2),Φ2

s(π(ω̂1), ω̂2))P̂(dω̂1)P̂(dω̂2) = E
P̂[ρ̂(α̂1

s, α̂
2
s)],

where the second equality comes from the independence of G, W and F.

6



Moreover, in some cases, e.g. if the filtration F is generated by a càdlàg process, we can even show
that uniqueness in joint law holds for this the identification, see the following Lemma 3.3, which will be
useful in the case of Poisson processes in Section 4.

Lemma 3.3. Let (Ω̂i, F̂ i, P̂i), i = {1, 2} be two extensions of (Ω,F ,P). Denotes by Gi,W i be the
canonical extensions of G,W , and by πi : Ω̂i → Ω be the canonical projection, i = {1, 2}. Further let

on each (Ω̂i, F̂ i, P̂i) be a càdlàg, FNi

-progressive process N i independent of Gi and W i taking values

in a Polish space E, an FW i,Ni

∨ Gi-progressive map αi : [0, T ] × Ω̂i → A and an FNi

-progressive

α̂i : [0, T ] × Ω̂i → AT which FNi

-identifies to αi, i = {1, 2}. Then the following statements (of equality
in finite dimensional distributions) are equivalent

(i) LP̂1

(π1, N1, α1) = LP̂2

(π2, N2, α2),

(ii) LP̂1

(π1, N1, α̂1) = LP̂2

(π2, N2, α̂2),

(iii) LP̂1

(π1, N1, α1, α̂1) = LP̂2

(π2, N2, α2, α̂2).

Proof. By definition there exists (G ∨FW ) ⊗FNi

-progressive processes Φi : [0, T ] × Ω × Ω̂i → A such that

αi
s(ω̂i) = Φi

s(πi(ω̂i), ω̂i), for all (s, ω̂i) ∈ [0, T ] × Ω̂i,

and, viewed as equality in L0(Ω,G ∨ FW
T ,P;A),

α̂i
s(ω̂i) = Φi

s(·, ω̂i), for all (s, ω̂i) ∈ [0, T ] × Ω̂i.

Then the Doob-Dynkin Lemma implies that there exists a B([0, T ]) ⊗ (G ∨ FW
T ) ⊗ B(D([0, T ];E))-

measurable Ψi : [0, T ] × Ω ×D([0, T ];E) → A such that

Φi
s(ω, ω̂i) = Ψi

s(ω,N i(ω̂i)), for all (s, ω, ω̂i) ∈ [0, T ] × Ω × Ω̂i.

Now we define α2′
: [0, T ] × Ω̂2 → A and α̂2′

: [0, T ] × Ω̂2 → AT via

α2
s

′
(ω̂2) := Ψ1

s(π2(ω̂2), N2(ω̂2)), for all (s, ω̂2) ∈ [0, T ] × Ω̂2,

and
α̂2

s

′
(ω̂2) = Ψ1

s(·, N2(ω̂2)), for all (s, ω̂2) ∈ [0, T ] × Ω̂2.

By construction, α̂2′
is B([0, T ]) ⊗ FN2

T -B(A)-measurable and α2′
is B([0, T ] ⊗ (FW 2,N2

T ∨ G)-measurable.

Now let us assume that (i) holds, which means that LP̂1

(π1, N1, α1) = LP̂2

(π2, N2, α2). Then by
construction

LP̂
1

(π1, N1, α1, α1, α̂1) = LP̂
2

(π2, N2, α2, α2′
, α̂2′

), (3.1)

which shows that α2
s = α2

s

′
, P̂2-a.s., for all s ∈ [0, T ], which means that α2 is a modification of α2

s

′
.

Therefore, using that Ψ2(π2(·), N2(·)) is B([0, T ]) ⊗ (G2 ∨ FW 2

T ) ⊗ FN2

T -measurable and that G2 ∨ FW 2

T

and N2 are independent, we obtain

E
P̂2

[ρ(α2
s , α

2
s

′
)] = E

P̂2

[ρ(Ψ2
s(π2, N2),Ψ1

s(π2, N2))] = E
P̂2

[ρ̂(α̂2
s, α̂

2
s

′
)] = 0,

and hence α̂2
s = α̂2

s

′
, P̂2-a.s., for all s ∈ [0, T ], which together with (3.1) implies (iii). The direction (ii)

⇒ (iii) can be proven similarly.

Remark 3.4. It is not strictly necessary for there to be a càdlàg process N generating the filtration
F = FN . The result Lemma 3.3 holds more generally as long as the filtration F is countably generated.
However, in this paper, we focus on filtrations F = FN generated by càdlàg, piece-wise constant pro-
cesses N , such as Poisson processes, as these will be relevant to the randomisation framework outlined in
Section 4.
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3.2 Equivalence of the action sets A and Â

In this section we will show that for each α ∈ A there exists an α̂ ∈ Â such that α identifies with α̂ and
vice versa. We equip A and Â with the following pseudometrics

dP̂A(α1, α2) = E
P̂

[

∫ T

0

ρ(α1
s, α

2
s)ds

]

, dP̂
Â

(α̂1, α̂2) := E
P̂

[

∫ T

0

ρ̂(α̂1
s, α̂

2
s)ds

]

.

By Lemma 3.2, this will then define an isomorphism between the induced quotient spaces A/∼ and Â/∼,

where α1 ∼ α1 (resp. α̂1 ∼ α̂2) iff dP̂A(α1, α2) = 0 (resp. dP̂
Â

(α̂1, α̂2) = 0).

In particular, this justifies considering the optimal control problem over the action set Â rather than
A, which will be crucial for Section 4, as it provides a more natural starting point for the construction
of the randomised control problem.

3.2.1 From A to Â

For the construction of an α̂ ∈ Â, which FB-identifies to a given α ∈ A, we first prove the following
general results about decomposing predictable processes.

Proposition 3.5. Let (Ω,F) be a measurable space with two filtrations F and G and let A be a Polish
space. Then a process X : [0, T ]×Ω → A is F∨G-predictable if and only if there exists a F⊗G-predictable
process Y : [0, T ] × Ω × Ω → A defined on the space (Ω × Ω,F ⊗ F) such that

Xt(ω) = Y (t, ω, ω), for all (t, ω) ∈ [0, T ] × Ω.

Proof. Given Y , the F ∨ G-predictability of X is obvious. So let us focus on the other direction. We
assume that the Polish space A is isomorphic R, and thus w.l.o.g. assume that A = R.

We will prove this result using the functional monotone class theorem. To this end, we denote by H
the space of F∨G-predictable functions X : [0, T ]×Ω → R such that a corresponding Y X exists. We note

that if X1, X2 ∈ H and c ∈ R, then also X1X2, X1 + cX2 ∈ H since we can choose Y X1X2

:= Y X1

Y X2

and Y X1+cX2

:= Y X1

+ cY X2

. Furthermore, if (Xn)n ⊆ H and 0 ≤ Xn ↑ X to a bounded process X ,
then we can choose Y X := lim supn Y

Xn

to conclude that also X ∈ H.
Thus, recalling the generator of Pred(F ∨ G), we only need to show that (i) 1(t1,t2]×B∩C ∈ H for

all 0 ≤ t1 < t2 ≤ T and B ∈ Ft1 , C ∈ Gt1 (ii) 1{0}×B∩C ∈ H for all B ∈ F0−, C ∈ G0−. By
defining Y 1(t1,t2]×B∩C := 1(t1,t2]×B×C (respectively Y 1{0}×B∩C := 1{0}×B×C) this is clear and the result
follows.

Proposition 3.6. Let (Ω,F ,F) a filtered space, (Ω′,G,P) a probability space and X : [0, T ]×Ω×Ω′ → A
an F ⊗ G-predictable process taking values in some Polish space A. Then the process Y : [0, T ] × Ω →
L0(Ω′,G,P;A), where L0 is meant w.r.t. P-equivalence classes, defined by

Yt(ω) := Xt(ω, ·) ∈ L0(Ω′,G,P;A), (t, ω) ∈ [0, T ] × Ω,

is F-predictable.

Proof. Note that it suffices to show the claim for A = R since every Polish space is isomorphic to a Borel
subset of R. Therefore we will only consider the case A = R, and carry out the proof using the functional
monotone class theorem. To this end, let H be the set of such processes X for which Y X is indeed
F-predictable. Note that if X ≡ 1, then Y X ≡ 1 is trivially F-predictable. Similarly, if X1, X2 ∈ H
and c ∈ R, then also X1X2, X1 + cX2 ∈ H since Y X1X2

= Y X1

Y X2

and Y X1+cX2

= Y X1

+ cY X2

.
Furthermore, if (Xn)n ⊆ H and 0 ≤ Xn ↑ X to a bounded process X , then Y X = limn Y

Xn

is also
F-predictable, and thus X ∈ H.

Finally, we need to verify that H contains a generating set for Pred(F). For this we note that both (i)
1(t1,t2]×B×C for 0 ≤ t1 < t2 ≤ T and B ∈ Ft1 , C ∈ G and (ii) 1{0}×B×C for B ∈ F0−, C ∈ G are in H since
the corresponding processes Y are clearly F-predictable and thus H indeed contains all F⊗H-predictable
processes X .

Putting these results together, we can now prove the following Proposition 3.7.
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Proposition 3.7. For every α ∈ A, there exists an α̂ ∈ Â that FB-identifies to α̂.

Proof. We recall that α ∈ A is FW,B ∨ G-predictable, and thus by Proposition 3.5 there exists a (G ∨
FW ) ⊗ FB-predictable process Ψ : [0, T ] × Ω × Ω → A such that

Ψs(ω, ω) = αs(ω), for all (s, ω) ∈ [0, T ] × Ω.

Next we note that we can canonically extend Ψ to Φ : [0, T ] × Ω × Ω̂ → A, that means it satisfies
Φ = Ψ(·, π(·)). In particular Φ : [0, T ] × Ω × Ω̂ → A is (G ∨ FW ) ⊗ FB-predictable, and thus by
Proposition 3.6, the process α̂ : [0, T ] × Ω̂ → L0(Ω,G ∨ FW

T ,P;A) = AT defined by

α̂s(ω̂) := Φs(·, ω̂),

is FB-predictable and satisfies α̂s(ω̂) ∈ L0(Ω,G ∨ FW
s ,P;A) = As for all s ∈ [0, T ], ω̂ ∈ Ω̂. Therefore

α̂ ∈ Â and α is FB-identifying to α̂.

3.2.2 From Â to A

Our goal in this section is constructing an α ∈ A which Fα̂-identifies to a given α̂ ∈ Â. For this, we will
need several auxiliary result. The first key tool is the following measurable selection result.

Proposition 3.8. Let (Ω,F ,F) be a filtered space and (Ω′,G,G,P) be a filtered probability space, such
that G is separable. Let A be a Polish space and X : [0, T ] × Ω → L0(Ω′,G,P;A) be a (B([0, T ]) ⊗ F)-
B(L0(Ω′,G,P;A))-measurable and F-adapted process. Further assume that Xt(ω) ∈ L0(Ω′,Gt,P;A) ⊆
L0(Ω′,G,P;A) for all (t, ω) ∈ [0, T ] × Ω.

Then there exists a (B([0, T ])⊗F ⊗G)-B(A)-measurable and F⊗G-adapted process Y : [0, T ]×Ω×Ω′ →
A such that

Yt(ω, ·) = Xt(ω) in L0(Ω′,G,P;A), for all (t, ω) ∈ [0, T ] × Ω.

Further, if X is F-progressive, then Y can also be chosen F ⊗ G-progressive.

Proof. (i) Let us first consider the case that A = [0, 1]. The following construction and proof is based
on [15, Theorem IV.30] and its detailed version in [26]. Since [0, 1] is bounded and thus the notions of
convergence in probability and convergence in L1 coincide (and therefore induce the same topology), we
will in the following consider L1 instead of L0. Let X : [0, T ]×Ω → L1(Ω′,G,P; [0, 1]) be a (B([0, T ])⊗F)-
B(L1(Ω′,G,P; [0, 1]))-measurable and F-adapted process. Then, since G and thus also L1(Ω′,G,P; [0, 1]) is
separable, we can approximate X uniformly by countable sums of simple predictable processes as follows:

Let n ∈ N, and let (An
k )k ⊂ B(L1(Ω′,G,P; [0, 1])) be a Borel sets of diameter dn

k := supx,y∈An
k
‖x −

y‖L1(Ω′,G,P;[0,1]) ≤ 2−n covering L1(Ω′,G,P; [0, 1]), that is
⋃

k A
n
k = L1(Ω′,G,P; [0, 1]). Further let (Bn

k )k ⊆
B([0, T ])⊗F be the corresponding preimages under X , that is Bn

k := X−1(An
k ) for all k ∈ N. We note that

if X is F-progressive, then Bn
k ∈ Prog(F). Now for each k ∈ N, we choose a G-measurable αn

k : Ω′ → [0, 1]
such that αn

k ∈ An
k (more precise: the P-equivalence class of αn

k is in An
k ). Then we can define

Φn
s (ω, ω′) :=

∞
∑

k=1

αn
k (ω′)1Bn

k
(s, ω), (s, ω, ω′) ∈ [0, T ] × Ω × Ω′.

Thus we observe that ‖Φn
s (ω, ·) − Xs(ω)‖L1(Ω′,G,P;[0,1]) ≤ 2−n → 0 uniformly in (s, ω) ∈ [0, T ] × Ω.

Moreover, the Φn are B([0, T ]) ⊗ F ⊗ G-measurable, but not yet adapted to F ⊗ G, since we only have
αn

k ∈ L1(Ω′,G,P; [0, 1]).

To fix this, we define tnk := inf{t ≥ 0 | (t, ω) ∈ Bn
k for some ω ∈ Ω} and distinguish two cases: If the

infimum is attained, i.e. tnk ∈ Bn
k (ω) for some ω ∈ Ω, we note that Zn

k
:= Xtn

k
∈ L1(Ω′,Gtn

k
,P; [0, 1]).

In particular there exists a Gtn
k
-measurable Ẑn

k : Ω′ → [0, 1] such that Ẑn
k (·) = Zn

k in L1(Ω′,G,P; [0, 1]).

Furthermore, by construction ‖Ẑn
k (·) − αn

k (·)‖L1(Ω′,G,P;[0,1]) ≤ 2−n.

In the case that tnk 6∈ Bn
k (ω) for all ω ∈ Ω, then we can instead find (sn

k,l, ω
n
k,l)l ⊆ Bn

k such that

sn
k,l ↓ tnk . We now consider the sequence (Zn

k,l)l := (Xsn
k,l

(ωn
k,l))l ⊆ L1(Ω′,G,P; [0, 1]). Note that by

construction Zn
k,l ∈ L1(Ω′,Gsn

k,l
,P; [0, 1]) for all l ∈ N. Now since (Zn

k,l)l are uniformly bounded, by [15,
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Theorem II.25], the sequence is relatively compact in the weak σ(L1, L∞) topology. Thus, [15, Theorem
II.24] implies that the sequence (Zn

k,l)l converges (along a subsequence) in the weak σ(L1, L∞) topology

to some Zn
k ∈ L1(Ω′,G,P; [0, 1]). Further, since Zn

k,l ∈ L1(Ω′,Gsn
k,l
,P; [0, 1]) and sn

k,l ↓ tnk , we conclude

that Zn
k ∈ L1(Ω′,Gtn

k
+,P; [0, 1]), which means that we can find a Gtn

k
+-measurable Ẑn

k : Ω′ → [0, 1] such

that Ẑn
k (·) = Zn

k in L1(Ω′,G,P; [0, 1]). At the same time, by construction ‖Ẑn
k (·) −αn

k (·)‖L1(Ω′,G,P;[0,1]) ≤
lim inf l→∞‖Zn

k,l−α
n
k (·)‖L1(Ω′,G,P;[0,1]) ≤ 2−n since the L1-norm is l.s.c. w.r.t. weak σ(L1, L∞) convergence.

Therefore, by defining

Y n
s (ω, ω′) :=

∞
∑

k=1

Ẑn
k (ω′)1Bn

k
(s, ω), (s, ω, ω′) ∈ [0, T ] × Ω × Ω′,

we obtain (B([0, T ]) ⊗ F ⊗ G)-B([0, 1])-measurable and F ⊗ G-adapted processes Y n for n ∈ N, which by
construction satisfy for all (s, ω) ∈ [0, T ] × Ω,

‖Y n
s (ω, ·) − Φn

s (ω, ·)‖L1(Ω′,G,P;[0,1]) ≤ sup
k

‖Ẑn
k − αn

k‖L1(Ω′,G,P;[0,1]) = sup
k

‖Zn
k − αn

k‖L1(Ω′,G,P;[0,1]) ≤ 2−n,

and thus

‖Y n
s (ω, ·) −Xs(ω)‖L1(Ω′,G,P;[0,1])

≤ ‖Y n
s (ω, ·) − Φn

s (ω, ·)‖L1(Ω′,G,P;[0,1]) + ‖Φn
s (ω, ·) −Xs(ω)‖L1(Ω′,G,P;[0,1]) ≤ 2−n+1 → 0,

uniformly in (s, ω) ∈ [0, T ] × Ω. Finally, by defining the point-wise limit

Ys(ω, ω′) := lim inf
n→∞

Y n
s (ω, ω′), (s, ω, ω′) ∈ [0, T ] × Ω × Ω′,

we obtain the desired (B([0, T ]) ⊗ F ⊗ G)-B([0, 1])-measurable and F⊗G-adapted process, which satisfies
by construction Xs(ω) = Ys(ω, ·) in L1(Ω′,G,P; [0, 1]) for all (s, ω) ∈ [0, T ] × Ω.

Furthermore, if X is F-progressive, then Bn
k ∈ Prog(F), for n, k ∈ N and thus, using a similar

argument as [26, Lemma 2.7], we see that the constructed processes Ẑn
k 1Bn

k
will be F ⊗ G-progressive.

This in turn implies that then also Y n =
∑

k Ẑ
n
k 1Bn

k
and Y = lim inf Y n are F ⊗ G-progressive.

(ii) Let us now consider the case where A is a general Polish space. By a standard result, there exists
a Borel-subset I ⊆ [0, 1] and a Borel-isomorphism φ : A → I ⊆ [0, 1] between A and I.3 We define a
left-inverse ψ : [0, 1] → A to φ by ψ = 1Iφ

−1 + 1Ica0, where a0 ∈ A is a fixed but arbitrary element of
the Polish space A. Clearly, ψ is Borel-measurable and ψ ◦ φ = idA.

Given this identification of A with I ⊆ [0, 1], every process X : [0, T ] × Ω → L0(Ω′,G,P;A) can be
viewed as a process taking values in L0(Ω′,G,P; [0, 1]). Specifically, we define X̄ := φ(X) : [0, T ] × Ω →
L0(Ω′,G,P; I) ⊆ L0(Ω′,G,P; [0, 1]). Then X̄ is a (B([0, T ]) ⊗ F)-(B(L0(Ω′,G,P; [0, 1])))-measurable and
F-adapted process. Furthermore, it holds that X̄t(ω) ∈ L0(Ω′,Gt,P; [0, 1]) ⊆ L0(Ω′,G,P; [0, 1]) for all
(t, ω) ∈ [0, T ] × Ω.

By Part (i), there exists a corresponding (B([0, T ]) ⊗ F ⊗ G)-B([0, 1])-measurable and F ⊗ G-adapted
process Ȳ : [0, T ] × Ω × Ω′ → [0, 1], such that

Ȳt(ω, ·) = X̄t(ω) in L0(Ω′,G,P; [0, 1]), for all (t, ω) ∈ [0, T ] × Ω.

If X̄ is F-progressive, then Ȳ can also be chosen to be F ⊗ G-progressive.

Next, we map this process back to A by defining Y := ψ(Ȳ ) : [0, T ]×Ω×Ω′ → A. By construction, Y is
(B([0, T ])⊗F ⊗G)-B(A)-measurable and F⊗G-adapted. Furthermore, if X , and thus X̄ , is F-progressive,
then Ȳ , and thus Y , can also be chosen to be F ⊗ G-progressive. Finally we have

Yt = ψ(Ȳt(ω, ·)) = ψ(X̄t(ω)) = ψ(φ(Xt(ω))) = Xt(ω) in L0(Ω′,G,P;A), for all (t, ω) ∈ [0, T ] × Ω,

which shows that Y is the desired process.

3If A is uncountable, one may choose I = [0, 1].
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While the preceding measurable selection result Proposition 3.8 allows us to select a progressive
process for each α̂ ∈ Â, the definition of the action set A requires predictability. To obtain such a
predictable process, we will leverage the fact that a large class of predictable processes can be mapped to
the canonical space (Cd, Cd

T ,C
d, µd

W ), see Proposition 3.9. W.r.t. this canonical filtration, the concepts
of progressiveness and predictability then coincide, see also the upcoming Lemma 3.10. Consequently,
we will begin by proving these two auxiliary results, which are extensions of [13, Propositions 10 and 9].

Proposition 3.9. Let (Ω,F ,F) be a filtered space, let (Ω′,G) be a measurable space with a continuous
process X : [0, T ] × Ω′ → Rd and its generated filtration GX and let A be a Polish space. Then a process
Y : [0, T ] × Ω × Ω′ → A is F ⊗ GX-predictable if and only if there exists a F ⊗ Cd-predictable process
φ : [0, T ] × Ω × Cd → A defined on the space (Ω × Cd,F ⊗ Cd

T ), where Cd is the canonical filtration on
Cd, such that

Yt(ω, ω
′) = φ(t, ω, [X(ω′)]t) = φ(t, ω,X(ω′)), for all (t, ω, ω′) ∈ [0, T ] × Ω × Ω′,

where [w]t := (ws∧t)s∈[0,T ].

Proof. We first prove that ψ : (t, ω, ω′) 7→ (t, ω, [X(ω′)]t) is Pred(F⊗GX)-Pred(F⊗ Cd)-measurable. To
this end, we recall that Pred(F⊗Cd) is generated by all sets of the form (i) (t1, t2]×C×D, where 0 ≤ t1 <
t2 ≤ T and C ∈ Ft1 , D ∈ Cd

t1
, and (ii) {0}×C×D where C ∈ F0−, D ∈ {∅, Cd}. Thus, the measurability

directly follows from noticing that ψ−1((t1, t2] ×C ×D) = (t1, t2] ×C ×X−1(D) ∈ Pred(F ⊗ GX), since
for s ≥ t1, X−1

t1
(D) = ([X ]s)−1

t1
(D), respectively from ψ({0} ×C ×D) = {0} ×C ×D′ ∈ Pred(F ⊗ GX),

where D′ = ∅ if D = ∅ and D′ = Ω′ if D = Cd.
At the same time, we observe that ψ also generates the σ-algebra Pred(F ⊗ GX), that is Pred(F ⊗

GX) = σ(ψ). Recall that the measurability of ψ shows that σ(ψ) ⊆ Pred(F ⊗ GX). For the other
direction, we note that since GX

t = σ(X−1
s (C)|s ∈ [0, t], C ∈ B(Rd)), the σ-algebra algebra Pred(F⊗GX)

is generated by all sets of the form (i) (t2, t3] × B × X−1
t1

(C), where 0 ≤ t1 ≤ t2 < t3 ≤ T and B ∈ Ft2 ,
C ∈ B(Rd), and (ii) {0} × B × D, where B ∈ F0− and D ∈ {∅,Ω′}. For (i), noting that for s ≥ t1,
X−1

t1
(C) = ([X ]s)−1

t1
(C) = {wd

s ∈ C} ∈ Cd
s , we see that (t2, t3] ×B ×X−1

t1
(C) = ψ−1((t2, t3] ×B × {wt1 ∈

C}) ∈ ψ−1(Pred(F ⊗ Cd)). For (ii), we note that {0} × B × D = ψ−1({0} × B × D′), where D′ = ∅ if
D = ∅ and D′ = Cd if D = Ω′, which implies that {0} × B × D ∈ ψ−1(Pred(F ⊗ Cd)). Therefore also
Pred(F ⊗ GX) ⊆ σ(ψ), and we conclude that Pred(F ⊗ GX) = σ(ψ).

Using this auxiliary result, we can now prove both directions separately as follows.

(i) Let Y : [0, T ] × Ω × Ω′ → A be F⊗GX -predictable. Using that ψ is Pred(F⊗ Cd)-Pred(F⊗GX)-
measurable, and that Pred(F ⊗ Cd) = σ(ψ), an application of the Doob-Dynkin Lemma gives us the
desired F ⊗ Cd-predictable process φ : [0, T ] × Ω × Cd → A with Y (t, ω, ω′) = (φ ◦ ψ)(t, ω, ω′) =
φ(t, ω, [X(ω′)]t) for all (t, ω, ω′) ∈ [0, T ] × Ω × Ω′. Finally, since [·]t ◦ [·]t = [·]t, we conclude that
φ(t, ω,X(ω′)) = Yt(ω, ω

′) = φ(t, ω, [X(ω′)]t) for all (t, ω, ω′) ∈ [0, T ] × Ω × Ω′.

(ii) For the other direction, let φ : [0, T ] × Ω ×Cd → A be such an F ⊗ Cd-predictable process. Then
since ψ is Pred(F ⊗ GX)-Pred(F ⊗ Cd)-measurable, we directly obtain that Y : [0, T ] × Ω × Ω′ → A,
which satisfies Yt(ω, ω

′) = φ(t, ω, [X(ω′)]t) = (φ ◦ψ)(t, ω, ω′) for all (t, ω, ω′) ∈ [0, T ] × Ω × Ω′, is F⊗GX-
predictable.

The following generalisation of [13, Proposition 9] is proven the same way as in [13], but since the
proof is quite short, we will include it for the reader’s convenience.

Lemma 3.10. Let (Ω,F) be a measurable space and (Cd, Cd
T ,C

d, µd
W ) the canonical filtered probability

space of continuous Rd-valued paths. Let E be a Polish space equipped with its Borel σ-algebra B(E).
Then for a process X : [0, T ] × Ω × Cd → E the following statements are equivalent:

(i) X is F ⊗ Cd-predictable,

(ii) X is F ⊗ Cd-optional,

(iii) X is F ⊗ Cd-progressive,
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(iv) X is B([0, T ]) ⊗ F ⊗ Cd
T -B(E)-measurable and F ⊗ Cd-adapted,

(v) X is B([0, T ]) ⊗ F ⊗ Cd
T -B(E)-measurable and satisfies

Xs(ω,wd) = Xs(ω, [wd]s), for all (s, ω, wd) ∈ [0, T ] × Ω × Cd.

Proof. (i) It is known that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).

(ii) Regarding (iv) ⇒ (v), we first note that F ⊗ Cd
s = σ((ω,wd) 7→ (ω, [wd]s)) for all s ∈ [0, T ].

Thus using that E is Polish together with Xs being F ⊗ Cd
s -measurable, we can apply the Doob-Dynkin

Lemma to obtain an F ⊗ Cd
s -measurable Ys : Ω × Cd → E such that Xs(ω,wd) = Ys(ω, [wd]s) for all

(ω,wd) ∈ Ω × Cd. Now using that [·]s ◦ [·]s = [·]s for all s ∈ [0, T ], we conclude that Xs(ω, [wd]s) =
Ys(ω, [wd]s) = Xs(ω,wd) for all (s, ω, wd) ∈ [0, T ] × Ω × Cd.

(iii) Regarding (v) ⇒ (i), we note that ψ : (s, ω, wd) 7→ (s, ω, [wd]s) is F ⊗ Cd-predictable. To this
end, we recall since Cd

T = σ({wd
t ∈ B}|t ∈ [0, T ], B ∈ B(Rd)) that B([0, T ]) ⊗ F ⊗ Cd

T is generated by all
sets of the form D = A×B× {wd

t ∈ C}, where A ∈ B([0, T ]), B ∈ F and t ∈ [0, T ], C ∈ B(Rd). For such
sets D, we have ψ−1(D) = {(s, ω, wd) ∈ A ×B × Cd | ([wd]s)t ∈ C} = {(s, ω, wd) ∈ A× B × Cd |wd

s∧t ∈
C} ∈ Pred(F ⊗ Cd) since (s, ω, wd) 7→ wd

s∧t is continuous and Cd-adapted and hence Cd-predictable.
Therefore ψ is F ⊗ Cd-predictable, and we can conclude that X = X ◦ ψ is also F ⊗ Cd-predictable.

With these tools in hand, we are now ready to go back to the action sets A and Â and prove the
following Proposition 3.11. The key idea is noting that As = L0(Ω,G ∨ FW

s ,P;A) and L0(Ω × Cm,G ⊗
Cm

s ,P ⊗ µm
W ;A) are isomorphic: by decomposing α ∈ As similar to the preceding Proposition 3.5 and

together with the Doob-Dynkin Lemma, we can find for each α ∈ As an α̃ ∈ L0(Ω×Cm,G⊗Cm
s ,P⊗µm

W ;A)
such that α(ω) = α̃(ω,W (ω)) for all ω ∈ Ω, and vice versa. Furthermore, since G and W are independent,
we also see that ‖α‖As

= ‖α̃‖L0(P⊗µm
W

;A), that means that their respective norms also coincide. Using this
canonical probability space has now the advantage that we can use Lemma 3.10 to show the predictability
of the process, which allows us to prove the following Proposition 3.11.

Proposition 3.11. For every α̂ ∈ Â, there exists an α ∈ A that FB-identifies to α̂.

Proof. Starting from α̂ ∈ Â, recalling that α̂ is FB-predictable, we can by [13, Proposition 9] (or
Proposition 3.9 with Ω being the trivial probability space) find a Cn-predictable Ψ̂ : [0, T ] × Cn → AT

with Ψ̂(s, w) ∈ As for all (s, w) ∈ [0, T ] × Cn such that

α̂s(ω̂) = Ψ̂s([B(ω̂)]s) = Ψ̂s(B(ω̂)), for all (s, ω̂) ∈ [0, T ] × Ω̂.

Furthermore as indicated before, we use that As is isomorphic to L0(Ω ×Cm,G ⊗ Cm
s ,P ⊗ µm

W ;A) for all
s ∈ [0, T ], and we therefore can find a Cn-predictable map Ψ̃ : [0, T ]×Cn → L0(Ω×Cm,G⊗Cm

T ,P⊗µm
W ;A)

such that (viewed as equality in AT )

Ψ̃s(B(ω̂))(·,W (·)) = Ψ̂s(B(ω̂))(·), for all (s, ω̂) ∈ [0, T ] × Ω̂ × Ω.

Note that since Ψ̂s(ω̂) ∈ As, also Ψ̃s(ω̂) ∈ L0(Ω×Cm,G⊗Cm
s ,P⊗µm

W ;A). Next we apply Proposition 3.8,
which enables us to select a G ⊗ Cm ⊗ Cn-progressive process Ψ : [0, T ] × Ω × Cm × Cn → A from the
equivalence classes from Ψ̃ in the sense that (as equality in L0(Ω × Cm,G ⊗ Cm

T ,P ⊗ µm
W ;A))

Ψ̃s(w) = Ψs(·, ·, w), for all (s, w) ∈ [0, T ] × Cn.

Now Ψ is defined on the canonical space and hence Lemma 3.10 shows that Ψ is also G ⊗ Cm ⊗ Cn-
predictable. Finally, we define the process Φ : [0, T ] × Ω × Ω̂ → A by

Φs(ω, ω̂) := Ψs(ω,W (ω), B(ω̂)), for all (s, ω, ω̂) ∈ [0, T ] × Ω × Ω̂,

which by Propositions 3.5 and 3.9 is now (G ∨FW )⊗FB-predictable, and satisfies by construction (viewed
as equality in AT )

α̂s(ω̂) = Φs(·, ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂.

Now it only remains to define the process α : [0, T ] × Ω̂ → A by

αs(ω̂) := Φs(π(ω̂), ω̂), (s, ω̂) ∈ [0, T ] × Ω̂,

and we obtain the desired FW,B ∨ G-predictable process α ∈ A which FB-identifies to α̂.
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Finally, we conclude this section with the following Corollary 3.12, which establishes the existence
of an α identifying to a given α̂ for a more general class of α̂. This result is particularly important for
Section 4, where we introduce the randomisation framework, as the Poisson process involved will neither
be predictable nor adapted to G ∨ FW,B and thus will not fit into the setting of Proposition 3.11.

Corollary 3.12. Let (Ω̂, F̂ , P̂) be an extension of (Ω,F ,P) and F be a filtration independent of G,W .
Further let α̂ : [0, T ]×Ω̂ → AT be an F-progressive process such that α̂s(ω̂) ∈ As for all (s, ω̂) ∈ [0, T ]×Ω̂.
Then there exists an FW ∨ G ∨ F-progressive and FW ∨ G ∨ FT -predictable process α which F-identifies to
α̂.

Proof. Similarly to the construction in the proof of Proposition 3.11, we start by using that As is iso-
morphic to L0(Ω × Cm,G ⊗ Cm

s ,P ⊗ µm
W ;A) for all s ∈ [0, T ], and we therefore can find a F-progressive

process α̃ : [0, T ] × Ω̂ → L0(Ω × Cm,G ⊗ Cm
T ,P ⊗ µm

W ;A) such that (viewed as equality in AT )

α̃s(ω̂)(·,W (·)) = α̂s(ω̂)(·), for all (s, ω̂) ∈ [0, T ] × Ω̂,

and α̃s(ω̂) ∈ L0(Ω × Cm,G ⊗ Cm
s ,P ⊗ µm

W ;A) for all (s, ω̂) ∈ [0, T ] × Ω̂. Now using Proposition 3.8, we

can select a G ⊗ Cm ⊗ F-progressive process Ψ : [0, T ] × Ω × Cm × Ω̂ → A such that, viewed as equality
in AT ,

Ψs(·, ·, ω̂) = α̃s(ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂.

Since Ψ is defined on the canonical space, Lemma 3.10 shows that Ψ is also G ⊗ Cm ⊗ FT -predictable.
Finally we define the process Φ : [0, T ] × Ω × Ω̂ → A by

Φs(ω, ω̂) := Ψs(ω,W (ω), ω̂), for all (s, ω, ω̂) ∈ [0, T ] × Ω × Ω̂,

which is then (G ∨ FW ) ⊗ F-progressive and by Propositions 3.5 and 3.9 also (G ∨ FW ) ⊗ FT -predictable.
Now we only need to define the process α : [0, T ] × Ω̂ → A by

αs(ω̂) := Φs(π(ω̂), ω̂), (s, ω̂) ∈ [0, T ] × Ω̂,

which is then the desired FW ∨ G ∨ F-progressive and FW ∨ G ∨ FT -predictable process which F-identifies
to α̂.

4 Randomised problem

In this section, we derive a randomised formulation for mean-field control problems with common noise.
The main idea of the randomisation method introduced in [7] is to replace the control process by an
independent Poisson point process taking values in the action space, and then controlling its intensity
instead. While in the non-mean-field case, the set A would be the natural choice for the action space,
in which the aforementioned Poisson process should take its values, in the mean-field case this choice
runs into problem concerning the additional mean-field dependence of the state dynamics when changing
the intensity of the Poisson point process. In fact, in [6] (without common noise), the authors instead
introduced an additional space Astep of all FW -progressive step processes taking values in A, which they
then took as action space for the randomising Poisson point process. The motivation behind this approach

is that the conditional law process (P
FB,P

s

Xs
)s is FB,P-progressive and as such well-behaved when tilting the

Poisson point process µ w.r.t. FB,µ-predictable intensities.
In this paper, we take a similar approach. On the one hand, we simplify the idea of [6] by considering

the action spaces As = L0(Ω,G ∨ FW
s ,P;A) defined in Section 3, which only represent the (conditional)

distribution of α at time s, instead of considering a whole piece-wise constant process in Astep as action
at a given time point.4 On the other hand, we extend the setting to additionally consider problems with
common noise, which is aided by viewing Â as the set of admissible controls instead of A.

Our first step will be defining an As-valued Poisson point process. Now defining a Poisson point
process with marks taking values on different spaces As depending on the current time s ∈ [0, T ] is
difficult, but we are going to utilise that A0 ⊆ As ⊆ AT for all s ∈ [0, T ].

4The idea behind Astep could be interesting when further extending this setting to include path-dependence. However
for now, while it seems to ease the construction of the randomising Poisson point process, it later complicates the proofs
and the resulting BSDE formulation. Further it seems to be hard to get rid of the dependence on the specific sequences
used to construct Astep.
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Assumption C. We assume that (λs)s∈[0,T ] is a family of finite measures on AT such that

(C1) the topological support of each λs is given by As for all s ∈ [0, T ],

(C2) λs ≪ λr for all 0 ≤ s ≤ r ≤ T ,

(C3) sups∈[0,T ] λs(As) < ∞.

Since it may not be obvious why such a family exists, we will provide a possible construction in
Lemma 4.1. Note that since λs topological support is given by As, we will view λs, depending on the
context, as measure on AT or As respectively.

Lemma 4.1. Such a family (λs)s∈[0,T ] satisfying Assumption C exists.

Proof. Since each As is Polish,5 we can construct a family of probability measures (κs)s∈[0,T ]∩Q on AT

such that the topological support of each κs is given by As for all s ∈ [0, T ] ∩ Q, and by normalisation,
we can further assume that sups∈[0,T ]∩Q κs(As) < ∞. Note that this is a countable family and let

(sn)n = [0, T ] ∩ Q be an enumeration of it. Now we define λr :=
∑

sn≤r 2−nκsn
for all r ∈ [0, T ]. We

see that by construction λs ≪ λr for all t ≤ s ≤ r ≤ T . Further, we recall that the filtration G ∨ FW,P is
left-continuous, see [27, Chapter 2, Problem 7.6], and thus we can approximate every indicator function
1A ∈ Ar, A ∈ G ∨ FW,P

r by a series of indicator functions 1An
∈ Aqn

, An ∈ G ∨ FW,P
qn

with qn ≤ r,qn ∈ Q.

Since such indicator functions generate As = L0(Ω,G ∨ FW ,P;A), this shows that
⋃

q≤r,q∈Q Aq ⊆ Ar is
dense in Ar, and thus the topological support of each λr is really given by Ar.

To construct a randomised setting, let us suppose we are given such a family (λs)s∈[0,T ], and (Ω̂, F̂ , P̂)
is (if needed) an extension of the original space (Ω,F ,P) such that there exists a Poisson random measure
µ on (0, T ] × AT , independent of G,W,B, with intensity dλs

dλT
(α)λT (dα)ds = λs(dα)ds. Note that with

slight abuse of notation, we again denote the canonical extensions of the σ-algebra G, the (non-augmented)
filtrations FW ,FB, the random variable ξ and the processes W,B with the same symbols as their original
versions. Further, we denote the canonical projection from (Ω̂, F̂ , P̂) to (Ω,F ,P) by π : Ω̂ → Ω, and recall
that by definition it is probability preserving, that is P̂(π−1(A)) = P(A), for all A ∈ F .

Given an initial time t ∈ [0, T ], we define the processes Bt, µt via

Bt := (B·∨t −Bt), µt := µ(· ∩ (t, T ] × AT )).

Note that by construction Bt, µt are P̂-independent of FB,µ,P̂
t . Next, we construct the piece-wise constant

Fµt

-progressive process Ît,αt : [t, T ] × Ω̂ → AT as follows

Ît,αt
s := αt +

∫

(t,s]

∫

Ar

(α − Ît,αt

r− )µ(dr, dα), s ∈ [t, T ], (4.1)

where αt ∈ At ⊆ AT is a fixed chosen initial action. Note that we will later show that both the particular
choices of αt ∈ At and the extension (Ω̂, F̂ , P̂) of (Ω,F ,P) have no influence on the resulting value

function. Furthermore, we observe in the following Corollary 4.2 that there exists a FW,µt

∨G-progressive

process It,αt which FÎt,αt
-identifies to Ît,αt , and that this choice is even unique in joint law, independent of

the chosen extension (Ω̂, F̂ , P̂) of (Ω,F ,P). In the following we will use the notation π|G : (Ω̂,G) → (Ω,G)
to denote the G-measurable projection from Ω̂ to Ω.

Corollary 4.2. Given Ît,αt, we can choose a càdlàg, FW ∨ G ∨ F Ît,αt

T -predictable and FW,Ît,αt
∨ G-

progressive It,αt which FÎt,αt
-identifies to Ît,αt , unique up to indistinguishability. In particular, It,αt is

also FW ∨ G ∨ Fµt

T -predictable and FW,µt

∨ G-progressive.

Further, this choice is even unique in the joint law (π|G , ξ,W,B, µ, Ît,αt , It,αt), by which we mean that
if (Ω̂′, F̂ ′, P̂′) is a another extension of (Ω,F ,P) on which suitable µ, Ît,αt , It,αt are defined, then also

LP̂(π|G , ξ,W,B, µ, Î
t,αt , It,αt) = LP̂′

(π|G , ξ,W,B, µ, Î
t,αt , It,αt).

5Recall that every uncountable Polish space is Borel-isomorphic to [0, 1], which we can equip with the Lebesgue measure.
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Proof. From Corollary 3.126 we obtain an FW ∨ G ∨ Fµt

T -predictable and FW,µt

∨ G-progressive process

I : [t, T ] × Ω → A that FÎt,αt
-identifies to Ît,αt . Next we define

It,αt
s := It +

∑

r∈(t,s],Î
t,αt
r−

6=Î
t,αt
r

(Ir − Ir−), s ∈ [t, T ], (4.2)

which by construction is piece-wise constant and in particular càdlàg. Furthermore, just like I, the process

It,αt is also FW ∨G ∨Fµt

T -predictable and FW,µt

∨G-progressive. Finally, since I is FÎt,αt
-identifying with

Ît,αt , there exists a (G ∨ FW ) ⊗ FÎt,αt
-progressive process Ψ : [t, T ] × Ω × Ω̂ → A such that

Is(ω̂) = Ψs(π(ω̂), ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂, (4.3)

and, viewed as equality in AT ,

Ît,αt
s (ω̂) = Ψs(·, ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂. (4.4)

Now defining Φ : [t, T ] × Ω × Ω̂ → A via

Φs := Ψt +
∑

r∈(t,s],Î
t,αt
r−

6=Î
t,αt
r

(Ψr − Ψr−), s ∈ [t, T ],

we obtain an (G ∨ FW ) ⊗ FÎt,αt
-progressive process, which due to (4.1), (4.2), (4.3) and (4.4) now also

satisfies
It,αt

s (ω̂) = Φs(π(ω̂), ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂,

and, viewed as equality in AT ,

Ît,αt
s (ω̂) = Φs(·, ω̂), for all (s, ω̂) ∈ [0, T ] × Ω̂.

Hence, It,αt also FÎt,αt
-identifies to Ît,αt .

Finally the uniqueness result follows from Corollary 3.12 and Lemma 3.3, noting that (Ω̂, F̂ , P̂) and

(Ω̂′, F̂ ′, P̂′) are both extensions of (Ω,G ∨ FW,B
T ,P).

Having a well-defined corresponding control process It,αt , we can now define the FW,Bt,µt,P̂ ∨ G-
progressive state process Xt,ξ,αt as the unique solution to the following uncontrolled dynamics

dXt,ξ,αt
s = b(s, P̂

FB,µ,P̂
s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds+ σ(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )dWs

+ σ0(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )dBs, Xt,ξ,αt

t = ξ. (4.5)

Again (P̂
FB,µ,P̂

s

X
t,ξ,αt
s

)s∈[t,T ] shall denote the FBt,µt,P̂-optional and P̂-a.s. continuous version of the conditional

law (L(Xt,ξ,αt
s |FB,µ,P̂

s ))s∈[t,T ], that is P̂
FB,µ,P̂

s

X
t,ξ,αt
s

= L(Xt,ξ,αt
s |FB,µ,P̂

s ), P̂-a.s., for all s ∈ [t, T ]. We recall

that the existence of such a version is ensured by [18, Lemma A.1]. Further, Assumption A ensures by
standard arguments the existence and uniqueness of Xt,ξ,αt .

As admissible controls to our randomised problem, we consider the set V of all Pred(FB,µ) ⊗ B(AT )-
measurable processes which are strictly bounded away from 0 and ∞, that is 0 < inf [0,T ]×Ω̂×AT

ν ≤

sup[0,T ]×Ω̂×AT
ν < ∞. Further, we will also introduce the subset Vt ⊆ V of Pred(FBt,µt

) ⊗ B(AT )-

measurable processes. Note that by Girsanov’s Theorem, see [14, Proposition 14.4.I], we can define for
each admissible control ν ∈ V a probability measure using the Doléans-Dade exponential Lν as follows

dP̂ν

dP̂

∣

∣

∣

FB,µ,P̂
s

:= Lν
s := exp

(

∫

(0,s]

∫

Ar

log νr(α)µ(dr, dα) −

∫ s

0

∫

Ar

(νr(α) − 1)λr(dα)dr
)

, s ∈ [0, T ],

(4.6)

6To match the setting described in Section 3, we can define G′ := G ∨ FW
t and consider Î′ := Î

t,αt
·−t : [0, T − t] × Ω̂ → AT

and W ′ := W t
·−t. Note that, for example, Î′ is then G′ ∨ FW ′

-progressive since G′ ∨ FW ′
= (G ∨ FW

t+s)s∈[0,T −t].
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such that under P̂ν the Poisson random measure µ has the intensity νs(α)dsλs(dα), (recall that µ((0, s], du)
is supported on As ⊆ AT ). By the following Lemma 4.3, which can be proved in the same way as [31,
Lemma 2.4], we see that P̂ν is indeed well-defined.

Lemma 4.3. For every ν ∈ V the process Lν defined in (4.6) is a uniform integrable martingale and

LT ∈ L2(Ω̂,FB,µ
T , P̂;R).

We note that by standard arguments, since P̂ξ = P̂ν
ξ for all ν ∈ V , from Assumption A we obtain the

following uniform estimate

sup
αt∈At

sup
ν∈V

EP̂ν
[

sup
s∈[t,T ]

|Xt,ξ,αt
s |2

]

< ∞. (4.7)

Our goal is now to maximise the following randomised reward functional

JR(t, ξ, αt, ν) := E
P̂ν

[

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
]

,

where EP̂ν

denotes the expectation under the probability measure P̂ν corresponding to ν ∈ V . Finally,
we also define the randomised value function via

V R(t, ξ, αt) := sup
ν∈V

JR(t, ξ, αt, ν) < ∞,

which we know by Assumption B and (4.7) is well-defined. We note in the following Proposition 4.4, that
this is equivalent to taking only optimising over the controls in Vt.

Proposition 4.4. Let t ∈ [0, T ] and ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd). Defining the randomised problem over

the restricted control set Vt ⊆ V leads to the same value function, that is

V R(t, ξ, αt) = sup
ν∈Vt

JR(t, ξ, αt),

for all αt ∈ At ⊆ AT .

Proof. We first note that supν∈Vt
JR(t, ξ, αt, ν) ≤ supν∈V J

R(t, ξ, αt, ν) =: V R(t, ξ, αt) follows directly
from Vt ⊆ V . For the other direction, let us fix ν ∈ V . Since ν is Pred(FB,µ) ⊗ B(AT )-measurable,

by Proposition 3.5,7 we can decompose ν into an FB,µ
t ⊗ Pred(FBt,µt

) ⊗ B(AT )-measurable process Υ :
[0, T ] × Ω̂ × Ω̂ → AT with 0 < inf [0,T ]×Ω̂×Ω̂×AT

Υ ≤ sup[0,T ]×Ω̂×Ω̂×AT
Υ < ∞ such that ν(ω̂) = Υ(ω̂, ω̂),

for all ω̂ ∈ Ω̂. Note that in particular Υ(ω̂, ·) ∈ Vt for all ω̂ ∈ Ω̂. Now noting that Xt,ξ,αt and It,αt are

P̂-independent of FB,µ,P̂
t , we see that using freezing lemma, see e.g. [3, Lemma 4.1], that

JR(t, ξ, αt, ν) = EP̂
[

Lν
T g(P̂

FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
]

= EP̂
[

Lν
t E

P̂
[Lν

T

Lν
t

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)∣

∣

∣
FB,µ,P̂

t

]]

=

∫

Ω̂

L
ν(ω̂)
t EP̂

[L
Υ(ω̂,·)
T

L
Υ(ω̂,·)
t

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)]

P̂(dω̂)

=

∫

Ω̂

L
ν(ω̂)
t E

P̂
[

L
Υ(ω̂,·)
T

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)]

P̂(dω̂)

=

∫

Ω̂

L
ν(ω̂)
t JR(t, ξ, αt,Υ(ω̂, ·))P̂(dω̂)

≤

∫

Ω̂

L
ν(ω̂)
t sup

υ∈Vt

JR(t, ξ, αt, υ) P̂(dω̂) = sup
υ∈Vt

JR(t, ξ, αt, υ),

using that for every ω̂ ∈ Ω̂ we have Υ(ω̂, ·) ∈ Vt ⊆ V and thus
L

Υ(ω̂,·)

T

L
Υ(ω̂,·)
t

is P̂-independent of FB,µ,P̂
t , together

with E
P̂[Lυ

t ] = 1 and Lυ
t being FB,µ,P̂

t -measurable, for all υ ∈ V .

7Note that FB,µ = F
B,µ
t∧·

∨ FBt,µt
⊆ F

B,µ
t ∨ FBt,µt

.

16



Remark 4.5. We could also relax the requirement inf [0,T ]×Ω̂×AT
ν > 0 to ν ≥ 0. This leads to the same

value function V R, as also noted in [4, Remark 3.1]. However, to simplify our arguments, especially
later in the proof of Theorem 4.8, we will consider only inf [0,T ]×Ω̂×AT

ν > 0 as this condition ensures

that P̂ ∼ P̂ν .

Remark 4.6. Given ν ∈ V, since ν is FB,µ-predictable and P̂ν ∼ P̂, the process P̂
FB,µ,P̂

s

X
t,ξ,αt
s

is also FBt,µt,P̂ν

-

optional and for all s ∈ [t, T ] satisfies P̂
FB,µ,P̂

s

X
t,ξ,αt
s

= LP̂ν

(Xt,ξ,αt
s |FB,µ,P̂ν

s ), P̂ν-a.s., which hence justifies

writing P̂
FB,µ,P̂

s

X
t,ξ,αt
s

= P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

.

Lemma 4.7. The reward functional JR(t, ·, ·, ·) : L2(Ω,G ∨ FW
t ,P;Rd) × At × V → R is continuous for

each t ∈ [0, T ], where we equip V with the L∞-norm.

Proof. Let (ξn, αn
t , ν

n)n ⊆ L2(Ω,G ∨ FW
t ,P;Rd) × At × V with (ξn, αn

t , ν
n) → (ξ∞, α∞

t , ν
∞) ∈ L2(Ω,G ∨

FW
t ,P;Rd) × At × V in L2(P) ×L0(P̂) ×L∞(ds× P̂). Further let us define ν̄ := supk∈N∪{∞} ν

k. Note that

since νn → ν∞ in L∞(ds × P̂), by construction ν̄ ∈ V and thus P̂ν̄ ∼ P̂. By Lemma 3.2, and using that

ρ < 1 we see that also dP̂
ν̄

A (It,αn
t , It,α∞

t ) = dP̂
ν̄

Â
(Ît,αn

t , Ît,α∞
t ) → 0. Furthermore, since P̂|G∨FW

t
= P̂ν̄ |G∨FW

t
,

we also have ξn → ξ∞ in L2(P̂ν̄). Since Xt,ξn,αn
t and Xt,ξ∞,α∞

t are G ∨ FW,B,µ,P̂ν̄

-progressive, and since
G ∨ FW is independent of FB,µ under P̂ν̄ , we see that, for all s ∈ [t, T ], P̂ν̄-a.s.,

W2(P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξn,αn

t
s

, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξ∞,α∞

t
s

)2 ≤ E
P̂ν̄

[|X
t,ξn,αn

t
s −X

t,ξ∞,α∞
t

s |2|FB,µ,P̂ν̄

s ] = E
P̂ν̄

[|X
t,ξn,αn

t
s −X

t,ξ∞,α∞
t

s |2|FB,µ,P̂ν̄

T ],

which implies due to the P̂ν̄-a.s. continuity of (P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξn,αn

t
s

)s and (P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξ∞,α∞

t
s

)s that

sup
s∈[t,T ]

W2(P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξn,αn

t
s

, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξ∞,α∞

t
s

)2 ≤ E
P̂ν̄

[

sup
s∈[t,T ]

|X
t,ξn,αn

t
s −X

t,ξ∞,α∞
t

s |2
∣

∣

∣
FB,µ,P̂ν̄

T

]

.

Thus from Assumption A, standard arguments using the BDG-inequality and Gronwall’s Lemma show
that

E
P̂ν̄

[

sup
s∈[t,T ]

(

|X
t,ξn,αn

t
s −X

t,ξ∞,α∞
t

s |2 + W2(P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξn,αn

t
s

, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξ∞,α∞

t
s

)2
)]

→ 0. (4.8)

Finally, we see that for all n ∈ N,

|JR(t, ξn, αn
t , ν

n) − JR(t, ξ∞, α∞
t , ν

∞)|

≤ E
P̂ν̄

[∣

∣

∣

Lνn

T

Lν̄
T

(

g(P̂
ν̄,FB,µ,P̂ν̄

T

X
t,ξn,αn

t
T

, X
t,ξn,αn

t

T ) +

∫ T

t

f(s, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξn,αn

t
s

, X
t,ξn,αn

t
s , I

t,αn
t

s )ds
)

−
Lν∞

T

Lν̄
T

(

g(P̂
ν̄,FB,µ,P̂ν̄

T

X
t,ξ∞,α∞

t
T

, X
t,ξ∞,α∞

t

T ) +

∫ T

t

f(s, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ξ∞,α∞

t
s

, X
t,ξ∞,α∞

t
s , I

t,α∞
t

s )ds
)∣

∣

∣

]

.

Thus, together with, for all k ∈ N ∪ {∞},

0 ≤
Lνk

T

Lν̄
T

= exp
(

∫

[0,T ]

∫

As

log
νk

s (α)

ν̄s(α)
µ(ds, dα) −

∫ T

0

∫

As

(νk
s (α) − ν̄s(α))λs(dα)ds

)

≤ exp
(

∫ T

0

∫

As

λs(dα)ds
)‖ν̄‖∞

< ∞,

and (4.8), (4.7) and Assumption B, we obtain the desired result by dominated convergence.

Our first main result is that this randomised problem is in some sense equivalent to the original
problem. Note that this then also allows us to transfer the properties of V from Proposition 2.2 to V R.
We give the proof in Appendix A.
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Theorem 4.8. The randomised problem is equivalent to the original MFC problem in the sense that for
all t ∈ [0, T ] and all ξ ∈ L2(Ω,G ∨ FW

t ,P;Rd) and αt ∈ At ⊆ AT ,

V (t, ξ) = V R(t, ξ, αt).

In particular, V R depends neither on the initial action αt ∈ At, the family (λs)s∈[0,T ] nor the extension

(Ω̂, F̂ , P̂) of (Ω,F ,P).

Remark 4.9. By Proposition 2.2, V depends on ξ only through its law Pξ and is independent of the
specific choice of (Ω,F ,P) and G. The equivalence result above thus implies that V R also depends only
on Pξ and remains the same for all spaces (Ω̂, F̂ , P̂) for which suitable G,W,B, µ exist, since every space
is a trivial extension of itself.

5 Randomised dynamic programming

In this section, we establish a randomised dynamic programming principle to characterise the value func-
tion of our mean-field control problem. Following the randomisation approach, we will first derive a
BSDE representation for the (randomised) value function through penalisation techniques. This repre-
sentation, combined with the equivalence between the original and randomised formulations established
in Theorem 4.8, subsequently enables us to derive the (randomised) dynamic programming principle.

5.1 BSDE representation

We start by deriving a BSDE representation for the value function V using its randomised setting from
Theorem 4.8. For this, we first define the following spaces

• S2
[t,T ](F

B,µ,P̂), the set of all càdlàg FB,µ,P̂-adapted processes Y : [t, T ] × Ω̂ → R processes Y such

that EP̂[
∫ T

t
|Yu|2du] < ∞,

• L2
W,[t,T ](F

B,µ,P̂), the set of all FB,µ,P̂-predictable processes Z : [t, T ] × Ω̂ → Rn that satisfy

E
P̂[

∫ T

t
|Zu|2du] < ∞,

• L2
λ,[t,T ](F

B,µ,P̂), the set of all Pred(FB,µ,P̂) ⊗ B(A)-measurable processes U : [t, T ] × Ω̂ × AT → R

such that EP̂[
∫ T

t

∫

Au
|Uu(α)|2λu(dα)du] < ∞,

• K2
[t,T ](F

B,µ,P̂) ⊆ S2
[t,T ](F

B,µ,P̂) the subset of all processes K : [t, T ] × Ω̂ → R that are additionally

nondecreasing, FB,µ,P̂-predictable and satisfy Kt = 0.

As it is standard for the randomisation approach, we will characterise the value function as the minimal
solution to a certain constrained BSDE. For this, our main tool will be [31, Theorem 2.1] since it replaces
the problem of characterising such a minimal solution by studying the limit of solutions to a class of
penalised BSDEs. Hence, we will first study in the following Lemma 5.1 the penalised BSDE (5.1) and
show that it corresponds to the optimisation over the following restricted randomised control set Vn ⊆ V
of all Pred(FB,µ) ⊗ B(AT )-measurable processes ν : [0, T ] × Ω̂ × AT → (0, n] with inf [0,T ]×Ω̂×AT

ν > 0,

based on the methodology by [31, 6, 4]. The proof is given in Appendix B.

Lemma 5.1. For n ∈ N, t ∈ [0, T ], αt ∈ At ⊆ AT and ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd), there exists a unique

solution

(Y n,t,ξ,αt , Zn,t,ξ,αt , Un,t,ξ,αt) ∈ S2
[t,T ](F

B,µ,P̂) × L2
W,[t,T ](F

B,µ,P̂) × L2
λ,[t,T ](F

B,µ,P̂)

to following penalised BSDE,

Y n,t,ξ,αt
s = E

P̂[g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|FB,µ,P̂
T ] +

∫ T

s

E
P̂[f(r, P̂

FB,µ,P̂
r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )|FB,µ,P̂
r ]dr (5.1)

−

∫ T

s

Zn,t,ξ,αt
r dBr + n

∫ T

s

∫

Ar

(Un,t,ξ,αt
r (α))+λr(dα)dr −

∫ T

s

∫

Ar

Un,t,ξ,αt
r (α)µ(dr, dα).
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Further, for any s ∈ [t, T ] and r ∈ [s, T ], we also have the following representation,

Y n,t,ξ,αt
s = ess sup

ν∈Vn

E
P̂ν

[

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

, P̂-a.s., (5.2)

and moreover for any r ∈ [t, T ], we have the following estimate

E
P̂[Y n,t,ξ,αt

t ] ≤ sup
ν∈Vn

E
P̂ν

[

Y n,t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

. (5.3)

Using the previous result on penalised BSDEs, we can now show the following BSDE formulation for
our randomised control problem. Our approach is similar to [6, 4] and based on [31, Theorem 2.1] which
connects penalised BSDEs like (5.1) with constrained BSDEs of the form (5.4). The proof is given in
Appendix C.

Theorem 5.2. Let (t,m) ∈ [0, T ] × P2(Rd). For any αt ∈ At ⊆ AT and ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd) such

that Pξ = m, there exists a unique minimal solution

(Y t,ξ,αt , Zt,ξ,αt , U t,ξ,αt ,Kt,ξ,αt) ∈ S2
[t,T ](F

B,µ,P̂) × L2
W,[t,T ](F

B,µ,P̂) × L2
λ,[t,T ](F

B,µ,P̂) × K2
[t,T ](F

B,µ,P̂),

in the sense that for any other solution (Ỹ t,ξ,αt , Z̃t,ξ,αt , Ũ t,ξ,αt , K̃t,ξ,αt) we have Y t,ξ,αt ≤ Ỹ t,ξ,αt , to the
following constrained BSDE

Y t,ξ,αt
s = E

P̂[g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|FB,µ,P̂
T ] +

∫ T

s

E
P̂[f(r, P̂

FB,µ,P̂
r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )|FB,µ,P̂
r ]dr (5.4)

−

∫ T

s

Zt,ξ,αt
r dBr +Kt,ξ,αt

T −Kt,ξ,αt
s −

∫ T

s

∫

Ar

U t,ξ,αt
r (α)µ(dr, dα),

U t,ξ,αt
s (α) ≤ 0, for λs(dα)-a.e. α ∈ As, for ds-a.e. s ∈ [t, T ].

Further for any s ∈ [t, T ] and r ∈ [s, T ] we also have the following representation,

Y t,ξ,αt
s = ess sup

ν∈V
EP̂

ν
[

Y t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

, P̂-a.s. (5.5)

Finally, Y t,ξ,αt

t is P̂-a.s. constant, and satisfies for any r ∈ [t, T ] also

Y t,ξ,αt

t = sup
ν∈V

E
P̂ν

[

Y t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

, P̂-a.s., (5.6)

and thus Y t,ξ,αt

t = V (t,m), P̂-a.s.

5.2 Randomised dynamic programming principle

Recalling that in Section 4 we have established an equivalence between the value function of the original
and the randomised problem, we note that V R = V only depends on time and initial law of X . Thus
the question about a dynamic programming principle is well-posed and in this section we want to use the
randomised formulation to establish such a DPP for V R and thus also for V .

We start by studying the flow property of the randomised state dynamics (4.5). For this, we will

need to define solutions Xt,ζ,γt to (4.5) for more general initial conditions ζ ∈ L2(Ω̂,G ∨ FW,B,µ
t , P̂;Rd)

and γt ∈ L0(Ω̂,G ∨ FW,B,µ
t , P̂;A). We note that as in Section 4 the existence and uniqueness of Xt,ζ,γt is

standard since both the existence and uniqueness of It,γt given Ît,γt by Corollary 4.2 also extend to such

more general initial conditions. If moreover supν∈V E
P̂[|ζ|2] < ∞ holds, then similarly to the estimate in

(4.7), we obtain

sup
γt

sup
ν∈V

EP̂ν
[

sup
s∈[t,T ]

|Xt,ζ,γt
s |2

]

< ∞. (5.7)

This now allows us to write down the following flow property for (4.5).
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Lemma 5.3. Let t ∈ [0, T ] and ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd). Then for all s ∈ [t, T ], the following flow

property holds

(

Xs,X
t,ξ,αt
s ,I

t,αt
s

u , Is,I
t,αt
s

u , P̂
FB,µ,P̂

u

X
s,X

t,ξ,αt
s ,I

t,αt
s

u

)

u∈[s,T ]
=

(

Xt,ξ,αt
u , It,αt

u , P̂
FB,µ,P̂

u

X
t,ξ,αt
u

)

u∈[s,T ]
, P̂-a.s.

Proof. We note that by Corollary 4.2, It,αt and Is,It,αt
are indistinguishable on [s, T ]. Thus Xt,ξ,αt and

Xs,X
t,ξ,αt
s ,I

t,αt
s both solve (4.5) on [s, T ], and hence the flow property follows from the strong uniqueness

of solutions to (4.5).

Next let us take a closer look at such randomised settings with a randomised strategy ν ∈ V and general
initial conditions ζ ∈ L2(Ω̂,G ∨ FW,B,µ

t , P̂;Rd), γt ∈ L0(Ω̂,G ∨ FW,B,µ
t , P̂;A). We want to decompose

both ζ, γt and ν along the σ-algebra FB,µ,P̂
t , to be able to relate this to our original setting with ξ ∈

L2(Ω̂,G ∨ FW
t , P̂;Rd) and αt ∈ At, which we studied in the previous sections. For this, we recall that

we introduced Bt := (B·∨t − Bt) and µt := µ(· ∩ ((t, T ] × AT )) in Section 4. We then note that by

Proposition 3.5, we can decompose both ζ, γt and ν into unique Ξ ∈ L2(Ω̂×Ω̂,FB,µ
t ⊗(G∨FW

t ), P̂⊗P̂;Rd),

Ct ∈ L0(Ω̂ × Ω̂,FB,µ
t ⊗ (G ∨ FW

t ), P̂ ⊗ P̂;A) and an FB,µ
t ⊗ Pred(FBt,µt

) ⊗ B(AT )-measurable process
Υ with 0 < inf [0,T ]×Ω̂×Ω̂×AT

Υ ≤ sup[0,T ]×Ω̂×Ω̂×AT
Υ < ∞ such that (ζ, γt, ν)(ω̂) = (Ξ, Ct,Υ)(ω̂, ω̂), for

P̂-a.a. ω̂ ∈ Ω̂. This decomposition is the motivation for the following lemma, which studies how this
decomposition reflects in the reward functional.

Lemma 5.4. Let t ∈ [0, T ], ζ ∈ L2(Ω̂,G ∨FW,B,µ
t , P̂;Rd), γt ∈ L0(Ω̂,G ∨FW,B,µ

t , P̂;A) and ν ∈ V, and let

Ξ ∈ L2(Ω̂×Ω̂,FB,µ
t ⊗(G∨FW

t ), P̂⊗P̂;Rd), Ct ∈ L0(Ω̂×Ω̂,FB,µ
t ⊗(G∨FW

t ), P̂⊗P̂;A) and Υ be an FB,µ
t ⊗

Pred(FBt,µt

) ⊗ B(AT )-measurable process such that 0 < inf [0,T ]×Ω̂×Ω̂×AT
Υ ≤ sup[0,T ]×Ω̂×Ω̂×AT

Υ < ∞

(in particular, Υ(ω̂, ·) ∈ Vt for every ω̂ ∈ Ω̂), such that (ζ, γt, ν)(ω̂) = (Ξ, Ct,Υ)(ω̂, ω̂), for P̂-a.a. ω̂ ∈ Ω̂.

Assuming that supυ∈V EP̂υ

[|ζ|2] < ∞, then it holds that

E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ζ,γt
T

, Xt,ζ,γt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ζ,γt
s

, Xt,ζ,γt
s , It,γt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

(ω̂)

= E
P̂υ

[

g(P̂
υ,FB,µ,P̂υ

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
υ,FB,µ,P̂υ

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
]

∣

∣

∣

∣

ξ=Ξ(ω̂,·),αt=Ct(ω̂,·),υ=Υ(ω̂,·)

= JR(t, ξ, αt, υ)
∣

∣

∣

ξ=Ξ(ω̂,·),αt=Ct(ω̂,·),υ=Υ(ω̂,·)
, for P̂-a.a. ω̂ ∈ Ω̂. (5.8)

Proof. To prove the formula (5.8), we will first consider the case where ω̂ → (Ξ(ω̂, ·), Ct(ω̂, ·),Υ(ω̂, ·))

takes finitely many values, and then use continuity of J in ξ, αt, ν and of (X,PFB,µ,P

X ) in Ξ, Ct,Υ to obtain
the result for general Ξ, Ct,Υ.

(i) Let us assume that ω̂ 7→ (Ξ(ω̂, ·), Ct(ω̂, ·),Υ(ω̂, ·)) only takes finitely many values (in the spaces
L2(Ω̂,G ∨ FW

t , P̂;Rd), At and Vt), and thus are of the form

Ξ(ω̂1, ω̂2) =
K

∑

k=1

ξk(π(ω̂2))1Zk (ω̂1), Ct(ω̂
1, ω̂2) =

L
∑

l=1

αl
t(ω̂

2)1Hl (ω̂1),

Υ(ω̂1, ω̂2) =

M
∑

m=1

υm(ω̂2)1Em(ω̂1), for (ω̂1, ω̂2) ∈ Ω̂ × Ω̂,

where (Zk)k, (H
l)l, (E

m)m are each disjoint partitions of Ω̂, and ξk ∈ L2(Ω,G ∨ FW
t ,P;Rd), αl ∈ At and

υm ∈ Vt. Let us now consider the processes Ît,αl
t given by (4.1), and the corresponding It,αl

t which FÎ
t,αl

t -

identifies to Ît,αl
t from Corollary 4.2. We see that then

∑L
l=1 I

t,αl
t
1Hl by construction FÎt,γt

-identifies to

Ît,γt and thus again by Corollary 4.2 is indistinguishable from It,γt under P̂ ∼ P̂ν . Similarly, denoting

the corresponding unique solutions to (4.5) with starting value ξk by Xs,ξk,αl
t , we note that by strong

uniqueness of solutions to (4.5) the processesXs,ζ,γt and
∑K

k=1

∑L
l=1 X

t,ξk,αl
t
1Zk∩Hl are indistinguishable

under P̂ ∼ P̂ν . Finally, we also define the tilted probability measures P̂υm

∼ P̂ belonging to υm by
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dP̂υm

dP̂

∣

∣

FB,µ,P̂
u

:= Lυm

u for u ∈ [0, T ], see (4.6), and note that by construction Lν =
∑M

m=1 L
υm

1Em . All

together, this allows us to decompose the LHS of (5.8) as follows

E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ζ,γt
T

, Xt,ζ,γt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ζ,γt
s

, Xt,ζ,γt
s , It,γt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

=

K
∑

k=1

L
∑

l=1

M
∑

m=1

1Zk∩Hl∩Em E
P̂υm [

g(P̂
υm,FB,µ,P̂υm

T

X
t,ξk,αl

t
T

, X
t,ξk,αl

t

T )

+

∫ T

t

f(s, P̂
υm,FB,µ,P̂υm

s

X
t,ξk,αl

t
s

, X
t,ξk,αl

t
s , I

t,αl
t

s )ds
∣

∣

∣
FB,µ,P̂υm

t

]

. (5.9)

For each summand, we note that since υm ∈ Vt, by construction ξk, αl
t,W,B

t, µt are P̂υm

independent

of FB,µ,P̂υm

t . Thus from the strong uniqueness of solutions to (4.5) we can deduce that Xt,ξk,αl
t and

(P̂
υm,FB,µ,P̂υm

s

X
t,ξk,αl

t
s

)s∈[t,T ] are P̂υm

-independent of FB,µ,P̂υm

t . For this, one can e.g. note that the standard

construction of a solution to (4.5) using a Picard iteration leads to a process P̂υm

-independent of FB,µ,P̂υm

t

in every step and thus also in the limit. Therefore

E
P̂υm [

g(P̂
υm,FB,µ,P̂υm

T

X
t,ξk,αl

t
T

, X
t,ξk,αl

t

T ) +

∫ T

t

f(s, P̂
υm,FB,µ,P̂υm

s

X
t,ξk,αl

t
s

, X
t,ξk,αl

t
s , I

t,αl
t

s )ds
∣

∣

∣
FB,µ,P̂υm

t

]

= E
P̂υm [

g(P̂
υm,FB,µ,P̂υm

T

X
t,ξk,αl

t
T

, X
t,ξk,αl

t

T ) +

∫ T

t

f(s, P̂
υm,FB,µ,P̂υm

s

X
t,ξk,αl

t
s

, X
t,ξk,αl

t
s , I

t,αl
t

s )ds
]

= JR(s, ξk, αl
t, υ

m), P̂-a.s.,

which together with (5.9), shows that the claim (5.8) holds for ω̂ 7→ (Ξ(ω̂, ·), Ct(ω̂, ·),Υ(ω̂, ·)) only taking
finitely many values.

(ii) Let us now consider general (Ξ, Ct,Υ). We first note that due to ρ < 1, and since Υ is essentially
bounded, we can find a sequence (Ξn, Cn

t ,Υ
n)n such that (Ξn, Cn

t ,Υ
n) → (Ξ, Ct,Υ) in L2 ×L∞ ×L∞ and

a.s., such that supυ∈V E
P̂υ⊗P̂υ

[|Ξn|2] < ∞ and each ω̂ 7→ (Ξn(ω̂, ·), Cn
t (ω̂, ·),Υn(ω̂, ·)) only takes finitely

many values. Correspondingly we define ζn, γn
t , ν

n by (ζn, γn
t , ν

n)(ω̂) := (Ξn, Cn
t ,Υ

n)(ω̂, ω̂), which by

construction then satisfy (ζn, γn
t , ν

n) → (ζ, γt, ν) in L2 ×L∞ ×L∞ and a.s., and supυ∈V E
P̂υ

[|ζn|2] < ∞.
Thus by Part (i), we already know that (5.8) holds for each (Ξn, Cn

t ,Υ
n) and (ζn, γn

t , ν
n), and our task

now will be showing that (5.8) still holds in the limit, for which it is sufficient to show the convergence
of the left- and right-hand sides as n → ∞.

To this end, for the right-hand side of (5.8), we note that JR : [0, T ]×L2(Ω,G∨FW
t ,P;Rd)×At×V → R

is continuous in ξ, αt, ν by Lemma 4.7, and thus

lim
n→∞

JR(t,Ξn(ω̂, ·), Cn
t (ω̂, ·),Υn(ω̂, ·)) = JR(t,Ξ(ω̂, ·), Ct(ω̂, ·),Υ(ω̂, ·)), for P̂-a.a. ω̂ ∈ Ω̂.

For the left-hand side of (5.8), we introduce ν̄ := ν ∨ supn ν
n ∈ V . Then using the conditional Jensen’s

inequality, we obtain that

E
P̂ν̄

[
∣

∣

∣

∣

E
P̂νn [

g(P̂
νn,FB,µ,P̂νn

T

X
t,ζn,γn

t
T

, X
t,ζn,γn

t

T ) +

∫ T

t

f(s, P̂
νn,FB,µ,P̂νn

s

X
t,ζn,γn

t
s

, X
t,ζn,γn

t
s , I

t,γn
t

s )ds
∣

∣

∣
FB,µ,P̂νn

t

]

− EP̂ν
[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ζ,γt
T

, Xt,ζ,γt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ζ,γt
s

, Xt,ζ,γt
s , It,γt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

∣

∣

∣

∣

]

≤ E
P̂ν̄

[
∣

∣

∣

∣

Lνn

T

Lν̄
T

(

g(P̂
ν̄,FB,µ,P̂ν̄

T

X
t,ζn,γn

t
T

, X
t,ζn,γn

t

T ) +

∫ T

t

f(s, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ζn,γn

t
s

, X
t,ζn,γn

t
s , I

t,γn
t

s )ds
)

−
Lν

T

Lν̄
T

(

g(P̂
ν̄,FB,µ,P̂ν̄

T

X
t,ζ,γt
T

, Xt,ζ,γt

T ) +

∫ T

t

f(s, P̂
ν̄,FB,µ,P̂ν̄

s

X
t,ζ,γt
s

, Xt,ζ,γt
s , It,γt

s )ds
)

∣

∣

∣

∣

]

,
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and thus repeating the arguments in the proof of Lemma 4.7 using the estimate (5.7), we conclude that

E
P̂νn [

g(P̂
νn,FB,µ,P̂νn

T

X
t,ζn,γn

t
T

, X
t,ζn,γn

t

T ) +

∫ T

t

f(s, P̂
νn,FB,µ,P̂νn

s

X
t,ζn,γn

t
s

, X
t,ζn,γn

t
s , I

t,γn
t

s )ds
∣

∣

∣
FB,µ,P̂νn

t

]

→ EP̂ν
[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ζ,γt
T

, Xt,ζ,γt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ζ,γt
s

, Xt,ζ,γt
s , It,γt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

in L1(P̂ν̄).

Thus from the uniqueness of limits, we conclude that (5.8) also holds for general (Ξ, Ct,Υ), which com-
pletes the proof.

This allows us now to obtain the following more general connection between the mean-field control
problem and the BSDE in Theorem 5.5.

Theorem 5.5. Let t ∈ [0, T ] and ξ ∈ L2(Ω,G ∨ FW
t ,P;Rd). Further let αt ∈ At ⊆ AT and let

(Y t,ξ,αt , Zt,ξ,αt , U t,ξ,αt ,Kt,ξ,αt) be the unique minimal solution to (5.4) from Theorem 5.2. Then for
any s ∈ [t, T ], it holds that

Y t,ξ,αt
s = V (s, P̂

ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

), P̂-a.s.

Proof. We start by decomposing (Xt,ξ,αt
s , It,αt

s ). Since Xt,ξ,αt
s and It,αt

s are both G∨FW,B,µ,P̂
s -measurable,

by e.g. Proposition 3.5 there exist FB,µ
s ⊗ (G ∨ FW

s )-measurable ζ : Ω̂ × Ω̂ → Rd and Cs : Ω̂ × Ω̂ → A
such that

(Xt,ξ,αt
s , It,αt

s )(ω̂) = (ζ, Cs)(ω̂, ω̂), for P̂-a.a. ω̂ ∈ Ω̂.

Note that by construction P̂
FB,µ,P̂

s

X
t,ξ,αt
s

(ω̂) = P̂ζ(ω̂,·), for P̂-a.a. ω̂ ∈ Ω̂, since FB,µ,P̂
t and G ∨ FW,P̂

t are indepen-

dent under P̂. Hence, from Proposition 4.4 and Theorem 4.8, we now see that

V (s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

(ω̂)) = V R(s, ζ(ω̂, ·), Cs(ω̂, ·)) = sup
ν∈Vs

JR(s, ζ(ω̂, ·), Cs(ω̂, ·), ν), for P̂-a.a. ω̂ ∈ Ω̂,

At the same time, we note that Theorem 5.2 (for r = T ) together with the flow property in Lemma 5.3
implies that P̂-a.s.

Y t,ξ,αt
s = ess sup

ν∈V
E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

= ess sup
ν∈V

EP̂ν
[

g(P̂
ν,FB,µ,P̂ν

T

X
s,X

t,ξ,αt
s ,I

t,αt
s

T

, Xs,X
t,ξ,αt
s ,I

t,αt
s

T )

+

∫ T

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
s,X

t,ξ,αt
s ,I

t,αt
s

u

, Xs,X
t,ξ,αt
s ,I

t,αt
s

u , It,αt
u )du

∣

∣

∣
FB,µ,P̂ν

s

]

.

In particular, the claim now follows if we can show that P̂-a.s.

sup
ν∈Vs

JR(s, ζ(ω̂, ·), Cs(ω̂, ·), ν)

= ess sup
ν∈V

E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
s,X

t,ξ,αt
s ,I

t,αt
s

T

, Xs,X
t,ξ,αt
s ,I

t,αt
s

T )

+

∫ T

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
s,X

t,ξ,αt
s ,I

t,αt
s

u

, Xs,X
t,ξ,αt
s ,I

t,αt
s

u , It,αt
u )du

∣

∣

∣
FB,µ,P̂ν

s

]

.

To this end, we note that by the estimate (4.7), we have supν∈V E
P̂ν

[|ζ|2] = supν∈V E
P̂ν

[|Xt,ξ,αt
s |2] < ∞.

Hence ”≤” follows from Lemma 5.4 since Vs ⊆ V . On the other hand, for ”≥” it suffices to notice that we
can decompose every ν ∈ V by Proposition 3.5 into an FB,µ

s ⊗Pred(FBs,µs

) ⊗ B(AT )-measurable process
Υ such that νr(ω̂, α) = Υr(ω̂, ω̂, α) for all ω̂ ∈ Ω̂, α ∈ AT , r ∈ [0, T ], as this direction now follows from
Lemma 5.4 since Υ(ω̂, ·) ∈ Vs for P̂-a.a. ω̂ ∈ Ω̂.
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Finally, we can now conclude the following randomised dynamic programming principle (DPP).

Theorem 5.6. Let (t,m) ∈ [0, T ] × P2(Rd). Then for any choice of αt ∈ At ⊆ AT and ξ ∈ L2(Ω,G ∨
FW

t ,P;Rd) with P̂ξ = m, it holds for s ∈ [t, T ] that

V (t,m) = sup
ν∈V

E
P̂ν

[

V (s, P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

) +

∫ s

t

f(r, P̂
ν,FB,µ,P̂ν

r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )dr
]

. (5.10)

Proof. This follows directly from Theorems 5.2 and 5.5.

Remark 5.7. Assuming that the value function V is sufficiently regular, this approach leads to the stan-
dard (non-randomised) DPP for mean-field control problems, which has been well-studied in the literature,
with [17, 18] providing one of the most comprehensive studies. Specifically, we can interpret the right-
hand side in (5.10) as a new control problem with running reward f and terminal reward V . Thus, as
long as V satisfies the assumptions on g in Assumption B, we can apply the same theory developed in
this paper again to this new problem. Consequently, by Theorem 4.8, we then obtain

V (t,m) = sup
ν∈V

E
P̂ν

[

V (s, P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

) +

∫ s

t

f(r, P̂
ν,FB,µ,P̂ν

r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )dr
]

= sup
α∈A

EP
[

V (s,P
FB,P

s

X
t,ξ,α
s

) +

∫ s

t

f(r,P
FB,P

r

X
t,ξ,α
r

, Xt,ξ,α
r , αr)dr

]

.

A Proof of Theorem 4.8

Our goal in this section is proving that V = V R. For this let us fix t ∈ [0, T ] and αt ∈ At. Furthermore,
let us fix also the family (λs)s∈[0,T ] satisfying Assumption C. As already outlined in Theorem 4.8, we will
obtain as a side result that V R is independent of specific choice of αt ∈ At, which we will come into play
later again in the upcoming dynamic programming result in Section 5.2. In what follows, we will prove
the two direction V ≤ V R and V R ≤ V separately. The general structure of the proofs is similar to
[4, 6], albeit the detailed arguments are naturally different in our mean-field setting due to the presence
of the mean-field interaction and the common noise.

A crucial tool will be the following Lemma A.1, which shows that the randomised value function V R

is independent of the specific choice of the extension of the probability space (Ω,F ,P). This will allow
us to simplify the upcoming proofs by considering suitable extensions of (Ω,F ,P) as needed for each
direction.

Lemma A.1. The randomised value function V R does not depend on the specific extension (Ω̂, F̂ , P̂) of
(Ω,F ,P).

Proof. Let t ∈ [0, T ], ξ ∈ L2(Ω,G ∨FW
t ,P;Rd) and αt ∈ At. Further let (λs)s∈[0,T ] satisfy Assumption C,

and let (Ω̂i, F̂ i, P̂i), i ∈ {1, 2} be both extensions of (Ω,F ,P), each carrying a Poisson point measure
µi with intensity λs(dα)ds independent of Gi,W i, Bi. We denote the respective canonical projections

by πi : (Ω̂i, F̂ i) → (Ω,F). By the extension property, we have then that LP̂1

(π1) = LP̂2

(π2). There-

fore, by introducing πi|Gi : (Ω̂i, Ĝi) → (Ω,G), i ∈ {1, 2}, we observe that also LP̂1

(π1|G1 ,W 1, B1) =

LP̂2

(π2|G2 ,W 2, B2). Finally, using the independence of Gi,W i, Bi from µi and thus also from the corre-

sponding Ît,αt,i defined by (4.1), together with LP̂1

(µ1) = LP̂2

(µ2) this shows that

LP̂1

(π1|G1 ,W 1, B1, Ît,αt,1, µ1) = LP̂2

(π1|G2 ,W 2, B2, Ît,αt,2, µ2).

Then Corollary 4.2 shows that the corresponding càdlàg, FW i

∨ Gi ∨ Fµt,i

T -predictable and FW i,µt,i

∨ Gi-

progressive It,αt,i which FÎt,αt,i

-identify to Ît,αt,i, i ∈ {1, 2} are unique (up to indistinguishability) and
moreover satisfy

LP̂1

(π1|G1 ,W 1, B1, Ît,αt,1, It,αt,1, µ1) = LP̂2

(π2|G2 ,W 2, B2, Ît,αt,2, It,αt,2, µ2).
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Using the weak uniqueness of solutions to the SDE (4.5), we hence obtain for the corresponding unique

solutions Xt,ξi,αt,i to (4.5), i ∈ {1, 2}, that

LP̂1

(Xt,ξ1,αt,1, µ1, It,αt,1, (P̂
1,FB1,µ1,P̂1

s

X
t,ξ1,αt,1
s

)s) = LP̂2

(Xt,ξ2,αt,2, µ2, It,αt,2, (P̂
2,FB2,µ2,P̂2

s

X
t,ξ2,αt,2
s

)s). (A.1)

Now let ν1 ∈ V1 be a randomised control and P̂1,ν1

∼ P̂1 be the corresponding tilted probability
measure. Then using [4, Lemma 4.2] and Proposition 3.9 we can represent it in the following form, for
all (s, ω̂1, a) ∈ [0, T ] × Ω̂1 × AT ,

ν1
s (ω̂1, a) = ν(0)

s (B1(ω̂1), a) 1[0,τ 1
1 (ω̂1)](s) (A.2)

+
∑

k≥1

ν(k)
s (B1(ω̂1), (τ1

1 (ω̂1), α1
1(ω̂1)), . . . , (τ1

k (ω̂1), α1
k(ω̂1)), a) 1(τ 1

k
(ω̂1),τ 1

k+1
(ω̂1)](s),

for Pred(Cn) ⊗ B(([0,∞) × AT )k) ⊗ B(AT )-B((0,∞))-measurable processes ν(k) : Cn × ([0,∞) × AT )k ×
AT → (0,∞), for all k ≥ 0, where (τ1

k , α
1
k)k≥1 are the events of µ1. This representation now allows us to

transfer the control ν1 to (Ω̂2, F̂2, P̂2) by defining, for all (s, ω̂1, a) ∈ [0, T ] × Ω̂1 × AT ,

ν2
s (ω̂2, a) = ν(0)

s (B2(ω̂2), a) 1[0,τ 2
1 (ω̂2)](s) (A.3)

+
∑

k≥1

ν(k)
s (B2(ω̂2), (τ2

1 (ω̂2), α2
1(ω̂2)), . . . , (τ2

k (ω̂2), α2
k(ω̂2)), a) 1(τ 2

k
(ω̂1),τ 2

k+1
(ω̂2)](s),

where (τ2
k , α

2
k)k≥1 are the events of µ2. We note that by Proposition 3.9, ν2 is Pred(FB2,µ2

) ⊗ B(AT )-
measurable and thus ν2 ∈ V2. Furthermore, the representations (A.2) and (A.3) together with (A.1)
show that

LP̂1

(Xt,ξ1,αt,1, µ1, It,αt,1, (P̂
1,FB1,µ1,P̂1

s

X
t,ξ1,αt,1
s

)s, ν
1) = LP̂2

(Xt,ξ2,αt,2, µ2, It,αt,2, (P̂
2,FB2,µ2,P̂2

s

X
t,ξ2,αt,2
s

)s, ν
2).

Finally, this allows us to conclude that

JR,1(t, ξ, αt, ν
1) = EP̂1

[

Lν1

T g(P̂
FB1,µ1,P̂1

T

1,X
t,ξ1,αt,1

T

, Xt,ξ1,αt,1
T ) +

∫ T

t

f(s, P̂
FB1,µ1,P̂1

s

1,X
t,ξ1,αt,1
s

, Xt,ξ,αt,1
s , It,αt,1

s )ds
]

= E
P̂2

[

Lν2

T g(P̂
FB2,µ2,P̂2

T

2,X
t,ξ1,αt,2

T

, Xt,ξ2,αt,2
T ) +

∫ T

t

f(s, P̂
FB2,µ2,P̂2

s

2,X
t,ξ2,αt,2
s

, Xt,ξ,αt,2
s , It,αt,2

s )ds
]

= JR,2(t, ξ, αt, ν
2),

where Lνi

T is given by (4.6). Since ν1 ∈ V1 was arbitrary, this shows that

V R,1(t, ξ, αt) = sup
ν1∈V1

JR,1(t, ξ, αt, ν
1) ≤ sup

ν2∈V2

JR,2(t, ξ, αt, ν
2) = V R,2(t, ξ, αt).

By the same arguments we can also show that V R,2(t, ξ, αt) ≤ V R,1(t, ξ, αt), and thus we conclude that
V R,1 ≡ V R,2.

A.1 Proof of V ≤ V
R

This direction relies on the result in [5, Proposition A.1]8 which allows us to approximate general progres-
sive controls with suitable point processes having both full support and a bounded intensity. Note that
this requires taking the view point of the admissible control set as the set of FB-predictable processes
taking values in AT as described in Section 3, since this allows us to view the mean-field dynamics as
a standard (albeit infinite-dimensional) control problem, for which we are now able to use the above
approximation result.

Let us fix t ∈ [0, T ], ξ ∈ L2(Ω,G ∨FW
t ,P;Rd) and some αt ∈ At. Our goal is now to show that for any

control α ∈ A, it holds that J(t, ξ, α) ≤ V R(t, ξ, α0). To this end, let us fix some arbitrary α ∈ A, then

8[5] is the extended version of the paper [4], and [5, Proposition A.1] is a more general version of [4, Proposition 4.1].

24



by Proposition 3.7 there exists a α̂ ∈ Â which is FB-identifying to α, and furthermore by Lemma 3.2 this
α̂ ∈ Â is unique up to modification.

Our first step will be constructing approximating AT -valued Poisson point processes for the AT -
valued control process α̂ ∈ Â. We recall that these processes are supposed to take the role of Ît,αt in
the randomised setting which we are going to construct, and thus we want them to start in αt at time t.
For this reason, we will first establish an approximation on [t, T ], and afterwards extend the underlying
Poisson random measure to (0, T ]. We note that (α̂s)s∈[t,T ] is a FB-progressive (in fact by the construction
in Proposition 3.7 it is even FB-predictable), and that α̂s ∈ As ⊆ AT for all s ∈ [t, T ]. Thus, by [5,
Proposition A.1], there exists a suitable extension (Ω × Ω′, (F ⊗ F ′)P⊗P′

,P⊗ P′) of our probability space
(Ω,F ,P), such that for any δ > 0 there exists a marked point process (τδ

k , α
δ
k)k≥1 with the corresponding

Poisson random measure µδ =
∑

k≥1 δ(τ δ
k

,αδ
k

) on (t, T ] × AT such that

(i) Fµδ,P⊗P′

T ⊆ FB,P⊗P′

T ∨ F ′,9 so in particular µδ is independent of G and W under P ⊗ P′,10

(ii) the process Ît,αt,δ defined by

Ît,αt,δ
s := αt1[t,τ δ

1 ) +
∑

k≥1

αδ
k1[τ δ

k
,τ δ

k+1
) = αt +

∫

(t,s]

∫

AT

(α− It,αt,δ
r− )µδ(dr, dα), s ∈ [t, T ],

satisfies dP⊗P′

Â,[t,T ]
(α̂, Ît,αt,δ) < δ,

(iii) the FB,µδ,P⊗P′

-compensator of µδ is absolutely continuous with respect to λs(dα)ds and can be
written as

νδ
s(α)λs(dα)ds,

where νδ is Pred(FB,µδ

) ⊗ B(AT )-measurable and satisfies

0 < inf
[t,T ]×Ω×Ω′×AT

νδ ≤ sup
[t,T ]×Ω×Ω′×AT

νδ < ∞,

(iv) αδ
k ∈ Aτ δ

k
, for all k ≥ 1.

Note that this statement is slightly different than [5, Proposition A.1]. At first glance, property (i) may
seem new, but it directly follows from the explicit construction in [5, Proposition A.1] constructing µδ

from FB,P⊗P′

and a family of random variables defined on (Ω′,F ′,P′), which is independent of δ. The
more crucial difference, however, is that while the action set A in [5] is constant over time, our action
sets As vary with s ∈ [t, T ], which now leads to the adapted form of the intensity process in (iii) and the
additional property (iv), necessary for consistency with the control randomisation introduced in Section 4.
Fortunately, we can extend its proof to cover our use case with minimal changes. Our admissible controls
α̂ ∈ Â satisfy additionally α̂s ∈ As for all s ∈ [0, T ], which allows us to choose the step function
approximation ᾱ =

∑∞
n=0 αn1[tn,tn+1) on [5, pp. 41-42] such that each α̂n ∈ Atn

⊆ AT . We then replace
the kernel qm on [5, p. 42] with a family of kernels (qm

s )s∈[0,T ], where each qm
s is constructed from λs instead

of λ and thus supported on As instead of AT . The definition of βm
n on [5, p. 42] is also modified to include

the time, so βm
n := qm

Rm
n

(αn, U
m
n ). The estimates on [5, pp. 42-43] remain valid, and we obtain a marked

point process κm with the compensator κ̃m(dt, dα) =
∑

n≥1 1(Sm
n ,Rm

n ](t)q
m
t (αn, dα)λnmdt, replacing qm

by qm
t in [5, Lemma A.1] and its proof. Finally, by replacing λ(dα)dt by λt(dα)dt in the intensity of the

additional ”small” intensity Poisson process πk on [5, p. 45], we can obtain the desired point measure
µδ = κm + πk without further modifications.

To extend the Poisson random measure µδ to [0, T ]×AT , we will extend the probability space again by

a probability space (Ω′′,F ′′,P′′) on which a Poisson random measure µ on (0, t] × AT with Fµδ

-intensity
λs(dα)ds lives. Hence we obtain (Ω̂, F̂ , Q̂) := (Ω × Ω′ × Ω′′, (F ⊗ F ′ ⊗ F ′′)P⊗P′⊗P′′

,P⊗P′ ⊗P′′), such that

µδ := µ(· ∩ ((0, t] × AT )) + µδ(· ∩ ((t, T ] × AT )) has the FB,µδ

-intensity νδ
s (α)λs(dα)ds, where we extend

νδ to [0, t] × AT with νδ|[0,t]×AT
≡ 1. As before, with slight abuse of notation, we identify each sigma

9With slight abuse of notation, we identify F ′ with its canonical extension to Ω × Ω′.
10The independence follows from the explicit construction in [5, Proposition A.1] which uses only FB,P⊗P′

together with
a fixed family of random variables defined on (Ω′, F ′,P′), which is independent of δ.
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algebra F with its canonical extension to the product space. Note that property (i) also extends to µδ

on [0, T ], that is, Fµδ,Q̂
T ⊆ FB,Q̂

T ∨ F ′ ⊗ F ′′, and in particular µδ on [0, T ] is again independent of G and

W under Q̂.
Having defined approximations (Ît,αt,δ)δ to α̂, we will now also show that the corresponding state

processes converge. We first note that by Corollary 4.2 for every δ > 0, there exist an FW,µδ

∨ G-

progressive, càdlàg It,αt,δ that FIt,αt,δ

-identifies to Ît,αt,δ. Moreover, by Lemma 3.2, we have

dQ̂A,[t,T ](α, I
t,αt,δ) = dQ̂

Â,[t,T ]
(α̂, Ît,αt,δ) = dP⊗P′

Â,[t,T ]
(α̂, Ît,αt,δ) < δ, for all δ > 0. (A.4)

Correspondingly, we now define Xt,ξ,αt,δ as the unique solution to the SDE

dXt,ξ,αt,δ
s = b(s, Q̂

FB,µδ,Q̂
s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )ds+ σ(s, Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )dWs

+ σ0(s, Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )dBs, Xt,ξ,αt,δ
t = ξ. (A.5)

We next show that Xt,ξ,αt,δ converges to the state process Xt,ξ,α for our control α ∈ A in the original
control problem, as δ → 0. To this end, we note that we can rewrite the conditional distributions

occurring in (2.1) and (A.5) as follows: Since Xt,ξ,α is G ∨ FW,B,Q̂-progressive and by construction

G,W,B and F ′ ⊗ F ′′ are independent under Q̂, we see that Q̂
FB,Q̂

s

X
t,ξ,α
s

= Q̂
FB,Q̂

T
∨F ′⊗F ′′

X
t,ξ,α
s

, Q̂-a.s., for all

s ∈ [t, T ]. For the G ∨FW,B,µδ ,Q̂-progressive process Xt,ξ,αt,δ, we note that by property (i) of µδ, we have

Fµδ,Q̂
T ⊆ FB,Q̂

T ∨ F ′ ⊗ F ′′, which together with the independence of G,W from B,F ′ ⊗ F ′′ under Q̂ shows

that Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

= Q̂
FB,Q̂

T
∨F ′⊗F ′′

X
t,ξ,αt,δ
s

, Q̂-a.s., for all s ∈ [t, T ]. Therefore we can estimate, for all s ∈ [t, T ],

Q̂-a.s.,

W2(Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Q̂
FB,Q̂

s

X
t,ξ,α
s

)2 = W2(Q̂
FB,Q̂

T
∨F ′⊗F ′′

X
t,ξ,αt,δ
s

, Q̂
FB,Q̂

T
∨F ′⊗F ′′

X
t,ξ,α
s

)2 ≤ EQ̂
[

|Xt,ξ,αt,δ
s −Xt,ξ,α

s |2
∣

∣ FB,Q̂
T ∨F ′⊗F ′′

]

,

which implies that

sup
s∈[t,T ]

W2(Q̂
FB,µδ ,Q̂

s

X
t,ξ,αt,δ
s

, Q̂
FB,Q̂

s

X
t,ξ,α
s

)2 ≤ E
Q̂

[

sup
s∈[t,T ]

|Xt,ξ,αt,δ
s − Xt,ξ,α

s |2
∣

∣

∣
FB,Q̂

T ∨ F ′ ⊗ F ′′
]

.

Now, from (A.4), and using Assumption A, standard arguments involving the BDG-inequality and Gron-
wall’s Lemma lead to the following estimate

EQ̂
[

sup
s∈[t,T ]

(

|Xt,ξ,αt,δ
s −Xt,ξ,α

s |2 + W2(Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Q̂
FB,Q̂

s

X
t,ξ,α
s

)2
)]

→ 0,

and thus by Assumption B that

E
Q̂

[

g(Q̂
FB,µδ,Q̂

T

X
t,ξ,αt,δ

T

, Xt,ξ,αt,δ
T ) +

∫ T

t

f(s, Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )ds
]

→ E
Q̂

[

g(Q̂
FB,Q̂

T

X
t,ξ,α

T

, Xt,ξ,α
T ) +

∫ T

t

f(s, Q̂
FB,Q̂

s

X
t,ξ,α
s

, Xt,ξ,α
s , αs)ds

]

= J(t, ξ, α).

Therefore, the claim follows if we prove that

EQ̂
[

g(Q̂
FB,µδ,Q̂

T

X
t,ξ,αt,δ

T

, Xt,ξ,αt,δ
T ) +

∫ T

t

f(s, Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )ds
]

≤ V R(t, ξ, αt), for all δ > 0.

For this, we will express the left-hand side as the pay-off of a randomised control, using that by Lemma A.1
we can freely choose our randomised probability setting. We will define a new probability measure
P̂(δ) ∼ Q̂ on (Ω̂, F̂) via

dP̂(δ)

dQ̂

∣

∣

∣

FB,µδ ,Q̂
s

:= L
1

νδ

s = exp
(

∫

(0,s]

∫

Ar

log
1

νδ
r (α)

µδ(dr, dα)−

∫ s

0

∫

Ar

( 1

νδ
r (α)

−1
)

λr(dα)dr
)

, s ∈ [0, T ].
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By Lemma 4.3 and Girsanov’s Theorem, see [14, Proposition 14.4.I], we note that µδ has under P̂(δ) the
intensity λs(dα)ds, since by property (iii) the process νδ and thus also 1

νδ are strictly bounded away from

0 and ∞. Further, following the same arguments as in [23, page 2155] shows that µδ is independent of

W,B and also B resp. W are still FB,µδ,P̂(δ)

- resp. FW,µδ,P̂(δ)

-Brownian motions under P̂(δ). Finally, since

νδ is Pred(FB,µδ

) ⊗ B(AT )-measurable and thus independent of G under Q̂, this shows that µδ stays
independent of G under P̂(δ).

Next, we observe that the Radon-Nikodym derivative given by dP̂(δ)

dQ̂
|
FB,µδ ,Q̂

·

= L
1

νδ is by construction

FB,µδ

-progressive and that E
P′⊗P′′

[ dP̂(δ)

dQ̂
|
FB,µδ,Q̂

T

(ω, ·)] = E
P′⊗P′′

[L
1

νδ

T (ω, ·)] ≡ 1, for P-a.e. ω ∈ Ω, which

shows that (Ω̂, F̂ , P̂(δ)) is an extension of (Ω,F ,P). Finally, as outlined in Remark 4.6, we see that
Xt,ξ,αt,δ satisfies the (uncontrolled) randomised state equation (4.5) under P̂(δ), and thus (Ω̂, F̂ , P̂(δ))
forms a randomised setting as defined in Section 4.

From the properties (iii) and (iv) of µδ, we note that νδ ∈ V is an admissible randomised control to

this randomised setting. Further, by construction Q̂ = (P(δ))νδ

is the probability measure belonging to
the randomised control νδ ∈ V , and thus we conclude by Lemma A.1 that

E
Q̂

[

g(Q̂
FB,µδ,Q̂

T

X
t,ξ,αt,δ

T

, Xt,ξ,αt,δ
T )+

∫ T

t

f(s, Q̂
FB,µδ,Q̂

s

X
t,ξ,αt,δ
s

, Xt,ξ,αt,δ
s , It,αt,δ

s )ds
]

= JR
(Ω̂,F̂ ,P̂(δ))

(t, ξ, αt, ν
δ) ≤ V R(t, ξ, αt).

Finally, since α ∈ A was arbitrary, we thus conclude that V (t, ξ) = supα∈A J(t, ξ, α) ≤ V R(t, ξ, αt) for
all αt ∈ At.

A.2 Proof of V
R ≤ V

Based on the approach in [4, 6], we will consider a canonical extension (in some sense) (Ω̂, F̂ , P̂) of
(Ω,F ,P), using that by Lemma A.1 we are free to choose the extension we want to work on. Together
with (Ω̂, F̂ , P̂), we will in Appendix A.2.1 define an auxiliary problem, which essentially extends the
original control problem to this extended space. Denoting its value function by V E , our goal for this
section will be proving that V R ≤ V E ≤ V .

A.2.1 The canonical extended space and an auxiliary problem

We will start by construction the space (Ω̂, F̂ , P̂), which we will need for the later proofs in this section. We
recall from Section 3 that (λs)s∈[0,T ] is a family of measures on AT such that each λs is fully supported
on As, and λs ≪ λr for 0 ≤ s ≤ r ≤ T . Now following essentially the construction in [4], we can
find a surjective, measurable map πAT

: R → AT and a family of measures (λ′
s)s∈[0,T ] on R such that

λs = λ′
s ◦ π−1

AT
and λ′

s ≪ λ′
r for 0 ≤ s ≤ r ≤ T . This allows us to consider the canonical space (Ω′,F ′,P′)

of a nonexplosive Poisson point process on (0,∞) × R with intensity λ′
s(dr)ds, which is constructed

as follows: Let Ω′ be the set of all sequences ω′ = (τk, rk)k≥1 ⊆ (0,∞) × R with τk < τk+1 < ∞
and τk → ∞. Next we denote the canonical process by (Tk, Rk)k≥1 and let µ′ :=

∑

k≥1 δ(Tk,Rk) be
the corresponding point measure. Letting P′ be the (unique) probability measure, under which µ′ is a
Poisson random measure with intensity λ′

s(dr)ds, (recall that λs and thus λ′
s are bounded), we define

F ′ := σ(Tk, Rk|k ≥ 1)∨N P′

, where N P′

denotes all P′-null sets. We note that by construction F ′ = Fµ,P′

∞ .
Finally, we define Ak := πAT

(Rk) ∈ AT for each k ≥ 1 and note that by construction Ak ∈ ATk
, P′-a.s.

Therefore we define the random point measure µ :=
∑

k≥1 δ(Tk,Ak), which by construction has intensity

λs(dα)ds under P′. In the following we will denote by (Ω̂, F̂ , P̂) := (Ω × Ω′, (F ⊗ F ′)P⊗P′

,P ⊗ P′) the
extension of Ω with Ω′. As usual, we denote the canonical extension of G, ξ,W,B,F ′ to (Ω̂, F̂ , P̂) with
the same symbol.

Next we will define an auxiliary problem on this extended space. For this, we define AE as the set of
all FW,B ∨G ∨F ′-predictable processes α. Then for each t ∈ [0, T ], ξ ∈ L2(Ω,G ∨FW

t ,P;Rn) and α ∈ AE ,

we denote by Xt,ξ,α the unique FW,B,P̂ ∨ G ∨ F ′-progressive process solving the state dynamics

dXt,ξ,α
s = b(s, P̂

FB,P̂
s ∨F ′

X
t,ξ,α
s

, Xt,ξ,α
s , αs)ds+ σ(s, P̂

FB,P̂
s ∨F ′

X
t,ξ,α
s

, Xt,ξ,α
s , αs)dWs

+ σ0(s, P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

, Xt,ξ,α
s , αs)dBs, Xt,ξ,α

t = ξ. (A.6)
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As before, here (P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

)s∈[t,T ] shall denote the FB,P̂ ∨ F ′-predictable and P̂-a.s. continuous version of

(L(Xt,ξ,α
s |FB,P̂

s ∨F ′))s∈[t,T ], that is P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

= L(Xt,ξ,α
s |FB,P̂

s ∨F ′), P̂-a.s., for all s ∈ [t, T ]. We recall that

the existence of such a version is ensured by [18, Lemma A.1], since (t, ω, ω′) 7→ (Bt(ω), ω′) is a continuous

Hunt process and thus by [12, Chapter 3, Section 2.3, pp. 30–32], O(FB,P̂ ∨F ′) = Pred(FB,P̂∨F ′). Again
we note that by standard results, the existence and uniqueness of Xt,ξ,α follows from Assumption A, as
well as the basic estimate

sup
α∈AE

E
P̂

[

sup
s∈[t,T ]

|Xt,ξ,α
s |2

]

< ∞.

Finally, by Assumption B the following reward functional

JE(t, ξ, α) := EP̂
[

g(P̂
FB,P̂

T
∨F ′

X
t,ξ,α

T

, Xt,ξ,α
T ) +

∫ T

t

f(s, P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

, Xt,ξ,α
s , αs)ds

]

is again well-defined, and we can introduce the corresponding value function as

V E(t, ξ) := sup
α∈AE

JE(t, ξ, α) < ∞.

A.2.2 Proof of V E ≤ V

Let (Ω̂, F̂ , P̂) be the canonical extended space constructed in Appendix A.2.1, and let us fix t ∈ [0, T ]
and ξ ∈ L2(Ω,G ∨ FW

t ,P;Rd). Further, let α ∈ AE be an admissible control to the extended problem
and Xt,ξ,α the corresponding state process satisfying (A.6). Since by definition α : [0, T ] × Ω × Ω′ → A is
(FW,B ∨G)⊗F ′-predictable, we see that for all ω′ ∈ Ω′, the process αω′

:= α(·, ω′) is FW,B ∨G-predictable
and in particular αω′

∈ A. This motivates us to consider for each ω′ ∈ Ω′ the corresponding state process

Xt,ξ,αω′

to αω′

satisfying the state dynamics (2.1), and our next goal is showing that

Xt,ξ,α(·, ω′) = Xt,ξ,αω′

, P-a.s., for P′-a.a. ω′ ∈ Ω′.

To this end, we note that since (P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

)s∈[t,T ] is FB,P̂ ∨ F ′-predictable and for our canonical extended

space FB,P̂ ∨ F ′ = (FB ⊗ F ′)P̂, it follows that for P′-a.a. ω′ ∈ Ω′, the process (P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

(·, ω′))s∈[t,T ] is

FB,P-predictable. At the same time, we see that since P̂ = P⊗P′, for all s ∈ [t, T ] and for P′-a.a. ω′ ∈ Ω′,

P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

(·, ω′) = LP̂(Xt,ξ,α
s |(FB

s ⊗ F ′)P̂)(·, ω′) = LP(Xt,ξ,α
s (·, ω′)|FB,P

s ), P-a.s,

and thus (P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

(·, ω′))s∈[t,T ] is a suitable P-a.s. continuous and FB,P-predictable version of the condi-

tional law process (LP(Xt,ξ,α
s (·, ω′)|FB,P

s ))s∈[t,T ], for P′-a.a. ω′ ∈ Ω′. Finally, this shows that for P′-a.a.

ω′ ∈ Ω′, the process Xt,ξ,α(·, ω′) also satisfies the SDE (2.1) with the control αω′

= α(·, ω′), and thus by

the uniqueness of strong solutions to (2.1), we deduce that Xt,ξ,α(·, ω′) = Xt,ξ,αω′

, P-a.s.
This now allows us to rewrite the extended reward functional JE in terms of J as follows,

JE(t, ξ, α) =

∫

Ω′

E

[

g(P̂
FB,P̂

T
∨F ′

X
t,ξ,α

T

(·, ω′), Xt,ξ,α
T (·, ω′))

+

∫ T

t

f(s, P̂
FB,P̂

s ∨F ′

X
t,ξ,α
s

(·, ω′), Xt,ξ,α
s (·, ω′), αs(·, ω′))ds

]

P′(dω′)

=

∫

Ω′

J(t, ξ, αω′

)P′(dω′) ≤ V (t, ξ),

and since α ∈ AE was chosen arbitrary, this shows that V E(t, ξ) = supα∈AE JE(t, ξ, α) ≤ V (t, ξ).
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A.2.3 Proof of V R ≤ V E

Recalling that by Lemma A.1 we are free to choose our randomised probability space, we will consider
the canonical extended space (Ω̂, F̂ , P̂) = (Ω × Ω′, (F ⊗ F ′)P⊗P′

,P ⊗ P′) from Appendix A.2.1. Let us
further fix t ∈ [0, T ], ξ ∈ L2(Ω,G ∨ FW

t ,P;Rd) and αt ∈ At. We now need to show that for any ν ∈ V ,
we have JR(t, ξ, αt, ν) ≤ V E(t, ξ).

To this end, let us fix ν ∈ V and let P̂ν ∼ P̂ be the corresponding tilted probability measure under
which µ has the intensity νs(α)λs(dα)ds, defined in (4.6). Following the approach by [4], we will construct
a piece-wise constant process α̂ν ∈ AE that has under P̂ the same distribution as the Poisson point
process Ît,αt under P̂ν using [4, Lemma 4.3]. To set this up, we define for each ω ∈ Ω the process
νω : [0, T ]×Ω′ ×AT → (0,∞) by νω

s (ω′, α) := νs(ω, ω′, α). This νω is then Pred(Fµ)⊗B(AT )-measurable
and satisfies 0 ≤ inf [0,T ]×Ω′×AT

νω ≤ sup[0,T ]×Ω′×AT
νω < ∞, see also [4, Lemma 4.2]. Correspondingly

we define probability measures P′ν
ω

∼ P′ on (Ω′,F ′) via dP′νω

dP′ |Fµ

T
= Lνω

T , where Lνω

is given by (4.6).

Using an analogous result to Lemma 4.3, we note that P′ν
ω

is indeed well-defined, and moreover we

observe that by construction P̂ν(dω, dω′) = P′ν
ω

(dω′)P(dω).
Next we apply [4, Lemma 4.3] and obtain a process

α̂′ν = αt1[t,τ ′ν
1 ) +

∑

k≥1

α′ν
k 1[τ ′ν

k
,τ ′ν

k+1
),

where τ ′ν
k ≥ t are FB,P̂ ∨ F ′-stopping times and α′ν

k are FB,P̂
τ ν

k
∨ F ′-measurable, k ≥ 1, such that

LP′

(α̂′ν(ω, ·)) = LP′νω

(Ît,αt), for P-a.a. ω ∈ Ω.

Now we note that (t, ω, ω′) 7→ (Bt(ω), ω′) is a continuous Hunt process and thus by [12, Chapter 3,

Section 2.3, pp. 30–32] every FB,P̂ ∨ F ′-optional time is also FB,P̂ ∨ F ′-predictable. This allows us to use
the arguments in [13, Lemma 6] to conclude that there exist FB ∨ F ′-predictable stopping times τν

k and

FB
τ ν

k
∨ F ′-measurable αν

k such that τν
k = τ ′ν

k and αν
k = α′ν

k , P̂-a.s. Therefore, the process

α̂ν := αt1[t,τ ν
1 ) +

∑

k≥1

αν
k1[τ ν

k
,τ ν

k+1
)

is FB ∨ F ′-predictable and indistinguishable from α̂′ν , and thus we have

LP′

(α̂ν(ω, ·)) = LP′

(α̂′ν (ω, ·)) = LP′νω

(Ît,αt), for P-a.a. ω ∈ Ω.

We note that this implies that

LP̂(π|G , ξ,W,B, α̂
ν) = LP̂ν

(π|G , ξ,W,B, Î
t,αt), (A.7)

where π|G : (Ω̂,G) → (Ω,G) is the canonical G-measurable projection, since for all bounded, measurable
functions φ : (Ω × Rd × Rm × Rn,G × B(Rd × Rm × Rn)) → R and ψ : (AT ,B(AT )) → R we have

E
P̂ν

[φ(π|G , ξ,W,B)ψ(Ît,αt )]

=

∫

Ω×Ω′

φ(ω, ξ(ω),W (ω), B(ω))ψ(Ît,αt (ω, ω′))P̂ν(dω, dω′)

=

∫

Ω

φ(ω, ξ(ω),W (ω), B(ω))

∫

Ω′

ψ(Ît,αt(ω, ω′))P′ν
ω

(dω′)P(dω)

=

∫

Ω

φ(ω, ξ(ω),W (ω), B(ω))

∫

Ω′

ψ(α̂ν(ω, ω′))P′(dω′)P(dω)

= E
P̂[φ(π|G , ξ,W,B)ψ(α̂ν )].

As a next step, we recall that by Corollary 4.2 there is an unique (up to indistinguishability) càdlàg,

FW ∨G ∨F Ît,αt

T -predictable and FW,Ît,αt
∨G-progressive process It,αt FÎt,αt

-identifying to Ît,αt . Similarly,
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Corollary 3.12 and Lemma 3.2 shows that there is an unique (up to modification) FW ∨G∨F α̂ν

T -predictable
and FW,α̂ν

∨ G-progressive process αν which Fα̂ν

-identifies to α̂ν , and moreover together with (A.7), we
obtain by Lemma 3.3 that

LP̂(π|G , ξ,W,B, α̂
ν , αν) = LP̂ν

(π|G , ξ,W,B, Î
t,αt , It,αt). (A.8)

We note that αν is FW,B ∨ G ∨ F ′-predictable and hence αν ∈ AE .

Since It,αt is FW,Ît,αt
∨G-progressive, there exists a unique FW,Bt,Ît,αt ,P̂∨G-progressive process Xt,ξ,αt

solving the randomised state dynamics (4.5), and similar since αν is FW,α̂ν

∨ G-progressive, there exists

a unique FW,B,P̂ ∨ G ∨ F ′-progressive Xt,ξ,αν

process solving (A.6). This implies that the corresponding

conditional law process (P
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

)s∈[t,T ] is FB,Ît,αt ,P̂ν

-progressive, since G,W are P̂ν-independent of

B,µ and similar that (P
FB,P̂

s ∨F ′

X
t,ξ,αν

s

)s∈[t,T ] is FB,α̂ν ,P̂-progressive, since G,W are P̂-independent of B,F ′.

This implies that

P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

= P̂
ν,FB,Ît,αt ,P̂ν

s

X
t,ξ,αt
s

, P̂
FB,P̂

s ∨F ′

X
t,ξ,αν

s

= P̂
FB,α̂ν,P̂

s

X
t,ξ,αν

s

, P̂-a.s.,

and therefore both Xt,ξ,αt and Xt,ξ,αν

satisfy the following equation

dXs = b(s, P̂
FB,α̂,P̂

s

Xs
, Xs, αs)ds+ σ(s, P̂

FB,α̂,P̂
s

Xs
, Xs, αs)dWs + σ0(s, P̂

FB,α̂,P̂
s

Xs
, Xs, αs)dBs, Xt = ξ, (A.9)

with the corresponding control α̂ = Ît,αt respectively α̂ = α̂ν . Consequently, together with (A.8) the
weak uniqueness of solutions to (A.9) now shows that

LP̂((P̂
FB,P̂

s ∨F ′

X
t,ξ,αν

s

)s∈[t,T ], X
t,ξ,αν

, αν) = LP̂ν

((P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

)s∈[t,T ], X
t,ξ,αt , It,αt).

Finally, this implies that

JR(t, ξ, αt, ν) = E
P̂ν

[

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
]

= E
P̂

[

g(Xt,ξ,αν

T , P̂
FB,P̂

T
∨F ′

X
t,ξ,αν

T

) +

∫ T

t

f(s,Xt,ξ,αν

s , P̂
FB,P̂

s ∨F ′

X
t,ξ,αν

s

, αν
s )ds

]

= JE(t, ξ, α),

and since ν ∈ V was arbitrary, this shows that V R(t, ξ, αt) = supν∈V J
R(t, ξ, αt, ν) ≤ V E(t, ξ).

B Proof of Lemma 5.1

Proof. (i) We first note that we can view the penalised BSDE (5.1) as BSDE on [0, T ] with the driver

F (s, ω̂, u) := 1[t,T ](s)
(

Hs−(ω̂) + n

∫

As

(u(α))+λs(dα)
)

,

where Hr := EP̂[f(r, P̂
FB,µ,P̂

r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )|FB,µ,P̂
r ], and terminal value

G := EP̂[g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|FB,µ,P̂
T ].

Then by [36, Lemma 2.4], there exists a unique solution (Y n,t,ξ,αt , Zn,t,ξ,αt , Un,t,ξ,αt) ∈ S2
[t,T ](F

B,µ,P̂) ×

L2
W,[t,T ](F

B,µ,P̂) × L2
λ,[t,T ](F

B,µ,P̂) to (5.1), noting that while boundedness of the driver F in [36, (2.15)]

is not fulfilled by our driver F , this assumption is only needed to show that for each Ū ∈ L2
λ,[t,T ](F

B,µ,P̂),

EP̂
[∣

∣

∣
H +

∫ T

0

F (s, Ūs)ds
∣

∣

∣

2]

< ∞,
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which in our setting holds since by Assumption B together with (4.7), we have

E
P̂

[∣

∣

∣
H +

∫ T

0

F (s, Ūs)ds
∣

∣

∣

2]

≤ 2EP̂
[

|EP̂[g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|FB,µ,P̂
T ]|2

+ T

∫ T

t

∣

∣

∣
EP̂[f(s, P̂

FB,µ,P̂
s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )|FB,µ,P̂
s ] + n

∫

As

(Ūs(α))+λs(dα)
∣

∣

∣

2

ds
]

≤ 2EP̂
[

|g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|2 + T

∫ T

t

|f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )|2ds

+ nT sup
s∈[0,T ]

λs(As)

∫ T

t

∫

As

|Ūs(α)|2λs(dα)ds
]

< ∞.

(ii) Next we will prove the representation (5.2). From the BSDE (5.1), for any ν ∈ V , by taking the

conditional expectation under P̂ν given FB,µ,P̂ν

s , we obtain for all s ∈ [t, T ] and r ∈ [s, T ],

Y n,t,ξ,αt
s = E

P̂ν
[

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du

+

∫ r

s

∫

Au

(

n(Un,t,ξ,αt
u (α))+ − νu(α)Un,t,ξ,αt

u (α)
)

λu(dα)du
∣

∣

∣
FB,µ,P̂ν

s

]

. (B.1)

Noting that for ν ∈ Vn we have 0 < ν ≤ n and thus n(Un,t,ξ,αt)+ − νUn,t,ξ,αt ≥ 0, we see that (B.1)
shows that for all ν ∈ Vn, s ∈ [t, T ] and r ∈ [s, T ],

Y n,t,ξ,αt
s ≥ E

P̂ν
[

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

,

and hence

Y n,t,ξ,αt
s ≥ ess sup

ν∈Vn

E
P̂ν

[

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

.

For the other direction, we define for each ε ∈ (0, 1] the randomised control νn,ε ∈ Vn via

νn,ε
s (α) :=

{

n1
{U

n,t,ξ,αt
s (α)≥0}

+ ε1
{U

n,t,ξ,αt
s (α)<0}

, on [t, T ] × AT

1 , on [0, t) × AT .

Correspondingly, we define the probability measures P̂νn,ε

∼ P̂ via dP̂νn,ε

dP̂

∣

∣

FB,µ,P̂
u

:= Ln,ε
u for all u ∈ [0, T ],

see (4.6). Thus from (B.1) we obtain for all s ∈ [t, T ] and r ∈ [s, T ],

Y n,t,ξ,αt
s ≤ E

P̂νn,ε [

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
νn,ε,FB,µ,P̂νn,ε

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂νn,ε

s

]

+ E
P̂νn,ε [

ε

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂νn,ε

s

]

≤ ess sup
ν∈Vn

E
P̂ν

[

Y n,t,ξ,αt
r +

∫ r

s

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
∣

∣

∣
FB,µ,P̂ν

s

]

+ εEP̂νn,ε [

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂νn,ε

s

]

. (B.2)

Therefore the desired result follows by letting ε ↓ 0, if we can show that the last term vanishes in the
limit. To estimate the last term, we observe that since by construction 0 < νn,ε ≤ νn,1 for all ε ∈ (0, 1],
we have that for all s ∈ [t, T ],

0 ≤
Lνn,ε

T

Lνn,ε

s

Lνn,1

s

Lνn,1

T

= exp
(

∫

[s,T ]

∫

Ar

log
νn,ε

r (α)

νn,1
r (α)

µ(dr, dα) −

∫ T

0

∫

Ar

(νn,ε
r (α) − νn,1

r (α))λr(dα)dr
)

≤ exp
(

∫ T

0

∫

Ar

λr(dα)dr
)‖νn,1‖∞

=: C < ∞.
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This allows us to bound the last term in (B.2) as follows

E
P̂νn,ε [

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂νn,ε

s

]

= EP̂
[Lνn,ε

T

Lνn,ε

s

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂

s

]

≤ C E
P̂

[Lνn,1

T

Lνn,1

s

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂

s

]

= C E
P̂νn,1 [

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂νn,1

s

]

.

This term is now L1(P̂νn,1

)-integrable, and due to P̂νn,1

∼ P̂ also P̂-a.s. finite, since

E
P̂νn,1 [

E
P̂νn,1 [

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

∣

∣

∣
FB,µ,P̂νn,1

s

]]

≤

(

E
P̂[|Lνn,1

T |2]EP̂
[(

∫ r

s

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

)2]

)
1
2

≤

(

EP̂[|Lνn,1

T |2]EP̂
[

∫ r

s

∫

Au

|Un,t,ξ,αt
u (α)|2λu(dα)du

]

∫ r

s

λu(Au)du

)
1
2

< ∞,

since Un,t,ξ,αt ∈ L2
λ,[t,T ](F

B,µ,P̂) and Lνn,1

T ∈ L2(Ω̂,FB,µ
T , P̂;R) by Lemma 4.3.

(iii) Finally, let us turn to (5.3). By taking the expectation with respect to EP̂
νn,ε

in (B.2) for s = t,
we obtain hat for all r ∈ [t, T ] and ε ∈ (0, 1],

E
P̂νn,ε

[Y n,t,ξ,αt

t ] ≤ E
P̂νn,ε [

Y n,t,ξ,αt
r +

∫ r

t

f(u, P̂
νn,ε,FB,µ,P̂νn,ε

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

+ εEP̂νn,ε [

∫ r

t

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

]

.

Since by construction dP̂νn,ε

dP̂
|
FB,µ,P̂

t

= Lνn,ε

t ≡ 1, we see that EP̂νn,ε

[Y n,t,ξ,αt

t ] = EP̂[Y n,t,ξ,αt

t ], and thus

EP̂[Y n,t,ξ,αt

t ] = EP̂
νn,ε

[Y n,t,ξ,αt

t ] ≤ sup
ν∈Vn

EP̂
ν

[

Y n,t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

+ εEP̂νn,ε [

∫ r

t

∫

Au

(Un,t,ξ,αt
u (α))−λu(dα)du

]

.

Finally, by letting ε ↓ 0, we obtain (5.3), recalling that we have already shown in Part (ii) that the last
term will vanish.

C Proof of Theorem 5.2

Proof. (i) We will start by proving the existence and uniqueness of such a minimal solution to (5.4)
using [31, Theorem 2.1], which tells us that this unique minimal solution to (5.4) should be the increasing
limit of the solutions to the penalised BSDEs (5.1) obtained from Lemma 5.1. For this we view (5.4)
and the penalised versions (5.1) as a BSDEs on [0, T ] with the driver F (s, ω̂) := 1[t,T ](s)Hs−(ω̂), where

Hr := EP̂[f(r, P̂
FB,µ,P̂

r

X
t,ξ,αt
r

, Xt,ξ,αt
r , It,αt

r )|FB,µ,P̂
r ], and the terminal value G := EP̂[g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|FB,µ,P̂
T ].

Then we note that [31, Assumption (H0)] holds: (ii) and (iii) are naturally satisfied as the generator F
does not depend on Y, Z, U , and (i) holds since ξ ∈ L2(Ω̂,G ∨FW

t , P̂;Rd) together withAssumption B and
(4.7) show that

EP̂
[

|G|2 +

∫ T

0

|F (s)|2ds
]

≤ EP̂
[

|g(Xt,ξ,αt

T , P̂
FB,µ,P̂

T

X
t,ξ,αt
T

)|2 +

∫ T

t

|f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )|2ds
]

< ∞.
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We remark that [31, Assumption (H1)] is only needed to show the following estimate

sup
n

EP̂
[

sup
s∈[t,T ]

|Y n,t,ξ,αt
s |2

]

< ∞. (C.1)

Thus, instead of verifying [31, Assumption (H1)], we will directly show that (C.1) holds. For this, we
note that following the same arguments as [23, Lemma 4.9], from the representation (5.2) in Lemma 5.1
together with Assumptions A and B, we can show that

sup
s∈[t,T ]

|Y n,t,ξ,αt
s |2 ≤ C

(

1 + E
P̂

[

sup
s∈[t,T ]

|Xt,ξ,αt
s |2

∣

∣

∣
FB,µ,P̂

T

])

, P̂-a.s.,

for a constant C independent of n, which together with (4.7) implies (C.1). Thus by [31, Theorem 2.1],
the BSDE (5.4) has a unique minimal solution

(Y t,ξ,αt , Zt,ξ,αt , U t,ξ,αt ,Kt,ξ,αt) ∈ S2
[0,T ](F

B,µ,P̂) × L2
W,[0,T ](F

B,µ,P̂) × L2
λ,[0,T ](F

B,µ,P̂) × K2
[0,T ](F

B,µ,P̂),

when viewed as BSDE on the whole time interval [0, T ], and which satisfies Y n,t,ξ,αt
s ↑ Y t,ξ,αt

s , for all

s ∈ [t, T ], P̂-a.s. and in L2(ds ⊗ P̂). Therefore, as a last step we need to show that also Kt,ξ,αt

t = 0

and thus Kt,ξ,αt ∈ K2
[t,T ](F

B,µ,P̂), which we will postpone to Part (iii) of the proof as it will follow from

showing that Y t,ξ,αt

t is P̂-a.s. constant.

(ii) Regarding the representation (5.5), we first note that by Lemma 5.1, we have the formula (5.2)
for Y n,t,ξ,αt for all n ∈ N. Thus, using that Vn ⊆ Vn+1 ⊆ V and

⋃

n∈N Vn = V , we conclude from

Y n,t,ξ,αt
s ↑ Y t,ξ,αt

s , for all s ∈ [t, T ], P̂-a.s., by monotone convergence that (5.5) holds for Y t,ξ,αt .

(iii) Next we will prove that Y t,ξ,αt

t is P̂-a.s. constant, and with it that Kt,ξ,αt

t = 0 and hence

Kt,ξ,αt ∈ K2
[t,T ](F

B,µ,P̂), which also completes the construction in Part (i). For this, we will show that

Y t,ξ,αt

t = V (t,m), P̂-a.s.

First, we note that (5.5) together with (5.4) implies that

Y t,ξ,αt

t = ess sup
ν∈V

E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

, P̂-a.s. (C.2)

Next, we observe that by Proposition 3.5 we can decompose each ν ∈ V into an FB,µ
t ⊗ Pred(FBt,µt

) ⊗
B(AT )-measurable process Υ with 0 < inf [0,T ]×Ω̂×Ω̂×AT

Υ ≤ sup[0,T ]×Ω̂×Ω̂×AT
Υ < ∞ such that ν(ω̂) =

Υ(ω̂, ω̂), for all ω̂ ∈ Ω̂. In particular, we have Υ(ω̂, ·) ∈ Vt for every ω̂ ∈ Ω̂. Now recalling that Xt,ξ,αt and

It,αt are P̂-independent of FB,µ,P̂
t , we can apply the freezing lemma, see e.g. [3, Lemma 4.1], to rewrite

the conditional expectation in (C.2) as follows,

E
P̂ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

= E
P̂

[Lν
T

Lν
t

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)∣

∣

∣
FB,µ,P̂

t

]

= EP̂
[Lυ

T

Lυ
t

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)]

∣

∣

∣

∣

υ=Υ(ω̂,·)

= EP̂
[

Lυ
T

(

g(P̂
FB,µ,P̂

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
FB,µ,P̂

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
)]

∣

∣

∣

∣

υ=Υ(ω̂,·)

= JR(t, ξ, αt, υ)
∣

∣

υ=Υ(ω̂,·)
, P̂-a.s.,

since for every ω̂ ∈ Ω̂ we have υ = Υ(ω̂, ·) ∈ Vt and thus
Lυ

T

Lυ
t

is P̂-independent of FB,µ,P̂
t together with

EP̂[Lυ
t ] = 1 and Lυ

t being FB,µ,P̂
t -measurable. Therefore by using (C.2) together with Proposition 4.4
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and Theorem 4.8 we obtain one the one hand

V (t,m) = sup
ν∈Vt

JR(t, ξ, αt, ν)

= sup
ν∈Vt

EP̂
ν

[

g(P̂
ν,FB,µ,P̂ν

T

X
t,ξ,αt
T

, Xt,ξ,αt

T ) +

∫ T

t

f(s, P̂
ν,FB,µ,P̂ν

s

X
t,ξ,αt
s

, Xt,ξ,αt
s , It,αt

s )ds
∣

∣

∣
FB,µ,P̂ν

t

]

≤ Y t,ξ,αt

t ,

and on the other hand also

Y t,ξ,αt

t = sup
ν∈V

JR(t, ξ, αt, υ)
∣

∣

υ=Υ(ω̂,·)
≤ sup

υ∈Vt

JR(t, ξ, αt, υ) = V (t,m).

This shows that Y t,ξ,αt

t = V (t,m), P̂-a.s., and in particular that Y t,ξ,αt

t is P̂-a.s. constant. Finally, we

note that this also implies Kt,ξ,αt

t = 0, which shows that Kt,ξ,αt ∈ K2
[t,T ](F

B,µ,P̂).

(iv) Finally, let us prove the representation (5.6). From the BSDE (5.4), by taking the conditional
expectation under P̂ν , we obtain for all r ∈ [t, T ] and ν ∈ V ,

Y t,ξ,αt

t ≥ EP̂ν

[Y t,ξ,αt

t ] ≥ EP̂ν
[

Y t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

,

since U t,ξ,αt is nonnegative and Kt,ξ,αt is nondecreasing, and Y t,ξ,αt

t is P̂-a.s. constant. Taking the
supremum over all ν ∈ V then shows that

Y t,ξ,αt

t ≥ sup
ν∈V

E
P̂ν

[

Y t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

.

For the other direction, we recall that by Lemma 5.1, we have the upper estimate (5.3) for Y n,t,ξ,αt ,
for all n ∈ N. Thus, using that Vn ⊆ Vn+1 ⊆ V and

⋃

n∈N Vn = V , we deduce from Y n,t,ξ,αt
s ↑ Y t,ξ,αt

s , for

all s ∈ [t, T ], P̂-a.s., by monotone convergence that, for all r ∈ [t, T ],

Y t,ξ,αt

t = E
P̂[Y t,ξ,αt

t ] ≤ sup
ν∈V

E
P̂ν

[

Y t,ξ,αt
r +

∫ r

t

f(u, P̂
ν,FB,µ,P̂ν

u

X
t,ξ,αt
u

, Xt,ξ,αt
u , It,αt

u )du
]

.
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[22] Marco Fuhrman and Marie-Amélie Morlais. Optimal switching problems with an infinite set of
modes: An approach by randomization and constrained backward SDEs. 130(5):3120–3153.

[23] Marco Fuhrman and Huyên Pham. Randomized and backward SDE representation for optimal
control of non-markovian SDEs. 25(4):2134–2167.

[24] Marco Fuhrman, Huyên Pham, and Federica Zeni. Representation of non-markovian optimal stop-
ping problems by constrained BSDEs with a single jump. 21:1–7.

[25] Jean Jacod and Albert N. Shiryaev. Limit Theorems for Stochastic Processes, volume 288 of
Grundlehren der mathematischen Wissenschaften. Springer Berlin Heidelberg, Berlin, Heidelberg,
2003.

[26] Svenja Kaden and Jürgen Potthoff. Progressive Stochastic Processes and an Application to the Itô
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