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Abstract. CEA, IRSN and EDF have joined forces and started the development of the TRIPOLI-5 R©

Monte Carlo particle transport code in 2022, with the goal of performing massively parallel simulations on
hybrid computing architectures. TRIPOLI-5 benefits from the experience gained from previous investiga-
tions conducted on the PATMOS mini-app, concerning the portability of particle-transport algorithms in
High Performance Computing environments. Currently, the main focus of TRIPOLI-5 is on reactor physics
applications, including multi-physics feedback for stationary and non-stationary configurations. In the long
run, TRIPOLI-5 will eventually cover a broader range of applications (encompassing radiation shielding
and nuclear instrumentation) and thus supersede the current-generation Monte Carlo codes TRIPOLI-4 R©,
developed at CEA, and MORET6, developed at IRSN. In this paper, we provide an overview of the current
status of TRIPOLI-5 and highlight the trends for future developments.

1 Introduction

The main advantage of Monte Carlo simulation for par-
ticle transport is the almost complete lack of approxi-
mations induced by discretization in either geometry and
energy, and the capability of integrating the whole neu-
tron and photon interaction laws provided in nuclear data
libraries: these features make Monte Carlo methods the
“golden standard” for numerical validation of faster but
approximate solutions obtained using deterministic solvers,
which rely on a discretization of the phase space. In France,
CEA and IRSN develop their own legacy Monte Carlo
codes, TRIPOLI-4 R© [1,2] and MORET6 [3,4], respectively:
the former is a general-purpose code, covering radiation
shielding and material activation, criticality-safety, reactor
physics (including fuel depletion and kinetics), and nuclear
instrumentation; the latter is mostly focused on criticality-
safety and reactor physics applications.

Over the last decade, there has been a rapidly expand-
ing interest in applying Monte Carlo simulation to reac-
tor physics problems at the scale of the whole core,
encompassing stationary configurations, fuel depletion,
and kinetics, most often including thermal-hydraulics and
thermo-mechanics feedback (see e.g. [5–12]). Such multi-
physics simulations typically involve a large number of
possibly time-dependent material compositions, as well
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as spatially continuous temperature, density, and nuclide
concentration fields. These applications pose distinct chal-
lenges in terms of massive parallelism, memory footprint,
and use of heterogeneous, quickly evolving computing
architectures (including traditional processors, CPUs, as
well as graphical processing units, GPUs). In order to cope
with these challenges, several Monte Carlo codes such as
Serpent [13], OpenMC [14], MCS [15] or MC21 [16] have
been either extensively modified or built from scratch.

In this context, CEA, IRSN and EDF have joined forces
in 2022 and started the development of TRIPOLI-5 R©,
a new Monte Carlo code whose primary goal in
the short term is to address reactor physics prob-
lems, integrating multi-physics feedback for station-
ary and non-stationary configurations. TRIPOLI-5
builds upon the experience accumulated with PAT-
MOS [17], a Monte Carlo mini-app developed at CEA to
explore the portability of particle-transport algorithms
in High-Performance Computing (HPC) environments,
including hybrid CPU/GPU architectures. A pilot version
of TRIPOLI-5 will be released to beta-testers at the end of
2024, as a stepping stone towards the first official release
covering stationary reactor problems.

In the short term, the main focus of the develop-
ment efforts for TRIPOLI-5 will be, on the one hand, on
multi-physics feedback, depletion calculations, and reactor
kinetics. The target architectures will be hybrid, massively
parallel CPU/GPU machines, as well as office worksta-
tions for more modest workloads. In the long run, the
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development of TRIPOLI-5 will be eventually extended
to cover a broader range of applications, encompass-
ing nuclear instrumentation and radiation shielding with
variance reduction. It is envisaged that TRIPOLI-5
will supersede the current-generation Monte Carlo codes
TRIPOLI-4 and MORET6 at that stage.

In this paper, we provide a general overview of the
present status of TRIPOLI-5, and an illustration of the
major features of the code. This manuscript is structured
as follows. In Section 2 we will give a summary of the key
results achieved with the PATMOS mini-app. Then, we
will discuss the general architecture, the main libraries and
the current and future developments of TRIPOLI-5: the
treatment of elementary data for particle transport will be
described in Section 3, the geometry engines in Section 4,
and the overall code architecture in Section 5. Preliminary
work on benchmarking will be illustrated in Section 6.
Conclusions and perspectives will be finally discussed in
Section 7.

2 The legacy of the PATMOS mini-app

As mentioned above, the most urgent goal of the
TRIPOLI-5 project is to cover reactor physics applications
which lie beyond the reach of current-generation codes.

An important step towards this goal was represented
by the development of the PATMOS mini-app [17], a
Monte Carlo particle transport code whose goal was to
port and adapt the traditional Monte Carlo algorithms to
architectures used in high-performance supercomputers.
PATMOS used simplified neutron physics; in spite of this,
its algorithms were considered to be representative of a
production-level Monte Carlo code and made it possible to
quickly iterate on architectural solutions without the asso-
ciated maintenance and quality-assurance burden. Many
of the successful architectural choices that were made in
PATMOS were carried over to TRIPOLI-5, and will be
described in detail in the following sections.

Besides foreshadowing TRIPOLI-5, PATMOS was
often used in technical collaborations. For example, we
investigated the possibility to offload the computation of
cross-section Doppler broadening to GPUs. A study was
performed using several different GPU frameworks [18]. It
was concluded at that time the generic frameworks such as
Kokkos [19] or OpenACC [20] were not mature enough and
were vastly outperformed by a refined CUDA implemen-
tation [21]. PATMOS was also used as a test application
for custom-precision mathematical libraries [22].

The main achievements of PATMOS are massively par-
allel coupled calculations. The first one, realized in 2018–
2019, is a depletion calculation of a modified version of the
Hoogenboom–Martin–Petrovic benchmark [23]. We used
the MENDEL depletion code for this test [24]. The sys-
tem consists of 241 fuel assemblies, each containing 264
fuel pins. Each pin was axially discretized in 100 zones,
yielding a total number of distinct depletable materials of
approximately 6.3 ×106, which is about a factor of 1000
larger than the maximum number of depletable regions
that can currently be handled by the legacy TRIPOLI-4
code. Although according to the benchmark specifications

Fig. 1. Mean relative standard error on the local power depo-
sition in the depletable regions, as a function of irradiation
time, for the Hoogenboom–Martin–Petrovic depletion calcula-
tion performed by PATMOS.

the temperature field in the fuel is uniform over the entire
core, we have used the SIGMA1 method [25] to compute
the cross sections, in order for the calculation to be rep-
resentative of handling a realistic temperature field. We
simulated 25 depletion steps up to a maximum burn-up
of 35 GW t−1

HN, using 109 histories per depletion step. The
calculation ran on CEA’s Tera-1000-2 supercomputer [26]
in 2019 and used about 8×104 Intel KNL cores for 12 h, for
a total CPU time of about 1 MhCPU. Additional, shorter
test runs were made using up to 4×105 cores and 1.2×106

threads, and showed good scaling properties.
The Hoogenboom–Martin–Petrovic depletion calcula-

tion employed four levels of parallelism. At the top level,
the simulation used MPI [27] for inter-process communi-
cation. The world MPI communicator was split into 11
sub-communicators to perform statistically independent
simulations and evaluate confidence intervals on the
Monte Carlo results. Within each sub-communicator, each
MPI process kept a copy of all the depletion tallies. Within
each process, a thread pool managed by OpenMP [28]
provided shared-memory parallelism. Finally, a vectorized
version of the SIGMA1 method [17] was used to take
advantage of the AVX-512 vector units of the KNL.

Figure 1 shows that the statistical uncertainty on the
local power deposition (as measured by the relative stan-
dard error) was typically of the order of 3%; 96% of the
scores had a relative standard error below 8%. Thus, for
a typical target uncertainty of 1%, the CPU budget was
estimated to be of the order of 107 MhCPU. Overall, this
study shows that the PATMOS software architecture is
well-suited for large-scale depletion calculations.

More recently, in 2022, PATMOS was used to test the
scalability of a large-scale core calculation with thermal-
hydraulics feedback. The coupled calculation relied on
the services provided by the C3PO platform [29], a
Python library dedicated to the development of solver-
independent coupling schemes, based on the exchange of
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Fig. 2. Top: radial cut of the pressurized water reactor con-
figuration chosen for the demonstration of the multi-physics
capabilities of PATMOS. Bottom: power map at stationary
conditions, corresponding to an integrated thermal power of
3 GW.

MEDCoupling fields [30]. Thermal-hydraulics was mod-
elled using the THEDI multi-1D simplified solver [31]. The
goal of the calculation was to compute the stationary state
of a large, regular pressurized water reactor (PWR) core,
consisting of 241 fuel assemblies, with an active height of
4 m, and consisting of 17× 17 rods. The nominal thermal
reactor power was chosen to be 3 GW.

The coupled simulation used an explicit first-order
Euler scheme: PATMOS computed the deposited energy
on a spatial mesh; these values were fed to the thermal-
hydraulics solver, which computed the temperature and
material density fields. These were then fed back to PAT-
MOS in order to update the cross sections. A relaxation
factor of 0.5 was used on the power distributions computed
by PATMOS, to suppress spurious oscillations in the con-
vergence phase. The simulation scheme was thus organized
into outer iterations (one exchange of data between the
two codes per iteration) and inner iterations (power itera-
tion cycles to accumulate sufficient statistics and internal
iterations of the thermal-hydraulics solver to reach the sta-
tionary state). Particle tracking was performed using the
delta tracking algorithm, in view of the spatially contin-
uous cross sections resulting from the temperature and
density fields. The power, fuel temperature, moderator

temperature and moderator density fields were discretized
on a Cartesian mesh consisting of about 107 cells.

A total of 85 coupling iterations between neutron
transport and thermal hydraulics were performed; each
coupling iteration consisted of 50 cycles of power iteration
in neutron transport, followed by a thermal-hydraulics
stationary loop. Convergence of the power, temperature
and density fields was attained after 8 coupling iterations.
The neutron-transport part of the calculation used 214

(16 384) threads, for a grand total of about 200 khcpu and
4×1011 neutron histories. Figure 2 illustrates the geometry
used in the calculation and a color map of the calculated
power distribution in the core in stationary conditions.
We also performed weak-scaling tests on the coupled cal-
culations, using 210, 211, 212, and 213 threads; we found
an efficiency of about 98% at 214 threads, relative to the
reference value at 210 threads. This was considered very
satisfactory and demonstrated that the PATMOS archi-
tecture is suitable for the massively parallel calculation
schemes that TRIPOLI-5 aims at.

3 Physics

TRIPOLI-5 can perform k-eigenvalue (power iteration)
calculations and fixed-source calculations. More simula-
tion modes will be added in the future.

The TRIPOLI-5 module devoted to elementary data
for particle transport is called DELOS. It provides the
data model for all the nuclear, atomic, relaxation, and
depletion data required for the neutron and photon trans-
port calculation. The data are stored in memory in a for-
mat that is suitable for immediate Monte Carlo sampling,
whenever relevant. Functions for sampling the distribu-
tions are also provided by DELOS.

3.1 Neutrons

In the current version of the code, nuclear data for neu-
trons are mostly read from ACE files1. Files coming from
several libraries (ENDF-B, JEFF, and TENDL) and the
two processing codes NJOY [33] and GAIA [34] have been
tested so far. The ALEXANDRIA TRIPOLI-5 module is
responsible for parsing the ACE files and filling the rel-
evant DELOS data structures; it additionally performs
coherence checks on the nuclear data and applies some
minor fix-ups. If a piece of data does not uphold the
required invariants, then the construction of the DELOS
object fails and the data cannot be used in TRIPOLI-5.
This approach (validation at the boundary) has the advan-
tage of producing a sanitized library, which can be used
by TRIPOLI-5 without having to worry about edge cases,
inconsistencies, and so on. Once constructed, the DELOS
objects are guaranteed to be sane, and are then serialized
to disk. Subsequent TRIPOLI-5 runs can then read the
data into memory without parsing and checking them.

1 Probability tables for the unresolved resonance range might
optionally come from CALENDF files [32], as discussed below.
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Fig. 3. Comparison between TRIPOLI-5, TRIPOLI-4 and
OpenMC for the thermal inelastic scattering law of graphite,
for incident neutrons having energy 1 eV, using the JEFF-3.3
nuclear data library. Figure taken from reference [36].

At the time of writing, there is ongoing work to cou-
ple TRIPOLI-5 to the nuclear data pre-processing code
GALILÉE-1 [35], developed at CEA. GALILÉE-1 is cur-
rently used to process ENDF (and, in the near future,
GNDS) evaluation files for TRIPOLI-4; in the short term,
it will be also adopted to produce DELOS data, as an
alternative to the use of ALEXANDRIA.

The fact that Monte Carlo codes rely on different for-
mats for nuclear data (each associated to a distinct pro-
cessing tool) may lead to subtle but systematic differences
when comparing the results obtained for benchmark con-
figurations, as illustrated in the following. In particular,
evaluated cross sections in the ENDF format usually have
a larger number of points than those produced in the ACE
format, which is responsible for slight discrepancies in the
interpolated values. Furthermore, in some cases, the for-
mat of the data influences the information accessible by
the Monte Carlo code. In the case of incoherent elastic
scattering in thermal scattering laws, the ACE format
does not contain the Debye–Waller factor, contrary to the
ENDF format. As a consequence, TRIPOLI-4 can sample
the scattering cosine exactly, thanks to the access to the
Debye–Waller factor, whereas TRIPOLI-5 (or any other
code based on ACE format) must use discrete tables [36].

The sampling routines for neutron-nucleus interaction
laws based on nuclear data libraries are basically com-
plete, and include the “free-gas” model, the thermal scat-
tering laws (TSL) for molecular binding or crystal effects
(inelastic, coherent elastic and incoherent elastic reac-
tions) [36], and the treatment of the unresolved resonance
range (URR) [37] using the probability tables formalism
[38]. Currently, two distinct probability tables models are
supported: those produced by the PURR module of NJOY
(based on Levitt’s “ladder” method) [33], and those pro-
duced by CALENDF (based on Ribon’s Gauss quadrature
method) [32].

We have mentioned that the primary target of
TRIPOLI-5 is represented by full-scale core calculations

with thermal-hydraulics feedback and fuel depletion. In
such calculations, it is not feasible to store all the required
cross sections in memory at once, because of the large
amount of nuclear data that must be loaded to treat all
the nuclides present in the system at all the necessary
temperatures. Instead of loading pre-tabulated cross sec-
tions at many temperatures, one can choose to load the
cross sections at one temperature (for example 0 K) and
compute the Doppler-broadened cross section at any other
temperature on the fly. TRIPOLI-5 uses the SIGMA1
method [25] to perform the numerical integration of the
Doppler integral. This results in much longer compu-
tation times, typically of the order of a factor of 10,
compared to the use of pre-tabulated cross sections [18];
however, the computation of the SIGMA1 integral is a
very suitable target for GPU offloading, as detailed in
Section 5.2.

The Doppler broadening of the collision kernel relies on
the Sampling of the Velocity of the Target nucleus (SVT)
model [25], and resonant elastic cross sections of heavy
nuclei are dealt with via the Doppler Broadening Rejec-
tion Correction (DBRC) method [39], whose implemen-
tation had been successfully probed in TRIPOLI-4 [40].
Furthermore, stochastic temperature mixing is currently
being implemented.

Extensive verification tests of DELOS have been con-
ducted on benchmark configurations through code-to-code
comparisons involving TRIPOLI-4 and OpenMC [36,37].
For this purpose, nuclear data were processed with NJOY
version 16.2 [33]; for TRIPOLI-5 and OpenMC, they were
subsequently read from ACE files, whereas for TRIPOLI-
4 they were read from ENDF files. The implementations
of parsing and sampling for energy-angle distributions
have been preliminarily verified using the Kolmogorov-
Smirnov statistical test [41], for each nuclide of the JEFF-
3.3 nuclear data library [42], over a set of incident neutron
energies. Furthermore, we performed an additional set of
code-to-code comparisons on single-isotope spherical con-
figurations, resulting from a single-energy and isotropic
neutron source, for 562 nuclides without TSL and 31
nuclides with TSL, for a total amount of about 5300
tests (without URR). The neutron flux in the sphere was
decomposed over 616 equi-lethargic energy groups and was
used as a fiducial quantity. The simulation results were
tested for equality using the Holm-Bonferroni statistical
test [43] on a family of Student t-tests (one Student test
per energy bin). Overall, an excellent agreement was found
with respect to OpenMC. A slightly less good (although
globally satisfactory) agreement was found with respect
to TRIPOLI-4; this is mostly due to the differences in
nuclear-data pre-processing. For illustration, an example
for graphite is shown in Figure 3.

The impact of URR was separately tested for the 443
nuclides of JEFF-3.3 and the 341 nuclides of ENDF/B-
VIII.0 [44] that have URR data in the ACE format. Again,
an excellent agreement was found between TRIPOLI-
5 and OpenMC, when both codes were using PURR-
processed URR data. Some discrepancies were spotted for
other combinations of codes and URR models [37]. For
illustration, an example concerning a nuclide having URR
data is provided in Figure 4.



D. Mancusi et al.: EPJ Nuclear Sci. Technol. 10, 26 (2024) 5

Fig. 4. Comparison of neutron flux per unit lethargy for a
sphere containing 239U, corresponding to an isotropic source
at 1 keV. Both TRIPOLI-5 and OpenMC have been run using
PURR probability tables. Figure taken from reference [37].

3.2 Photons

A preliminary version of photon interactions has been
also implemented, including photo-atomic reactions and
the thick target bremsstrahlung (TTB) model, and is
currently under extensive verification using the same
approach as for neutron physics.

The photo-atomic interactions in TRIPOLI-5 are
based on the EPICS library [45], but are supplemented by
additional data from PENELOPE [46]. Unlike many other
reactor physics codes, TRIPOLI-5 uses photon interac-
tion cross sections under linear interpolation (as opposed
to more common log–log interpolation). This causes, of
course, an increase in memory burden, but it enables to
pre-compute the total cross sections, which increases the
efficiency of delta-tracking and makes it possible to treat
photoelectric capture from each sub-shell as a separate
reaction (analogously to neutron inelastic scattering). Fur-
thermore, this choice enables the use of EPICS 2017 and
2023 libraries [47]. The reaction models are largely based
on PENELOPE, with several simplifications. The angular
distribution of photo-electron ignores relativistic effects,
similarly to what is done in Serpent [48]. The Compton
scattering model mixes elements from the PENELOPE
implementation with the simpler method of EGS [49]. The
thick target bremsstrahlung model is based on the Seltzer
and Berger data [50] and is implemented via a pseudo-
transport simulation, where the electron is not tracked,
but its slowing-down is performed by Monte Carlo calcu-
lation. Emissions of a photon above a simulation energy
threshold are considered as “hard” collisions and are pro-
cessed explicitly. All other interactions are treated by a
continuous slowing-down model. The production of delta-
ray electrons is not included. This Monte Carlo model was
chosen over the more common pre-tabulation of outgoing
energy distribution of e.g. Serpent [48] and OpenMC, as it
can be easily extended to include angular straggling, like
in TRIPOLI-4, and other physics.

Fig. 5. Comparison of photon flux per unit lethargy for a
sphere containing element U, corresponding to an isotropic
source at 5 MeV (the thick-target bremsstrahlung model is
activated). Slight discrepancies occur between TRIPOLI-5
and OpenMC or PENELOPE, due to stopping power data:
OpenMC and PENELOPE compute these data internally,
accounting for the electron density of the material, whereas
TRIPOLI-5 reads values from the NIST ESTAR database.
PENELOPE was modified to ignore delta-ray and triplet pro-
duction electrons, since these are not included in OpenMC and
TRIPOLI-5. Figure taken from reference [36].

Since the treatment of photo-atomic interactions is
less standardized than for neutrons, each Monte Carlo
code uses slightly different approximations. While their
effect is most often small enough not to be noticeable in
practical problems, the differences are sufficiently large
to lead to the failure of the Holm-Bonferroni statistical
test. Therefore, we have decided to rely mostly on visual
inspection of the simulation results. Differences among
codes might stem e.g. from the use of the relativistic
impulse approximation, the fluorescence model, stopping
power data and model, etc. [36]. The elements selected for
the verification were taken from the EPICS2014 library
[45]. The code-to-code comparison covers TRIPOLI-4,
OpenMC and PENELOPE. Similarly as for the case of
neutron interactions, the fiducial quantity chosen for the
benchmark is the photon flux per unit lethargy resulting
from an isotropic and single-energy photon source placed
at the center of a sphere: for illustration, an example is
displayed in Figure 5.

Work is ongoing to finalize the implementation of pho-
ton interactions, covering in particular the production
of photons from neutron reactions. Photo-nuclear reac-
tions will be also implemented and tested with respect to
TRIPOLI-4 on simple benchmarks [51].

4 Particle tracking and geometry

Particle tracking in TRIPOLI-5 is performed using either
surface tracking [52] or delta tracking [53]. The latter
has been shown to be highly effective for models having
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repetitive patterns, such as lattices [54], or complex media
composed of hundred of thousands of cells [55].

In the current version of the code, TRIPOLI-5 relies on
two kinds of geometry models. In the wake of TRIPOLI-
4, TRIPOLI-5 supports the ROOT geometry package [56].
The model is based on a set of constructive solid geome-
try (CSG) elements, organized into a hierarchy where each
volume is fully contained by another volume. For reactor
physics applications, a set of Python templates previously
developed for TRIPOLI-4 simplifies the creation of com-
mon reactor geometries, based on simpler predefined pat-
terns, including fuel pins, assemblies, and cores [1].

Furthermore, a native CSG model has been devel-
oped for TRIPOLI-5: the AGORA library. Similarly to
CSG models available in other Monte Carlo codes such
as MCNP [57], Serpent [13] or OpenMC [14], AGORA
volumes are defined by combining regions, bounded by
an elementary surface, using a Boolean algebra of inter-
section, union, and complement operators. Each volume is
then associated to a material. AGORA supports the use of
universes, i.e. sets of cells that can be used multiple times
in the same geometry, and lattices, i.e. repetitive patterns
of universes. For illustration, a radial cut of the AGORA
geometry representing the Hoogenboom–Martin–Petrovic
benchmark is provided in Figure 6. We are currently devel-
oping the use of a connectivity map, which was shown
to considerably accelerate surface tracking [55]. For the
visualization of the geometrical models, AGORA relies
on an extended version of the T4G tool developed for
TRIPOLI-4 [58,59].

The correctness and performance of AGORA are cur-
rently under investigation, with comparison to the ROOT
geometry model of TRIPOLI-5 and various geometry
models available in TRIPOLI-4 and OpenMC. The ver-
ification tests are based on the use of equivalent geometry
models. In the simplest test, we compare the materials
“seen” at a given location by different geometry engines.
In more sophisticated tests, we also compare the lengths
traveled by a particle in each material region, for a given
starting point and direction. The results of these compar-
isons will be reported in a forthcoming paper.

Future work will focus on providing support for the
legacy geometry models of TRIPOLI-4 and MORET.

5 Software architecture

The experience acquired with the PATMOS mini-app
informs most of the architectural choices of TRIPOLI-5.

5.1 Modularity

TRIPOLI-5 is written in C++. It is conceived as a toolkit
of libraries that users can combine to perform Monte Carlo
particle transport simulations. It sensibly differs in this
respect from TRIPOLI-4, which has the structure of a
monolithic executable driven by an input file written in
an application-specific language. This choice is motivated
by the experience gained in coupling both TRIPOLI-4 [12]
and PATMOS (see Sect. 2) to external thermal-hydraulics

Fig. 6. Radial cut of the AGORA geometry corresponding to
the Hoogenboom–Martin–Petrovic benchmark. Visualization is
obtained using the extended version of the T4G tool.

solvers. The development of the TRIPOLI-4 coupling was
found to require very invasive code modifications, mostly
because TRIPOLI-4 had not been designed with the goal
of supporting multiple simulation runs within the same
code execution. The necessary developments, which were
made in the context of a Ph.D. thesis [60] on a topic
branch, were never permanently merged in the develop-
ment version of TRIPOLI-4, because the integration cost
was estimated to be too high. In contrast, the library
structure of TRIPOLI-5, with multiple entry points and
a mostly stateless2 workflow, makes the implementation
of concentration, density and temperature updates very
natural, provided that the code exposes a sufficiently flex-
ible interface. This constraint has been integrated at the
design stage.

With these reflections in mind, it was decided that
users should always interact with TRIPOLI-5 via Python.
This is in sharp contrast with the choices of legacy codes
like TRIPOLI-4, MORET or MCNP, which are typically
driven by a text-based input file, or even Geant4 [61],
which is mostly C++-based. The TRIPOLI-5 approach
is similar to the solution adopted by OpenMC, with the
important difference that TRIPOLI-5 users directly inter-
act with the simulation kernel. There is no intermediate
storage of the input data. The Python code directly calls
into the C++ kernel, via pybind11 bindings [62]. Any
modification in the Python script is immediately reflected

2 The code is designed with the goal of reproducibility, which
we define as follows: the code execution flow can only depend
on the input data (geometry, nuclear data, simulation param-
eters, etc.), and must not on any previous execution. This is
easier to achieve if the code does not store any state; in prac-
tice, we store some nuclear data in memory across runs, to
avoid expensive disk access. Also, the random-number genera-
tors are attached to the particles.
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in the simulation. This eliminates a common cause of unin-
tentional code misuse.

A modular structure makes it also easier to handle
optional external dependencies. Our general strategy is
to try to stay away from “dependency hell” by carefully
auditing external dependencies before bringing them into
TRIPOLI-5. This is especially a problem on the C++ side,
where a modern package manager is still painfully miss-
ing. We tend to prefer header-only libraries to compiled
libraries, and Python dependencies to C++ dependen-
cies. Small dependencies are downloaded and compiled (if
necessary) at TRIPOLI-5 build time, removing the neces-
sity to install them separately. Large dependencies, such
as ROOT [56] or MEDCoupling [30], are made optional.
Finally, the modular structure of TRIPOLI-5 also makes
it simpler to arrange for distributing some of the code
libraries to partners, collaborators, and students.

As far as code input/output is concerned, we plan to
build as much as possible on commonly used infrastruc-
ture. For example, all code results will be accessible as
NumPy arrays from Python [63]. TRIPOLI-5 will also
provide specific support for use in Jupyter notebooks [64],
especially for visualization and post-processing purposes.

5.2 Parallelism

Modern massively parallel computers are commonly char-
acterized by:

– multi-core CPUs with broad vector registers for single-
instruction multiple-data (SIMD) operations;

– multiple CPUs per node, often with non-uniform mem-
ory access (NUMA);

– hybrid architectures consisting of CPUs and graphical
processing units (GPUs);

– fast network connectivity between the compute nodes.

Each of these features grants access to some amount of
parallelism, provided that the code is suitable structured
to exploit it. The choices made in TRIPOLI-5 are the
following:

– For vectorization, we consider portability to be more
important than performance. Modern compilers pro-
vide some support for automatic vectorization. This is
typically relevant in relatively simple situations, where
the compiler is able to infer that the same operation
is being performed on multiple data. In more complex
situations, the detection of opportunities for automatic
vectorization is sometimes defeated by incidental fac-
tors, such as control flow. It is possible to apply man-
ual vectorization, but this results in less portable code.
For these reasons, in TRIPOLI-5 we choose to rely on
automatic vectorization, in the hope of reaping larger
gains as compilers learn better automatic vectorization
heuristics.

– The parallelism exposed by multi-core architectures is
exploited using the OpenMP compiler directives for
data parallelism [28]. This is relatively easy to do in
Monte Carlo transport codes, because the innermost
transport loops have an embarrassingly parallel struc-
ture.

Fig. 7. Multi-GPU scheduling in TRIPOLI-5. In this example,
20 cross sections are offloaded to 2 GPUs.

– TRIPOLI-5 handles both non-uniform memory access
and distributed computing with the use of MPI [27].
For example, on nodes with non-uniform memory
access, it is generally recommended to spawn one MPI
process per memory bank; thus, typical calculations on
NUMA nodes employ more than one process per node.

5.3 GPU offloading

The use of GPUs requires a slightly longer discussion. The
most straightforward implementation of particle trans-
port Monte Carlo involves two nested loops: the outer
loop runs over the particles to be transported, while the
inner loop runs over the events encountered by a single
particle (flights and collisions). This “history-based” code
structure does not lend itself well to the data parallelism
paradigm exposed by GPUs [65]. It is possible however to
swap the two loops: the outer loop runs over the events
for a packet of particles, while the inner loop samples the
given event for all the particles in the same packet. This
pushes data dependencies “upwards” in the control flow,
and embarrassingly parallel loops “downwards”. In this
“event-based” structure, many parts of the transport algo-
rithm expose some opportunities for data parallelism: for
example, cross-section evaluation and geometrical queries
are good candidates for GPU offloading. As mentioned in
Section 3, the use of the SIGMA1 algorithm for the com-
putation of Doppler-broadened cross sections is a major
performance hot spot. Luckily, the SIGMA1 algorithm
lends itself well to GPU offloading, since it basically con-
sists of a summation loop. Therefore, the SIGMA1 com-
putation was selected as the first target for a partial GPU
port of TRIPOLI-5.

The SIGMA1 loop benefits from parallelism on GPU
thanks to a distribution of iterations on GPU threads.
TRIPOLI-5 supports the use of multiple GPU cards. Each
OpenMP thread is assigned a GPU in a round-robin man-
ner. Figure 7 illustrates the scheduling of computing tasks
on GPU. Each large square represents a SIGMA1 cross-
section calculation; each calculation is independent of the
others and can be asynchronously sent to the GPU (using
the scheduling capabilities of the backend and the GPU).
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For each cross-section calculation, the internal loop is par-
titioned in blocks of 32 elements, represented here by the
small squares.

It should be remarked that CPU and GPU code are
written with distinct paradigms, requiring quite different
algorithms, code flow and data structures. At the time of
writing, several GPU frameworks attempt to bridge the
gap between CPU and GPU programming. Some of them,
such as CUDA [21], only target graphics cards developed
by a specific vendor (Nvidia for CUDA). Other frame-
works, such as Kokkos [19] or OpenACC [20], intend to
be applicable to any card vendor, at the possible expense
of some performance. At the time of writing, no sin-
gle framework has emerged as a de facto standard for
GPU programming; therefore, we do not wish to commit
TRIPOLI-5 to a single framework. The CUDA and Ope-
nACC SIGMA1 backends that were developed for PAT-
MOS are in the process of being adapted to TRIPOLI-5; in
the near future, a Kokkos backend will also be developed.

5.4 Development process

We conclude this section with a few remarks on the
TRIPOLI-5 development process. The core team con-
sists of developers from two research institutes, CEA and
IRSN. Most of the collaboration happens on a private Git-
Lab instance. Every contribution to the code is reviewed
by one or more fellow developers, before integration. A
continuous integration pipeline verifies that the code cor-
rectly compiles under different configuration conditions,
and that all the tests succeed. The documentation, which
is based on Sphinx, is also built at every merge request.
Code formatting tools and linters are also part of the auto-
matic verification performed in continuous integration. We
believe that automating most of the verification in the pro-
cess is essential for guaranteeing high code quality, espe-
cially in a context where developers are scattered across
multiple institutions.

6 Benchmarking

The verification and validation database for TRIPOLI-
5 is being progressively enriched. A first set of
benchmarks configurations has been drawn from the
MCNP and TRIPOLI-4 criticality validation suite [66],
which also belong to the ICSBEP collection [67]. This
includes Godiva (HEU-MET-FAST-001), Jezebel (PU-
MET-FAST-001), IMF03 (IEU-MET-FAST-003), IMF04
(IEU-MET-FAST-004), STACY36 (LEU-SOL-THERM-
007, case 36), and Big Ten (IEU-MET-FAST-007-001).
The TRIPOLI-5 results are compared to OpenMC and
Serpent results. As an illustration, Figure 8 shows a com-
parison of TRIPOLI-5 and OpenMC for Big Ten, which
is a cylindrical core enriched to ∼10%weight, surrounded
by an annulus of depleted uranium. This benchmark is
known to be very sensitive to the unresolved resonance
range and thus to the use of probability tables. In this
regard, TRIPOLI-5 is today the only code which makes it
possible to compare probability tables processed by NJOY

Fig. 8. Top: effective multiplication factor for the Big Ten
benchmark, with and without various probability tables. Cir-
cles correspond to JEFF-3.3, and triangles to ENDF/B-
VIII.0. Bottom: neutron spectra using ENDF/B-VIII.0. Figure
adapted from reference [37].

(PURR module) [33] and CALENDF [32], coming from
the same evaluation. Overall, a satisfactory agreement
between TRIPOLI-5 and OpenMC was found. Meaning-
ful discrepancies have been detected and attributed to the
use of different probability tables models.

A second set of benchmarks is also under construction,
based on frequently used configurations like PWR assem-
bly cases and full-core PWR reactor cases (BEAVRS [68]
and Watts Bar [69]). The results of TRIPOLI-5 results are
compared to those of OpenMC and Serpent for keff, the
flux of the fundamental k-eigenmode and reaction rates.
In the future, the IRPhE benchmarks [70] will also be
tackled.

7 Conclusions and future prospects

This paper introduces TRIPOLI-5, the new Monte Carlo
particle transport code for reactor physics developed by
CEA, IRSN, and EDF. TRIPOLI-5 is a next-generation
toolkit library developed with the aim of gracefully scaling
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from workstations to massively parallel supercomputers.
The code currently implements most of the neutron and
photo-atomic physics that is necessary for stationary reac-
tor physics simulations.

In the coming years, the primary goal of TRIPOLI-
5 will be to cover applications that are currently inac-
cessible by codes of the previous generation, such as
TRIPOLI-4 and MORET6; this mainly concerns non-
stationary (depletion and kinetic) calculations on a
full-scale commercial reactor core, taking into account
thermal-hydraulics feedback. The software architecture
has been specifically designed for flexibility and maintain-
ability. The long-term goal of the project is to replace
the codes of the previous generation in other application
domains, such as radiation shielding, instrumentation and
criticality-safety. This will require the development of a
large number of new features, including variance-reduction
techniques, adjoint-weighted parameters, perturbations,
electromagnetic shower, and charged-particle transport.
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The joint evaluated fission and fusion nuclear data library,
JEFF-3.3, Eur. Phys. J. A 56, 181 (2020)

43. S. Holm, A simple sequentially rejective multiple test pro-
cedure, Scand. J. Stat. 6, 65 (1979)

44. D.A. Brown, M.B. Chadwick, R. Capote, A.C. Kahler,
A. Trkov, M.W. Herman, A.A. Sonzogni, Y. Danon, A.D.
Carlson, M. Dunn, D.L. Smith, G.M. Hale, G. Arbanas,
R. Arcilla, C.R. Bates, B. Beck, B. Becker, F. Brown,
R.J. Casperson, J. Conlin, D.E. Cullen, M.A. Descalle,
R. Firestone, T. Gaines, K.H. Guber, A.I. Hawari,
J. Holmes, T.D. Johnson, T. Kawano, B.C. Kiedrowski,
A.J. Koning, S. Kopecky, L. Leal, J.P. Lestone, C. Lubitz,
J.I. Márquez Damián, C.M. Mattoon, E.A. McCutchan,
S. Mughabghab, P. Navratil, D. Neudecker, G.P.A. Nobre,
G. Noguere, M. Paris, M.T. Pigni, A.J. Plompen, B. Pri-
tychenko, V.G. Pronyaev, D. Roubtsov, D. Rochman,
P. Romano, P. Schillebeeckx, S. Simakov, M. Sin, I. Sir-
akov, B. Sleaford, V. Sobes, E.S. Soukhovitskii, I. Stetcu,
P. Talou, I. Thompson, S. van der Marck, L. Welser-
Sherrill, D. Wiarda, M. White, J.L. Wormald, R.Q.
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