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Abstract

It has been shown in the field of Author Profil-
ing that texts may inadvertently reveal sensitive
information about their authors, such as gender
or age. This raises important privacy concerns
that have been extensively addressed in the lit-
erature, in particular with the development of
methods to hide such information. We argue
that, when these texts are in fact messages ex-
changed between individuals, this is not the
end of the story. Indeed, in this case, a second
party, the intended recipient, is also involved
and should be considered. In this work, we
investigate the potential privacy leaks affect-
ing them, that is we propose and address the
problem of Recipient Profiling. We provide
empirical evidence that such a task is feasible
on several publicly accessible datasets'. Fur-
thermore, we show that the learned models can
be transferred to other datasets, albeit with a
loss in accuracy.

1 Introduction

Written and spoken exchanges are essential means
to share information between individuals (Corn-
bleet and Carter, 2002; Fer, 2018). They usually
involve an author that communicates with some
intended recipients such as an audience or a single
individual. For example, journalists write articles
for their readers while friends exchange messages
in private conversations. It is noteworthy that, be-
yond their initial and intended content, these ex-
changes might also unintentionally and inadver-
tently reveal some features of the involved parties
such as their genders, ages, or personality traits
(Rangel and Rosso, 2013; ElI Manar and Kassou,
2014). This can be due to the presence of direct
identifiers, such as pronoun or titles of address like
“sir” or “madam”, but also to more subtle and indi-
rect identifiers, such as stylistic adaptations made
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by authors depending on their audience (Giles and
Ogay, 2007; Giles et al., 2023).

Identifying these features can be of significant
interest as they provide clues to understand how
individuals perceive both themselves and others,
and how these perceptions might be shared inad-
vertently. However, this also raises questions re-
garding the privacy of the parties involved in the
exchanges since these features might be of a poten-
tially sensitive nature. It is thus natural to wonder
to which extent it is possible to automatically infer
such information from texts alone and whether it
is possible to hide it. This led to the development
of tasks in the natural language processing and pri-
vacy preserving machine learning communities. In
particular, in author profiling the goal is to infer sen-
sitive features, such as gender, age, or personality
traits, from the author of a text (Rangel and Rosso,
2013; Rangel et al., 2013; El Manar and Kassou,
2014; Koolen and van Cranenburgh, 2017; Onikoyi
et al., 2023; Ouni et al., 2023). Similarly, several
approaches have been proposed to hide such sensi-
tive information (Mamede et al., 2016; Lison et al.,
2021; Loiseau et al., 2024; Fisher et al., 2024).
However, to the best of our knowledge, the devel-
opment of these new tasks has been solely focused
on authors while recipients have been ignored. We
believe that this is an important oversight and, in
this work, we address it by proposing a new task
that we call Recipient Profiling.

Our contributions are twofold. First, we formal-
ize the problem of Recipient Profiling by taking
inspiration from Author Profiling. Roughly speak-
ing, we define it as the task of predicting one or
several sensitive attributes of a recipient from one
or several pieces of text they received. Second, we
provide proof-of-concept experiments that show
the feasibility of this new task on several datasets.
More precisely, we empirically show that three re-
cent language models obtain a higher-than-chance
probability of correctly predicting the gender of
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recipients on three different datasets. Furthermore,
we show some amount of transferability as the mod-
els trained on any given dataset perform better than
chance on the others.

2 Related work

To the best of our knowledge, the task of Recipient
Profiling was not formalized before in the literature.
Nevertheless, we identify several works that seem
particularly relevant.

Author Profiling. Author Profiling has received
some attention in the literature and we can distin-
guish two main families of approaches. On the
one hand, the early works relied on linguistic pat-
terns and hand-crafted features to determine at-
tributes such as age, gender, and personality traits
(Rangel and Rosso, 2013; El Manar and Kassou,
2014; Koolen and van Cranenburgh, 2017). On
the other hand, recent advancements in language
models provided new opportunities as they enabled
analyses across various domains at a larger scale.
They expanded the possibilities for more compre-
hensive studies thanks to their ability to uncover
subtle and complex relationships between the text
and the characteristics of the authors. For example,
Koolen and van Cranenburgh (2017) present early
work on author gender identification, emphasizing
the impact of the target audience on the writing
style of authors. Similarly, Onikoyi et al. (2023)
present a gender identification method for Twitter
users using NLP and machine learning techniques.
As a last example, Ouni et al. (2023) examine cur-
rent author profiling methods for identifying demo-
graphic and psychological traits from social net-
work texts, evaluating their effectiveness. In this
paper, we also rely on the capabilities of recent text
encoders in our proof-of-concept experiments as
we show that a simple fine-tuning step is sufficient
to predict the gender of recipients.

Language Accommodation. Authors are known
to adapt their writing style to suit their audience, a
phenomenon termed Language Accommodation.
This communication theory has been explored
across various cultural contexts, languages, so-
cial groups, practical applications, and disciplines
(Giles et al., 2023). Additionally, it has shaped the
creation of targeted interventions and training in
sectors such as healthcare, education, finance, and
business (Watson, 2020; Frey and Lane, 2021; Brau
etal., 2022; Ayeni, 2021). An extreme case of such

accommodation has been investigated by Fu et al.
(2016) who explore a language-modeling based ap-
proach to reveal gender bias in tennis post-match
interviews. They showed that journalists ask male
athletes more game-focused questions compared to
female athletes. In this paper, we address a differ-
ent problem, namely Recipient Profiling. However,
the two questions are connected and could enrich
one another. For example, known accommodation
patterns, that is text adaptions identified in the liter-
ature as due to the recipient characteristics, could
serve as a basis to design better models for Re-
cipient Profiling. Likewise, the models learned to
perform recipient profiling could help practitioners
uncover new and subtle accommodation patterns.

3 Recipient Profiling

In this section, we propose a formalization of the
task of Recipient Profiling.

Let a € A denote the author of a text message
and r € R its recipient in any written or spo-
ken exchange. We denote by U/ 4,z the set of
all messages that could be exchanged between the
authors in A and the recipients in R. We further
denote by U,_,, the set of all utterances that author
a could potentially address to recipient r and by
Uarsr = {ul_,}_| € Uy a subset of n utter-
ances that author a sent to recipient . We assume
that each recipient is associated with a sensitive
feature s, which can take values in a set S. This
feature could, for example, be the gender or the
age of the recipient. The main goal in Recipient
Profiling is to predict the value of the sensitive at-
tribute associated with a recipient from the received
message. More formally, the task is to learn a clas-
sifier f : Us_r — S, thatis a classifier such that
f(ug—y) is equal to s,.

If the texts exchanged between authors and re-
cipients come from conversations, the utterances
might be too short to infer anything, for example
“Hi”, or “How are you?”. In this case, one can as-
sume that each wu,_,, is in fact a concatenation of
several messages to reach a minimal base length.

4 Experimental setup

In this section, we present the datasets, models, and
evaluation metrics that we use to demonstrate the
feasibility of recipient profiling. We selected three
conversation datasets that include the gender of the
recipients.



Switchboard Dialog Act Corpus (SWDA) (Stol-
cke et al., 2000). It contains transcripts of telephone
conversations about different topics such as child-
care, recycling, and news media. Some utterances
in this dataset were very short. Hence, as a pre-
processing step, we concatenated segments from
the same conversations until we reached a limit
of 1,000 characters (as described in the previous
section). This decreased the number of available
utterances from 122,646 to 9,030. We also filtered
out the meta-data tags.

Movie Dialog Corpus (MDC) (Danescu-
Niculescu-Mizil and Lee, 2011). It contains
dialogues from a large variety of movie scripts.
For this dataset, the only pre-processing involved
removing utterances associated with characters
whose gender was unknown.

Tennis Interviews Corpus (TIC) (Fu et al.,
2016). It is a collection of transcripts of interviews
with professional tennis players after their singles
matches. In this dataset we only have access to the
gender of the interviewed tennis player and not the
journalist. Hence, we only use the questions of the
journalists and discard the answers. We did not
perform any other specific pre-processing step on
the texts.

The datasets we selected presented some de-
gree of imbalance between the two classes. To
achieve balance, we randomly subsampled the over-
represented class, reducing its size to match that
of the under-represented class (Kubat and Matwin,
1997). We split the datasets into train, validation,
and test sets with a recipient-based group split, so
that no recipient appears in multiple splits, to pre-
vent overfitting. We construct random splits us-
ing 80% of recipients in the train set and 20% dis-
tributed in the test and validation sets. We provide
detailed statistics on our datasets before and after
the pre-processing steps in Table 1 in the Appendix.

To capture the linguistic patterns relevant for
recipients gender prediction, we selected three pre-
trained text classification models that are well-
known for their effectiveness in author representa-
tion (Onikoyi et al., 2023). The first one is BERT
(Devlin et al., 2019). It is often employed for text
classification due to its encoder architecture. The
second model we selected is MPNet (Song et al.,
2020) that is known for its performance in sen-
tence embedding. Lastly, we settled for a third
model named DeBERTa (He et al., 2021) specifi-
cally trained for Natural Language Inference (Sileo,
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Figure 1: Performance of fine-tuned models for recip-
ient gender classification in terms of balanced accuracy.
The barplot shows the performance of each model when
trained and tested within the same domain. The error
bars represent the standard deviation of the measure-
ments, calculated after running each model with three
different seeds.
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2023). We added to all the models a classifica-
tion head consisting in a single linear layer predict-
ing the gender of the recipient. We fine-tune all
the weights in all our experiments, using Adam
(Diederik, 2014) with a learning rate of 2e-5 over
3 epochs.

We focus our evaluation on balanced accuracy,
which is the average accuracy across the classes
(Brodersen et al., 2010). In the appendix, we also
report results in terms of precision, recall, F1-score,
and accuracy.

5 Results and Discussion

In this section, we present our main results that
correspond to balanced accuracies averaged over
three different runs and the corresponding standard
deviations. We start by presenting results on the
vanilla recipient profiling task. Second, we present
a transfer experiments between datasets. Third,
we analyze the difference in performance between
genders. Finally, we provide a short analysis show-
ing that the models potentially capture relatively
different patterns.

5.1 Performance of Fine-Tuned Models

Figure 1 illustrates the performance of the fine-
tuned models on our different datasets. The main
take-away is that we achieve better-than-chance ac-
curacy on all the problems we considered, showing
that it is indeed possible to predict the gender of a
recipient from a message alone. Note that accuracy,



recall, and F1-scores all exhibit similar trends as
balanced accuracy as can be seen in Table 2 in the
appendix.

The findings demonstrate that significant results
can be achieved in predicting recipient gender from
text messages. All fine-tuned models exceeded
baseline performance in this task. Pre-trained text
encoders, widely used in other contexts, also per-
formed well, indicating that recipient profiling us-
ing various machine learning techniques warrants
further exploration.

5.2 Cross-Dataset Model Transferability

We assessed how well our models generalize
across different domains, understanding that vari-
ations may stem from domain-specific vocabu-
lary or stylistic nuances. We evaluated each
fine-tuned model on different datasets to observe
whether they learned transferable patterns. Most
models achieved classification results better than
chance, that is balanced accuracies in the interval
[0.51,0.58], even in varied contexts. This could
suggest that our models capture patterns that re-
main valid from one dataset to the other. The full
results can be found in Figure 2 in the Appendix B.

5.3 Accuracy Difference by Gender

We evaluate the fine-tuned models accuracy by re-
cipient gender. Using three different seeds, we
found that, on average, the models predicted fe-
male recipients more accurately than male ones by
6.85% (details in Figure 3 in Appendix B). The dif-
ference varied significantly by dataset and model.
Whether this difference is due to a larger amount
of direct identifiers for females compared to males
or to other factors, for example indirect identifiers,
is still an open question. We think that this is an
interesting avenue for future work.

5.4 Models Agreement Analysis

To assess whether models capture consistent or
varied patterns across datasets, we evaluated the
agreement in predictions among different models.
We compared correct prediction agreement, while
accounting for random agreements, for each fine-
tuned model within the same context (further de-
tails in Figure 4 in the Appendix C ). The analysis
aligned with prior performance observations, with
lower balanced accuracy models showing reduced
agreement compared to higher accuracy models.
Although models with improved accuracy exhib-
ited greater agreement, it remained weak (kappa

coefficient between0.46 and 0.61 (McHugh, 2012).
This indicates that while some patterns are inter-
preted in a similar way, others are not. These in-
sights suggest that combining different datasets
could be worth exploring in further studies to im-
prove model performance in recipient profiling.

6 Conclusion

In this work, we formalized a new natural lan-
guage processing task called recipient profiling and
showed its feasibility using three different text en-
coders (BERT, MPNet and DeBERTa) and three
datasets (SWDA, MDC, TIC).

We believe that this opens up different research
avenues. First, it would be interesting to apply
explainability techniques to identify the nature of
the patterns leading to correct predictions. These
could then be analyzed under the lens of known
linguistic phenomenon, for example to unveil the
presence of direct and indirect identifiers that could
be linked to accommodation. Second, the feasibil-
ity of recipient profiling constitutes a new privacy
risk in textual data. It means that new mitigation
techniques will need to be developed in the future,
for example approaches to write texts that are neu-
tral with respect to their recipient. Third, it would
be interesting to go beyond text and explore other
data modalities where different kind of clues could
be helpful to profile recipients. For example, we
could consider speech data and take into account
the prosody of the author.

7 Limitations

There is two main aspects to our work, the for-
malization of Recipient Profiling and some experi-
ments to show the feasibility of the task. We iden-
tify some limitations in both parts. On the one hand,
our experiments are preliminary and only serve as
a proof-of-concept. Considering wider empirical
investigations, with other models beyond off-the-
shelf text encoders and other datasets, could give
a better understanding of the problem we are un-
veiling in this paper. Furthermore, our analysis of
the results remains quite superficial. Indeed, we
did not investigate the impact of utterance length
on the performance of our models or whether their
predictions were due to direct or indirect identifiers.
Similarly, we did not measure the impact of sty-
lometric features that are known to play a role in
author profiling (Fabien et al., 2020).

On the other hand, we only consider a basic



Recipient Profiling formalism in Section 3 while
other interesting settings could be relevant.

Multiple sensitive features. In some cases, each
recipient will possess multiple sensitive features
such as gender, age, and ethnicity. In this case, we
can either use intersectionality where S becomes
the set of all possible combinations of sensitive
features or assume that there exists sensitive sets
Si,...,S8k.

Fuzzy sensitive features. Another setting of in-
terest is when the recipients do not exactly belong
to one clear-cut group identified by the sensitive
feature but, instead, there is some permeability be-
tween the groups that the feature of interest defines
and recipients belong to them to various degrees.
This is for example the case when we consider per-
sonality traits. In this case, instead of predicting a
single attribute, the learned classifier may output a
probability distribution over all the possible output,
thatis f : Ua,r — P(S) where P(S) represents
the set of possible probability distributions over S.

Taking authors into account. In our basic for-
malization of Recipient Profiling, we completely ig-
nore the author characteristics. However, it would
be interesting to jointly consider Author and Recip-
ient Profiling as these two tasks could complement
one another. This could be particularly relevant
in cases where the same author and recipient pair
continuously exchange messages.

8 Ethical Considerations

The possibility of Recipient Profiling raises sig-
nificant ethical concerns, particularly regarding
privacy and potential discriminatory implications.
Our research primarily focused on the privacy di-
mensions, recognizing the complex challenges in
definitively separating predictive signals from un-
derlying societal biases. Privacy emerges as a crit-
ical concern. Our experiments demonstrate that
message contents can inadvertently reveal sensitive
characteristics about recipients, potentially with-
out their consent or awareness. This capability
could be misused for unwarranted personal infor-
mation extraction, raising substantial privacy risks
in digital communication contexts. The potential
for bias analysis is equally important. While our
current work does not comprehensively disentangle
whether predictions stem from genuine linguistic
markers or stereotypical patterns, we acknowledge

this as a crucial avenue for future research. Pre-
dicting recipient characteristics could potentially
help identifying unintended stereotypes or patroniz-
ing language (Perez-Almendros et al., 2022) while
writing text for a specific audience.
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A Datasets Details

Table 1 provides a detailed description of the datasets used in this paper. It includes information on
the number of utterances, authors, recipients, the gender distribution, and the specific details of the
experimental splits.

Dataset Code SWDA MDC TIC

Gender annotation Author and Recipient ~ Author and Recipient Only recipient
Utterances 122,646 288,341 81,974
Number of Recipients 440 8,749 358
Female/Male Recipients 220 /220 948 /2003 167 /191
Balanced Utterances* 9,030 46,088 75,994

Mean Characters per Balanced Utterances* 926.96 53.37 103.07
Recipient train/val/test 352/18/70 2361/ 118/ 472 250/33/75
Utterances train/val/test 5,466 /516/1,578 31,924 /4,233/9,931 48,920/ 13,698 /13,376

Table 1: Datasets description. Balanced utterances refers to the number of utterances that were used in the
experiments after pre-processing to balance the number of male and female author and recipients. In the MDC
dataset we had to drop some utterances as the gender information was only available for 2951 recipients out of
8749.

B Experiment Results Details

Recipient Gender Classification

Transfer Performance [Balanced accuracy]
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Figure 2: Balanced accuracy transfer performance of fine-tuned models for recipient gender classification. The
values represent the mean balanced accuracy, over three seeds for each model, with their respective standard
deviations.



ID Model Dataset Balanced Accuracy Accuracy Fl-score Precision Recall Seeds

1  BERT SWDA 0.7659 0.7662 0.7633 0.7625 0.7659 3
(0.0435) (0.0440) (0.0459)  (0.0461)  (0.0435)

2 MPNET SWDA 0.7527 0.7612 0.7540 0.7584 0.7527 3
(0.0287) (0.0264) (0.0292)  (0.0324)  (0.0287)

3 DEBERTA SWDA 0.7729 0.7739 0.7707 0.7704 0.7729 3
(0.0145) (0.0168) (0.0167)  (0.0175)  (0.0145)

4  BERT MDC 0.5980 0.5943 0.5939 0.5991 0.5980 3
(0.0126) (0.0135) (0.0137)  (0.0129)  (0.0126)

5  MPNET MDC 0.5930 0.5916 0.5901 0.5942 0.5930 3
(0.0098) (0.0107) (0.0114)  (0.0102)  (0.0098)

6 DEBERTA MDC 0.5970 0.5988 0.5913 0.6031 0.5970 3
(0.0041) (0.0130) (0.0092)  (0.0048)  (0.0041)

7  BERT TIC 0.6765 0.6688 0.6472 0.6664 0.6765 3
(0.0067) (0.0321) (0.0260)  (0.0307)  (0.0067)

8  MPNET TIC 0.6825 0.6755 0.6559 0.6672 0.6825 3
(0.0069) (0.0218) (0.0297)  (0.0324)  (0.0069)

9 DEBERTA TIC 0.6835 0.6810 0.6609 0.6656 0.6835 3
(0.0024) (0.0164) (0.0239)  (0.0269)  (0.0024)

Table 2: Recipient gender classification results for same-domain evaluation. The standard deviation for each metric,
calculated across three different seeds, is shown below the corresponding value.
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Figure 3: Difference in accuracy of fine-tuned models when predicting recipient gender. The values represent the
average accuracy across three seeds. The models were train and test with in the same domain.

C Models Agreement Details

In order to identify whether the models are capturing the same patterns, we compare their level of
agreement on correct predictions. Let P; ; be the probability that models ¢ and j agree, and R; ; be the
probability of a random agreement between ¢ and j. The kappa coefficient between ¢ and j can then be
computed as:

6]

Larger values of «; ; indicates more agreement between the models 7 and j while negative values indicate
disagreement.



Ag B Models for Recipient Gender Classification
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Figure 4: Agreement between fine-tuned models for recipient profiling, measured using the Kappa Coefficient to
account for random agreement, as defined in Equation (1). The fine-tuned models were evaluated within the same
domain. Each agreement value represents the average coefficient across three seeds used in the experiments. The
agreement values for different models range from 0.46 to 0.61.

10



	Introduction
	Related work
	Recipient Profiling 
	Experimental setup
	Results and Discussion
	Performance of Fine-Tuned Models
	Cross-Dataset Model Transferability
	Accuracy Difference by Gender
	Models Agreement Analysis

	Conclusion
	Limitations
	Ethical Considerations
	Datasets Details
	Experiment Results Details 
	Models Agreement Details

