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Navier-Stokes problem
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Abstract

In this paper, we continue the analysis of the stationary exterior Navier-Stokes
problem with interior boundary data and vanishing condition at infinity. We first
show an existence result that extends a previous contribution of the second author
[13] by considering boundary data prescribing a non-trivial flux on the internal
boundary. We obtain in particular that the non-uniqueness result of G. Hamel [14]
extends to an open set of internal boundary data. We then show that one way
to recover uniqueness of a solution is to complement the perturbation of velocity
field with a decay condition at infinity for small circulation through the interior
boundary. Our method is based on a fine analysis of the linearized Navier-Stokes
system around potential flows in the exterior domain.
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1 Introduction

In this paper we address the existence and uniqueness of solutions to the planar Navier-
Stokes system in the exterior of a unit disk B⊂R2:

(u ·∇)u+∇p=∆u, in R2 \B,

divu=0, in R2 \B,

u=u∗, on ∂B,

u=0, at infinity.

(1)

This system represents the stationary motion of a viscous incompressible fluid outside
B where an inflow u∗ is imposed. It has been widely studied for years. Following
the seminal approach of J. Leray [17] a first method to solve this system consists in
constructing solutions with finite Ḣ1-norm by an exhaustion method [3]. Unfortunately,
this weak solution method is irrelevant in this 2D exterior case since it does not ensure
the boundary condition at infinity is satisfied [16]. More references on this topic can
be found in the reference book on exterior problems [5]. Particularly, the existence and
uniqueness for a non-zero boundary condition at infinity was discussed in [5, Section
XII.5] or a recent work [10]. One way to explain the flaw of the exhaustion method is
that the standard linearization at infinity around the profile (u,p)=(0,0) is not uniquely
solvable. This observation is named “Stokes paradox” after the seminal computations
of G.G. Stokes [5, Section V]. To circumvent this difficulty, a straightforward idea is
to look for an a priori first order asymptotics of a possible solution in order to perform
a perturbation method with a more suitable linearized system. A natural candidate in
this respect is a potential flow u that cancels independently the two terms (u ·∇)u+∇p
and ∆u with p=−|u|2/2. This idea is proposed and implemented when B is a disk
in [13] with specific −1-homogeneous potential flows corresponding to rotating profiles
with rotation velocity decaying at infinity. However, the Stokes paradox still influences
the computations in this setting. It implies that if one chooses a small perturbation of a
given profile for boundary data on ∂B, the associated solution will converge to another
profile at infinity. This result is limited to sufficiently fast rotation velocities (on ∂B).
The method of proof relies on a sharp description of the associated linearized system with
a Fourier series argument based on the symmetries of the geometry. The optimality of
the limiting condition on the rotation velocity is supported by numerical experiment [9].
Other candidates for asymptotic profiles are computed in [8]. The method and results
of [13] have been improved and extended to various directions: computations of stationary
solutions in a rotating frame [7], other factorization methods [18], boundary data with
flux [12], three-dimensional setting [11], time-dependent problem [1], etc. This review is
restricted to general boundary data with no symmetry assumptions. We also note that
the general existence theory for (1), even for small data, is still open, and few results are
available only under symmetry assumptions on the data (see [6] for instance).

A further obstacle to the possibility of an existence/uniqueness result for (1) is due
to G. Hamel. In his seminal contribution [14], G. Hamel constructed a three-parameter
family of solutions to (1) with remarkable features, see also [5, p. 803]. To explain his
result in more details, let consider B=B(0,1) is a unit disk and introduce (r,θ) the

2



corresponding polar coordinates (with the associated local basis (er,eθ)). We can then
split any vector-field v :R2 \B(0,1)→R2 into:

v=vrer+vθeθ.

The velocity-field v(H) of a Hamel flow is fixed by the three constants (ϕ,µ,λ)∈R3 and
given by the formulas:

v(H)
r (r,θ)=−ϕ

r
v
(H)
θ (r,θ)=λr1−ϕ+

µ

r
. (2)

We recognize a flow which consists of a constant suction proportional to ϕ (ensuring that
the flux through circles is constant) and a rotation velocity depending on r (thus the name
of spiral flow). These velocity-fields vanish at infinity in case λ=0 or ϕ>1. Considering
these flows outside B, we observe that the restriction of v(H) on ∂B prescribes ϕ and thus

completely the radial component v
(H)
r of v(H) on ∂B. On the contrary, the tangential

part of v(H) being a combination of two parts, prescribing the boundary values leaves one
free parameter. For instance, prescribing vanishing boundary tangential velocity enforces
only that λ+µ=0 and we loose uniqueness. In this paper, we build upon the following

further remarks. If we consider that ϕ>2, the leading term of v
(H)
θ at infinity is µ/r that

entails two properties:

i) when r>>1, v(H) is a perturbation of :

uref [ϕ,µ](r,θ)=
−ϕ

r
er+

µ

r
eθ. (3)

ii) prescribing limr→∞v
(H)
θ (r,θ)r fixes the constant µ and thus the combination in (2).

For the analysis below, we recall that

2πϕ=

∫
∂B

v(H) ·ndσ

is the flux prescribed by the boundary value for v(H). We recall that this is an invariant
since v(H) is divergence-free. In particular, a similar identity holds when replacing ∂B
by any simple curve circling around B (a circle centered in the origin of radius larger
than 1 for example). Following the theory on inviscid flows [19], the quantity

2πµ=

∫
∂B

v(H) ·n⊥dσ

is the circulation prescribed by the boundary value of v(H) on ∂B.
To state our main result, we decompose any boundary data u∗ involved in (1) as

follows:
u∗=−ϕ0er+µ0eθ+v∗

with v∗∈C∞(∂B) a small perturbation prescribing no flux nor circulation through ∂B.
Our main existence result then reads

Theorem 1 Let ϕ0∈ [0,∞) and µ0∈R satisfy:

ϕ0>
3

2
or

(
ϕ0∈ [0,3/2] and |µ0|> (4−ϕ0)

√
3−2ϕ0

)
. (4)
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There exists a ball of perturbation v∗ (for some topology to be made precise) satisfying∫
∂B

v∗ ·ndσ=0,

∫
∂B

v∗ ·n⊥dσ=0

such that:

if 0≤ϕ0≤2, there exists a smooth solution (u,p) to (1) with boundary data

u∗=−ϕ0er+µ0eθ+v∗.

Moreover, there exists µ close to µ0 such that:

lim
r→∞

sup
θ∈(−π,π)

r |u(r,θ)−uref [ϕ0,µ](r,θ)|=0.

if ϕ0>2, for every µ close to µ0, there exists a smooth solution (uµ,pµ) to (1) with
boundary data

u∗=−ϕ0er+µ0eθ+v∗,

such that:
lim
r→∞

sup
θ∈(−π,π)

r |uµ(r,θ)−uref [ϕ0,µ](r,θ)|=0.

The condition (4) is reminiscent of the sufficiently fast rotation assumption intro-
duced in [13]. It is based on the computation of the linearized (1) around a profile
(uref [ϕ0,µ],pref [ϕ0,µ]=−|uref [ϕ0,µ]|2/2) (note that µ is not necessarily µ0). As in [13],
this assumption shall ensure that Green functions associated with the linearized prob-
lem decay sufficiently fast to be combined with the nonlinearity. We emphasize that, in
case ϕ0=0 we recover the condition |µ0|>4

√
3 which was the condition derived in [13].

The main originality of this existence result is the case ϕ0>2 where we obtain a one-
parameter family of solutions for many given boundary data. Briefly, this innovation
is permitted because we do not face the non-invertibility of the Stokes problem when
we consider the linearized Navier-Stokes system around (uref [ϕ0,µ],pref [ϕ0,µ]) with ϕ0

sufficiently large. We can then implement a classical perturbation analysis and obtain
existence of a solution for boundary data close to uref [ϕ0,µ]. Furthermore, we can play
with the parameter µ : the same boundary data u∗ can read uref [ϕ0,µ]+v for various
values of µ (close to µ0). This is possible since the mapping µ 7→uref [ϕ0,µ] is contin-
uous in any Hm(∂B)-space. In this respect, our result is a non-trivial extension of the
existence result in [12] where this non-uniqueness property was only mentioned for the
spiral solutions of Hamel. We obtain herein that this non-uniqueness property is generic.
The key role of the circulation parameter µ has already been identified in the Cauchy
theory for unbounded-energy solutions to the time-dependent Navier-Stokes equations in
exterior domains [2, 4, 15].

Once we have a one-parameter family of solutions, a natural issue is to find a criterion
that enables to discriminate between these solutions. Following the remark ii) above, a
natural candidate is to prescribe limr→∞ruθ(r,θ) or equivalently to prescribe the value
of µ of the leading order uref [ϕ0,µ] of the solution. Our main result is the following:

Theorem 2 Let ϕ0∈ (21/10,3] and β0>0. There exists ε(ϕ0,β0)>0 such that the fol-
lowing statement holds true.
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If µ∈R and (ui,pi)∈C∞(R2 \B)×C∞(R2 \B) for i=a,b are solutions to (1) with
the same u∗∈C∞(∂B) and such that vi=ui−uref [ϕ0,µ] satisfies:

sup
|x|≥1

[
|x|1+β0(|va(x)|+ |vb(x)|+ |x|(|∇va(x)|+ |∇vb(x)|)

+|x|2(|∇2va(x)|+ |∇2vb(x)|)
]
+ |µ|<ε(ϕ0,β0), (5)

then ub=ua.

In practice, ua is a solution such as the one we construct in the existence part. The
second solution ub can be any solution. In the above theorem, we require this solution
to be smooth, but it is classical that weak solutions are as smooth as the boundary data
thanks to the ellipticity of the Stokes system. So this is no restriction when boundary
data are smooth. Assumption (5) means that the perturbations va and vb decay faster
than 1/|x| at infinity. This is mandatory since otherwise our assumptions would allow to
compare solutions that we constructed with asymptotic profiles uref [ϕ0,µ̃] with different
values for µ̃. In contrast with the uniqueness result in [12], one strength of our result is
furthermore that we allow the faster decay of the perturbation to be arbitrary small (we
have no size-restriction on β0).

The proof of Theorem 2 is mainly based on an energy method. However, several
difficulties pave the way to the result. Indeed, let fix a pair of solutions (ua,pa) and
(ub,pb) and introduce

w=ua−ub, q=pa−pb.

The difference satisfies

(w ·∇)ua+(ub ·∇)w+∇q = ∆w, (6)

div w = 0,

with vanishing boundary conditions on ∂B. If one multiplies this system directly with
w, it yields after integration by parts:∫

R2\B
|∇w|2dx=−

∫
R2\B

w ·∇ua ·wdx.

Because of the leading term in ua the right-hand side contains a priori a term like∫
R2\B

(ϕ0+µ)
|w|2

|x|2
dx.

However, on the one hand, we have no Hardy inequality in exterior 2D domains that
would allow to control this term with the left-hand side. On the other hand, there is no
hope to make this term small since ϕ0 is not arbitrary small in our setting. Hence, we
need to go into more details when computing this right-hand side. Firstly, we will extract
the terms depending on ϕ0 that we will be able to combine with the left-hand side to
construct a positive quadratic form. Secondly, we will work on the defaults that make
the Hardy inequality invalid in the 2D setting. It turns out that in this case again, we
can play with radial coordinates and Fourier expansions in the angular variable. We will
observe that the default of the Hardy inequality reduces to the 0 and first frequencies that
we will have then to handle differently in comparison with larger frequencies. Moreover,
we will observe that the nonlinearity is compatible with this splitting: the perturbation
arising in the energy estimate for the 0-mode does not depend on the 0-mode. This will
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enable to buckle a contraction argument. In passing, to handle the nonlinearity, we will
have to prove by a bootstrap argument that the non-zero modes of the perturbation va

and vb have to decay faster than expected. Details are provided in Section 3.
To make this method run, our assumptions contain two main restrictions. Firstly,

we require the perturbations va and vb to be small in appropriate weighted spaces.
Asymptotically this has no impact (up to change β0 for a smaller value β′

0). But we
require here that in the bulk close to B the perturbation is also small. Such a property is
known for the solution ua up to assume that the boundary data is a small perturbation of
a reference flow. But it is still open for the arbitrary solution vb. Even for small boundary
data, standard a priori estimate techniques allow the existence of a “large” perturbation.
Secondly, our uniqueness result is valid only for ϕ0∈ (21/10,3]. The assumption ϕ0≤3 is
fundamental: it allows the positivity of the quadratic form underlying our contraction
argument. We expect that this restriction is related to a new bifurcation in the branch
of solutions. We could relax the assumption ϕ0>21/10 by imposing that the assumed
faster decay is sufficiently strong (namely we could assume ϕ0>2 and β0 sufficiently
large). The restriction ϕ0>21/10 appears in the bootstrap argument. It enforces again
that the Green functions – associated with the linearized system around an asymptotic
profile – decay sufficiently fast to make the solutions vb decay also sufficiently fast.
We can then control trilinear terms arising in energy estimates by the positive-definite
quadratic form at hand (a pseudo Ḣ1-norm).

The outline of the paper is as follows. In the next section, we prove our existence
result. Since computations are very close to previous computations in [13] we will stick
to the main new ingredients and recall the computations of [13] for most technical parts.
The core of the paper is the Section 3 where we obtain our uniqueness result. Technical
details (and especially the bootstrap argument involved in the proof of Theorem 2) are
given in appendix.

Acknowledgement. The authors would like to thank Peter Wittwer for inspiring
discussions at the origin of this study. The second author acknowledges support of
Institut Universitaire de France.

2 Existence theory

In this section, we provide a proof of Theorem 1. Our construction method follows
closely the approach of [13] using the stream function/vorticity representation of the
Navier-Stokes equations. We recall briefly the method for completeness and refer the
reader to this previous contribution for further computations.

Let u∗∈C∞(∂B) and (u,p) be an a priori associated smooth solution to (1). We
introduce:

ϕ0 :=
1

2π

∫
∂B

u∗ ·ndσ, µ0 :=
1

2π

∫
∂B

u∗ ·n⊥dσ, (7)

and we look for a solution close in the vicinity of (uref [ϕ0,µ], pref [ϕ0,µ]) where µ is close
to µ0. We split then u=uref [ϕ0,µ]+ ũ, p=pref [ϕ0,µ]+ p̃ where (ũ, p̃) solves:

(ũ ·∇)ũ+uref [ϕ0,µ] ·∇ũ+ ũ ·∇uref [ϕ0,µ]+∇p̃=∆ũ, in R2 \B,

divũ=0, in R2 \B,

ũ=u∗−(µeθ−ϕ0er) , on ∂B,

ũ=0, at infinity.

(8)
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Moreover, ũ is smooth and divergence-free on R2 \B. Since it prescribes zero-flux on
∂B, it can be extended into a continuous piece-wise smooth divergence-free vector-field
on R2. We then find γ∈C∞(R2 \B) such that ũ=∇⊥γ. We take then the curl of the
first equation in (8), and consider the equations satisfied by the unknown γ together with
w=∇× ũ :=∂1ũ2−∂2ũ1. Going to radial coordinates, we have that (γ,w) are 2π-periodic
solutions in θ for r∈ (1,∞) to:

∂rrγ+
1

r
∂rγ+

1

r2
∂θθγ=−w,

∂rrw+
(ϕ0+1)

r
∂rw+

1

r2
∂θθw− µ

r2
∂θw=

∂θγ

r
∂rw− ∂rγ

r
∂θw,

(9)

with the following periodic boundary conditions in θ
∂θγ(1,θ)=u∗

r(θ)+ϕ0, on T,
∂rγ(1,θ)=µ−u∗

θ(θ), on T,
lim
r→∞

(|γ(r,θ)|+ |∂rγ(r,θ)|)=0, on T,
(10)

where we denote T=R/2πZ the 1d-torus. Before constructing solutions to (9)-(10), we
recall their relations with (1) in the following lemma:

Lemma 3 Assume (γ,w)∈C∞((1,∞)×T), satisfies (9) and

∃α>0 s.t. sup
(1,∞)×R

(
3∑

k=0

rα+k|∇kγ(r,θ)|

)
<∞. (11)

There holds u=∇⊥γ+uref [ϕ0,µ]∈C∞(R2 \B) and there exists p∈C∞(R2 \B) for
which {

−∆u+u ·∇u+∇p=0 in R2 \B,

divu=0 in R2 \B.

Proof. We follow closely the proof of [13, Theorem 2]. The smoothness of u is
straightforward. Then, by construction, equations (9) entail that :

∇×(−∆u+u ·∇u)=0, in R2 \B.

Similarly to the construction of γ from u (up to a rotation of angle π/2), we infer that
there exists p∈C∞(R2 \B) and λ∈R for which:

−∆u+u ·∇u+∇p=λ
x⊥

|x|2
.

We remark then that:

λ=
r

2π

∫
∂B(0,r)

(−∆u+u ·∇u) ·eθdσ, ∀r>1.

However, by construction ∆u and u ·∇u decay faster than 1/r3 at infinity so that λ=0.
This ends the proof.

In what follows, all the constructed solutions (γ,w) to (9) will match the condition
(11) so that the above result applies.
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2.1 Rewriting of the main equations

We now look for solutions (γ,w) to (9) in terms of Fourier series of the angular coordinate
θ :

γ(r,θ)=
∑
n∈Z

γn(r)e
inθ, w(r,θ)=

∑
n∈Z

wn(r)e
inθ,

and similarly, we compute Fourier modes of the boundary conditions:

v∗r,n=
1

2π

∫ 2π

0

(u∗
r(θ)+ϕ0)e

−inθdθ, v∗θ,n=
1

2π

∫ 2π

0

(u∗
θ(θ)−µ)e−inθdθ, ∀n∈Z.

We note that, because of the convention (7) we have v∗r,0=0 and v∗θ,0=µ0−µ.

Plugging into (9) and identifying Fourier modes transforms (1) into a discrete family
of coupled differential systems in (1,∞). For all n∈Z we obtain:

∂rrγn+
1

r
∂rγn−

n2

r2
γn=−wn, in (1,∞)

∂rrwn+
(ϕ0+1)

r
∂rwn−

inµ+n2

r2
wn=Fn, in (1,∞)

(12)

with boundary conditions: 
inγn(1)=v∗r,n,

−∂rγn(1)=v∗θ,n,

lim
r→∞

(|γn(r)|+ |∂rγn(r)|)=0,

(13)

and where the coupling term Fn reads:

Fn(r)=
i

r

∑
k+l=n

(lγl∂rwk−∂rγlkwk) . (14)

Given suitable (v∗r,n,v
∗
θ,n)n∈Z (to be made precise below), our formal reasoning to

solve (12)-(13)-(14) reads as follows. We will look for solutions to (12)-(13) such that
Fn is computed from the solution itself via (14). This is typically a fixed-point problem.
We must expect that the main difficulty to prove existence of a solution is to find a
framework that enables to control the decay of solutions at infinity. To highlight such a
construction, let us forget that we have sums over the index n and assume that we have
polynomially decaying functions. If all γn decay like 1/rα then one must expect that the
Fn decay like 1/r2α+4. Solving the differential system (12)-(13) yields a solution (γ̃n,w̃n)
such that:

• w̃n splits into a Green function that decays like rζ
−
n and a solution resulting from

the source term Fn. One reads directly from the equation that the solution resulting
from the source term decays two power less than the source term meaning 1/r2α+2

and:

ζ−n =−
(
ϕ0

2
+

1

2

√
ϕ2
0+4(inµ+n2)

)
(15)

• similarly, γ̃n splits into a Green function that decays like r−|n| and a solution
resulting from the source term w̃n. One reads directly from the equation that the
solution resulting from the source term decays two power less than the source term
meaning rmax(ζ−

n +2,−2α).
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Anticipating a recursive process, we may expect convergence of the iteration (γn,wn)→
(γ̃n,w̃n) only if the new decay (of γ̃n) is faster than the previous one and consistent with
the assumption α>0. For this, we require that max(−|n|,max(ℜ(ζ−n )+2,−2α))<−α.
for all n∈Z. This can be recast into the three conditions

|n|>α and ℜ(ζ−n )<−(2+α) and 2α>α,

that must hold for all n∈Z. We note here that the exponent α>0 is free and to be
chosen so that these conditions are satisfied. In this respect, the last condition 2α>α
is free since we must choose α>0. The first condition can never be reached for all n∈Z
because of the case n=0. To overcome this difficulty, we proceed like in the previous
reference [13]: we first assume that we can construct a mode (γ0,w0) decaying as fast as
suitable. We need then to match the above conditions only when n ̸=0. Because of the
explicit formula for ζ−n , we remark we can choose an α>0 so that it holds true in case
ℜ(ζ−1 )<−2 that writes:

ϕ0>
3

2
or

(
ϕ0∈ [0,3/2] and |µ|> (4−ϕ0)

√
3−2ϕ0

)
. (16)

We then consider the 0-mode. We remark that this frequency behaves differently
whether ϕ0 is larger or smaller than 2. When ϕ0≤2, we have ℜ(ζ−0 )≥−2>−2−α (what-
ever α>0). Hence, the only possible formula for a solution to (12) that decays sufficiently
fast at infinity is the one given by the nonlinearity. This one decays with a power 2α>α.
By choosing this only solution, we need to relax the boundary condition on ∂rγ0(1) that
we recover in a last time playing on the parameter µ like in [13]. But one novelty arises
when ϕ0>2. Indeed, we have then ℜ(ζ−0 )<−2 so that we can allow a Green-function of
the w0-equation in the solution (up to restrict the size of α). We are then able to fix a
solution that matches the value of ∂rγ0(1). So, we can solve the full problem with bound-
ary data for any value of µ. Consequently, playing with the parameter µ yields various
solutions. The fact that these solutions are different entails from their asymptotic first
order when r→∞.

2.2 Function spaces

To enter into the details of the construction, we introduce now spaces inspired of [13] in
which we will perform our fixed-point argument.

Definition 4 Given κ>0, α>0 and m∈N, such that m<κ, we set:

Bκ :={φ̂∗∈CZ such that sup
n∈Z

(1+ |n|)κ|φ∗
n|<∞},

B0
κ :={φ̂∗∈Bκ such that φ∗

0=0},

and

Bα,κ :={φ̂∈ (C[1,∞);C)Z, such that sup
n∈Z

sup
r∈[1,∞)

rα(1+ |n|)κ|φn(r)|<∞},

Um
α,κ :={φ̂∈ (Cm[1,∞);C)Z, such that

(
∂l
rφn

)
n∈Z∈Bα+l,κ−l, for all 0≤ l≤m}.

These function spaces are reminiscent of weighted Sobolev spaces, and permit to
obtain sharp estimates on the decay of solutions to (12)-(13). The spaces with one lower
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index are used for boundary data, whereas the spaces with two lower indices (mainly Um
α,κ)

will be used for solving (12)-(13). We recall that these spaces are decreasing for inclusion
with continuous embeddings in the parameters κ,α,m independently. We introduce a
particular naming of solutions to (1) obtained through this process:

Definition 5 Let κ∈ (0,∞) and a boundary condition v̂∗ : = (v̂∗r , v̂
∗
θ)∈B0

κ+5×B0
κ+4.

Given (ϕ0,µ)∈ [0,∞)×R, we call κ-solution for the boundary conditions v̂∗, the flux
ϕ0 and the angular velocity µ a pair (γ̂,ŵ), such that

• (γ̂,ŵ)∈U2
α0,κ+4×U2

α0+2,κ+3 for some α0>0,

• all modes of (γ̂,ŵ) solve (9) with boundary condition (13) and source term given
by (14).

In this setting, our main result reads:

Theorem 6 Let ϕ0∈ [0,∞) and µ0∈R satisfying (16). Given κ>0, there exists ϵ>0
depending on ϕ0,µ0,κ and an open interval Iκ,µ0 which contains µ0 such that for arbitrary
v̂∗∈B0

κ+5×B0
κ+4 with norm smaller than ϵ the following holds true

if 0≤ϕ0≤2, there exists a circulation µ close to µ0 such that there is a κ-solution
(γ̂,ŵ) for the boundary condition v̂∗

if ϕ0>2, whatever the circulation µ close to µ0, there exists a κ-solution (γ̂,ŵ) for
the boundary condition v̂∗.

We obtain Theorem 6 by splitting (12) into

• computing the source term (Fn)n∈Z via (14)

• solving the family of differential systems (12) with boundary conditions (13) and
arbitrary data (Fn)n∈N

We shall then conclude with a fixed point argument in terms of (γ̂,ŵ) in U2
α0,κ+4×

U2
α0+2,κ+3 for a well-chosen α0.

To start with, we recall that computing the source terms (Fn)n∈N has been established
in [13, Lemma 5]:

Lemma 7 Let α>0 and κ>0. Then, the mapping NL : (U2
α,κ+4×U2

α+2,κ+2)
2→

B4+2α,κ+1, defined by

NL[(γ̂a,ŵa),(γ̂b,ŵb)]=

(
r 7→− i

r

∑
k+l=n

(kwa
k(r)∂rr

b
l (r))(lr

a
l (r)∂rw

b
k(r))

)
n∈Z

,

is bilinear and continuous.

To complete the proof of Theorem 6, we analyze at first the linearized system in the
following subsection and apply the subsequent continuity results in the following part.
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2.3 Analysis of the linearized problem

In this section, we fix a set of boundary data (v̂∗r , v̂
∗
θ)∈B0

κ+5×B0
κ+4 and of source term

F̂ ∈B4+2α,κ+1 – with κ and α to be made precise – and we consider the infinite differential
system (12) on (1,∞) with the boundary conditions:

inγn(1)=v∗r,n,
−∂rγn(1)=v∗θ,n,

limr→∞ (|γn(r)|+ |∂rγn(r)|)=0,
n ̸=0, (17)

and {
−∂rγ0(1)=µ0−µ,
limr→∞ (|γ0(r)|+ |∂rγ0(r)|)=0,

n=0. (18)

We explain at first how we solve this differential system and we state then our main
result.

2.3.1 The case n ̸=0

To solve the wn equation, we remark that the associated Green functions read rζ
±
n with:

ζ±n =−ϕ0

2
± 1

2

√
ϕ2
0+4(inµ+n2)

while the Green functions associated with the γn equation are r±|n|. Taking into account
that the solutions must decay at infinity we obtain the following explicit expressions for
r∈ (1,∞). First, we have:

wn(r)= w̄nr
ζ−
n −wn[Fn](r) (19)

where:

wn[Fn](r)=

∫ ∞

r

sFn(s)(√
ϕ2
0+4(inµ+n2)

) (r
s

)ζ+
n

ds+

∫ r

1

sFn(s)(√
ϕ2
0+4(inµ+n2)

) (r
s

)ζ−
n

ds.

(20)
Then, we deduce that

γn(r)=


γ̄n
r|n|

− w̄n

(ζ−n +2)2−n2
r2+ζ−

n −γn[Fn](r), if (ζ−n +2)2 ̸=n2

γ̄n
r|n|

+
w̄n

2|n|r|n|
lnr−γn[Fn](r), if ζ−n +2+ |n|=0

(21)

where

γn[Fn](r)=

∫ ∞

r

swn[Fn](s)

2|n|

(r
s

)|n|
ds+

∫ r

1

swn[Fn](s)

2|n|

(s
r

)|n|
ds. (22)

We point out that 2+ℜ(ζ−n ) will be negative in our approach so that we do not have
to consider the case ζ−n +2= |n|.1 Finally, we fix (γ̄n,w̄n)∈R2 in order to match the
remaining boundary conditions in (17). Standard computations show that:

1We complement this remark with a word concerning the condition ζ−n +2=−|n|. Standard compu-
tations show that this resonance happens only when µ=0, and one value of |n| depending on ϕ0 ranging
a countable subset of (2,4).
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• if ζ−n +2 ̸=−n, we have:
γ̄n=− 1

2+ζ−n + |n|

(
(2+ζ−n )(isgn(n)

v∗r,n
|n|

−γn[Fn](1))+∂rγn[Fn](1)−v∗θ,n

)
,

w̄n=− (ζ−n +2)2−n2

2+ζ−n + |n|
(
|n|γn[Fn](1)− isgn(n)v∗r,n+∂rγn[Fn](1)−v∗θ,n

)
.

(23)

• if ζ−n +2=−|n| γ̄n=−isgn(n)
v∗r,n
|n|

+γn[Fn](1),

w̄n=2|n|
(
|n|γn[Fn](1)−∂rγn[Fn](1)−v∗θ,n− isgn(n)v∗r,n

)
.

(24)

2.3.2 The case n=0

In case n=0 we have the differential system:
∂rrγ0+

1

r
∂rγ0=−w0,

∂rrw0+
(ϕ0+1)

r
∂rw0=F0,

in (1,∞), (25)

with a decay condition at infinity and only one boundary condition:

−∂rγ0(1)=µ0−µ. (26)

The non-constant Green function of the w0 equation reads r−ϕ0 . Consequently, we dis-
tinguish between two subcases.

Subcase 1 : 0≤ϕ0≤2. The Green function does not decay sufficiently fast to be
integrated in the γ0 formula. In this case, our only choice for w0 is the solution resulting
from the source term that reads:

w0(r)=w0[F0](r) :=

∫ ∞

r

(∫ ∞

s

(
t

s

)ϕ0+1

F0(t)dt

)
ds, (27)

γ0(r)=γ0[F0](r) :=

∫ ∞

r

∫ ∞

s

σ

s
w0[F0](σ)dσds. (28)

This does not enable to choose the value for ∂rγ0(1) that reads:

∂rγ0(1)=

∫ ∞

1

sw0[F0](s)ds.

Subcase 2: ϕ0>2. We can fix in this case

w0(r)=
w̄0

rϕ0
+w0[F0](r), (29)

γ0(r)=
w̄0

(ϕ0−2)2rϕ0−2
+γ0[F0](r), (30)

where the constant w̄0 is chosen to match the boundary condition (26) leading to:

w̄0=(ϕ0−2)

(
(µ0−µ)−

∫ ∞

1

sw0[F0](s)ds

)
. (31)
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2.3.3 Result on the analysis of the linearized system

Given (ϕ0,µ)∈ [0,∞)×R, we define the mapping Sµ,ϕ0
: (F̂ , v̂∗r , v̂

∗
θ)→ (γ̂,ŵ) where ŵ=

(wn)n∈Z and γ̂=(γn)n∈Z are computed through formulas (19)-(20) and (21)-(22) with
constants given by (23) and (24) in case n ̸=0, while the 0-mode is given by formula
(27)-(28) in case 0≤ϕ0≤2, and (29)-(30)-(31) in case ϕ0>2. This mapping associates
to the data (F̂ , v̂∗r , v̂

∗
θ) solutions (γ̂,ŵ) to (9). Furthermore, these solutions match the

boundary condition (13) for n ̸=0 and also for n=0 in case ϕ0>2.

The analysis of this mapping is the content of the next lemma:

Lemma 8 Let ϕ0∈ [0,∞)

i) Let µ∈R such that (16) holds true and α∈ (0,−ℜ(ζ−1 )−2). The mapping
Sµ,ϕ0 :B4+2α,κ+1×B0

κ+5×B0
κ+4→U2

α,κ+4×U2
α+2,κ+3, which associates to the triple

(F̂ , v̂∗r , v̂
∗
θ) the pair (γ̂,ŵ) is linear and continuous.

ii) Let I⊂ [0,∞) be an interval and assume α∈ (0, infµ∈I(−ℜ(ζ−1 ))−2). Then, the
mapping µ 7→Sµ,ϕ0 is continuous from I with values into the set of linear con-
tinuous mapping B4+2α,κ+1×B0

κ+5×B0
κ+4→U2

α,κ+4×U2
α+2,κ+3.

We emphasize that for (ϕ0,µ)∈ [0,∞)×R, we have

−ℜ(ζ−1 )=
ϕ0

2
+

1

2
√
2

(
ϕ2
0+4+

√
(ϕ2

0+4)
2
+16µ2

)1/2

.

Consequently, (16) entails that the family of exponents α for which the assumption
of i) holds true is not empty. The proof of Lemma 8 follows the same strategy as
in [13, Section 5.1]. We point out the main differences in Appendix A and proceed to
the proof of our main result.

2.4 Proof of Theorem 6

Let ϕ0∈ [0,∞) and µ0∈R satisfying (16). By continuity, there exists ε0 such that

ϕ0

2
+

1

2
√
2

(
ϕ2
0+4+

√
(ϕ2

0+4)
2
+16µ2

)1/2

−2>0, ∀µ∈ [µ0−ε0,µ0+ε0].

In particular, we may fix:

α0=
1

2
min

µ∈[µ0−ε0,µ0+ε0]

{
ϕ0

2
+

1

2
√
2

(
ϕ2
0+4+

√
(ϕ2

0+4)
2
+16µ2

)1/2

−2

}
∈ (0,∞).

Consider now κ>0 and (v̂∗r , v̂
∗
θ)∈B0

κ+5×B0
κ+4. Thanks to Lemma 7 and Lemma 8

we can construct the mapping

Φµ : U2
α0,κ+4×U2

α0+2,κ+3 −→ U2
α0,κ+4×U2

α0+2,κ+3

(γ̂,ŵ) 7−→ Sµ,ϕ0
(NL(γ̂,ŵ),v̂∗).

Our existence result is based on the remark that a fixed point of Φµ yields a solution to
(9)-(13)-(14) in case ϕ0>2 while in case 0≤ϕ0≤2 we must complement the construction
of a fixed point to Φµ by matching the boundary conditions for the zero mode.
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In case ϕ0>2, since NL and Sµ,ϕ0
are (bilinear and linear respectively) continuous,

uniformly in µ∈ [µ0−ε0,µ+ε0], existence of a fixed point for small data v̂∗∈B0
κ+5×B0

κ+4

and small |µ−µ0| yields from a classical Picard fixed-point theorem (up to take ε0 smaller
if necessary).

In case 0≤ϕ0≤2, we remark that a classical (parameter)-dependent fixed-point ar-
gument yields that, for small ε>0 we have existence of a unique fixed-point (γ̂µ,ŵµ) to
Φµ whatever v̂∗ with norm smaller than ε for all µ∈ [µ0−ε0,µ0+ε0]. Furthermore:

• There exists a constant C0 independent of µ,v̂∗ such that

∥(γ̂µ,ŵµ)∥U2
α,κ+4×U2

α+2,κ+3
≤C0(∥v̂∗r ;B0

κ+5∥+∥v̂∗θ ;B0
κ+4∥).

• The mapping µ 7→ (γ̂µ,ŵµ) is continuous.

This entails that the mapping µ 7→µ−∂rγµ,0(1) is a continuous perturbation of the iden-
tity from [µ0−ε0,µ0+ε0] into R where:

|∂rγµ,0(1)|≤C0(∥v̂∗r ;B0
κ+5∥+∥v̂∗θ ;B0

κ+4∥)2

for some constant C0 (possibly different to the previous one but again) independent of
µ and v̂∗. Up to choose ε sufficiently small with respect to ε0 we have in particular that
µ0 is in the range of this mapping. This concludes the proof.

3 Uniqueness of steady solutions

We provide here a proof of Theorem 2. We recall that we assume ϕ0∈ (21/10,3) and
β0>0. We fix µ∈R and u∗∈C∞(∂B) a boundary condition. We assume (ua,pa) and
(ub,pb) are two smooth solutions to (1) with the same boundary data u∗ and such that:

vi=ui−uref [ϕ0,µ], i=a, b, (32)

satisfies:

Mref
i := sup

|x|>1

|x|1+β0
(
|vi(x)|+ |x||∇vi(x)|+ |x|2|∇2vi(x)|

)
<∞. (33)

Our aim is to prove that, if Mref
a ,Mref

b and µ are sufficiently small, then ua=ub. We
want to apply an energy method but a standard multiplier argument is not sufficient
(see the introduction). To get a finer description we will use a similar expansion to
the previous section by introducing radial coordinates and using Fourier modes in the
angular variable. We will then treat differently small frequencies and large frequencies
in terms of the angular components of the velocity field.

Precisely, given a generic divergence-free w∈C∞(R2 \B) that prescribes no flux
through circles, we previously used that

w=∇⊥φ with φ(r,θ)=
∑
k∈Z

φk(r)exp(ikθ).

Correspondingly, we expand:

w=w0+w(0)=w0+w1+w(1),
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where
w0(r,θ)=∇⊥φ0(r)=w0(r)eθ,

w1(r,θ)=∇⊥[φ1(r)expiθ+φ−1(r)exp(−iθ)]

=
(
w(n)

c (r)cosθ+w(n)
s sinθ

)
er

+
(
w(t)

c (r)cosθ+w(t)
s sinθ

)
eθ,

and, when k≥0 :

w(k)=
∑
|ℓ|>k

∇⊥[φℓ(r)exp(iℓθ)].

Such an expansion is in particular valid for our candidate perturbations va and vb. To
prepare a fine treatment of nonlinear terms, we start by improving the known decay at
infinity of these perturbations. This is the content of the following proposition:

Proposition 9 Given β1∈ (1/2,1), and ε∈ (0,1) there exist positive constants C0, C1

and a positive exponent k such that:

sup
|x|>1

[|x|1+β1(|vb,1(x)|+ |x||∇vb,1(x)|)+ |x|1+2β1−ε(|v(1)
b (x)|+ |x||∇v

(1)
b (x)|)]

≤C0M
ref
b +C1|Mref

b |2k.

We postpone the proof of Proposition 9 to Appendix B. We state the result for
vb but a corresponding one also holds for va. Since C0M

ref +C1|Mref |2k goes to 0 with
Mref whatever the constants C0, C1 and exponent k, we include the control induced by
Proposition 9 in the constants Mref

a and Mref
b and make the slight abuse not to change

notations. Hence, below we fix β1>1/2. Remarking that 3<2+2β1<1+4β1, we can
then choose α0 and β(1) to be defined by:

α0∈ (3,min(3+2β0,2ϕ0−1,2+2β1)) β1<1<β(1) :=
α0−1

2
<

1

2
+β1<2β1,

and we set:

Mref
i := sup

|x|>1

|x|1+β0

(
2∑

ℓ=0

|x|ℓ|∇ℓvi(x)|

)
+ sup

|x|>1

(
|x|1+β1(|vi,1(x)|+ |x||∇vi,1(x)|+ |x|1+β(1)

(|v(1)
i (x)|+ |x||∇v

(1)
i (x)|)

)
.

With these (new) notations, our aim is to prove that, if Mref
a +Mref

b + |µ| is sufficiently
small then ua=ub. For this, we introduce

w=ua−ub=va−vb, q=pa−pb,

and, we note that this pair satisfies

(w ·∇)ua+(ub ·∇)w+∇q = ∆w, (34)

divw = 0,

with vanishing boundary conditions on ∂B. We look then for a contraction property on
w in an appropriate metrics. It turns out that we will have to use different norms for the
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0 mode w0, the first modes (w
(n)
c ,w

(n)
s ) and (w

(t)
c ,w

(t)
s ) and for the remainder w(1). To

this end, we extract for each of these modes a proper equation in which the other modes
are involved in a nonlinear term only. The various results are gathered in the following
propositions. Concerning the zero mode, we obtain:

Proposition 10 There exists a constant C(α0,ϕ0) depending on α0 and ϕ0 such that:∫ ∞

1

rα0 |∂rw0|2dr+
∫ ∞

1

|w0|2

r2
rα0dr

≤C(α0,ϕ0)[M
ref
a +Mref

b ]2
[∫ ∞

1

|w1|2

r2
rα0−2β1dr+

∫ ∞

1

|w(1)|2

r2
rα0−2β(1)

dr

]
. (35)

As for the first modes, we prove:

Proposition 11 Let σ∈{s,c} and d∈{n,t}. There exists a universal constant C such
that:

∑
σ=c,s

∑
d=n,t

∫ ∞

1

r2

(
r2|∂rrw(d)

σ |2+ |∂rw(d)
σ |2+ |w(d)

σ |2

r2

)
dr

≤C[Mref
a +Mref

b + |µ|]2
[∫ ∞

1

|w0|2+ |w(1)|2

r2
r2(1−β1)dr+

∫ ∞

1

|w1|2dr
]
. (36)

Finally, for the remainder, we have:

Proposition 12 There exists a constant C>0 such that∫
R2\B

|∇w(1)|2dx+
∫
R2\B

|w(1)|2

|x|2
dx

≤C

(
Mref

a +Mref
b +

|Mref
b |2

η
+ |µ|

)∫
R2\B

|w|2

|x|2
dx+

η

2

∫
R2\B

|∇w0|2dx,

whatever η∈ (0,1].

The proofs of these propositions are detailed in the following subsections. Before
going to these technical details, we explain now why they imply our uniqueness result.

With our previous choices for β1, β
(1) and α0, we apply Proposition 10. We obtain

there exists a constant C0 such that:∫
R2\B

|w0|2

|x|2
|x|α0−1dx≤C(α0,ϕ0)[M

ref
a +Mref

b ]2
[∫ ∞

1

∫
T

|w1|2

r2
rα0−2β1drdθ

+

∫ ∞

1

∫
T

|w(1)|2

r2
rα0−2β(1)

drdθ

]
. (37)

On the other hand, applying Proposition 11, we get:∫
R2\B

|w1|2

|x|
dx≤C(α0,ϕ0)[M

ref
a +Mref

b + |µ|]2
[∫ ∞

1

∫
T

|w0|2+ |w(1)|2

r2
r2(1−β1)drdθ

+

∫ ∞

1

∫
T

|w1|2

r2
r2drdθ

]
.

(38)
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We also apply Proposition 12 with η=1 to yield:∫
R2\B

|w(1)|2

|x|2
dx≤C

(
Mref

a +Mref
b +|Mref

b |2+ |µ|
)∫

R2\B

|w|2

|x|2
dx

+
1

2

∫
R2\B

|∇w0|2dx
(39)

Finally, combining (37)-(38)-(39) we have since α0>1:

1

2

∫
R2\B

|w0|2

|x|2
|x|α0−1dx+

∫
R2\B

|w1|2

|x|
dx+

∫
R2\B

|w(1)|2

|x|2
dx

≤C
(
Mref

a +Mref
b +|Mref

b |2+ |µ|
)(∫ ∞

1

∫
T

|w0|2

r2
r2(1−β1)drdθ

+

∫ ∞

1

∫
T

|w1|2

r2
(rα0−2β1 +r2)drdθ+

∫ ∞

1

∫
T

|w(1)|2

r2
(rα0−2β(1)

+r2(1−β1))drdθ

+

∫
R2\B

|w|2

|x|2
dx

)
.

We remark that, by our choice for α0 we have 2(1−β1)<α0, α0−2β1<2, and max(α0−
2β(1), 2(1−β1))≤1. This entails that:∫ ∞

1

∫
T

|w0|2

r2
r2(1−β1)drdθ≤

∫
R2\B

|w0|2

|x|2
|x|α0−1dx,∫ ∞

1

∫
T

|w1|2

r2
(rα0−2β1 +r2)drdθ≤

∫
R2\B

|w1|2

|x|
dx,∫ ∞

1

∫
T

|w(1)|2

r2
(rα0−2β(1)

+r2(1−β1))drdθ≤
∫
R2\B

|w(1)|2

|x|2
dx.

We thus obtain that w≡0 when µ and Mref
a ,Mref

b are sufficiently small. This completes
the proof.

3.1 Proof of Proposition 10

The proof splits into three parts. At first, we obtain a differential equation satisfied by w0

by projecting (34) on the mode 0. We extract a linear and a nonlinear part in this equa-
tion. We then compute a priori estimates for solutions to the linear problem depending
on the nonlinearity. We conclude by showing a priori estimates for the nonlinearity.

We start by extracting a differential equation for w0. Multiplying (34) by eθ and
integrating on any circle of radius r, for fixed r>1, gives that w0 satisfies the equation:

1

rϕ0+1
∂r[r

ϕ0+1∂rw0]+
ϕ0−1

r2
w0=F0, w0(1)=w0(∞)=0, (40)

where

F0=
1

2π

∫
T(w(0) ·∇v(0)

a ) ·eθdθ+
1

2π

∫
T
(v

(0)
b ·∇w(0)) ·eθdθ.
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To reach this equation, we use the following orthogonality relations to simplify nonlin-
earities:

va,0=va,0,θ(r)eθ,

∫
T
w(0)

r dθ=

∫
T
w

(0)
θ dθ=

∫
T
∂θw

(0) ·eθdθ=0.

We rewrite the right-hand side of this differential equation by remarking that:

(v
(0)
b ·∇w(0)) ·eθ=v

(0)
b,r∂rw

(0)
θ +

v
(0)
b,θ

r
∂θw

(0)
θ +

v
(0)
b,θw

(0)
r

r
,

so that

F0=
1

2π

∫
T
(w(0) ·∇v(0)

a ) ·eθdθ+
1

2π

d

dr

[∫
T
v
(0)
b,rw

(0)
θ dθ

]
+

1

2π

∫
T

(
w

(0)
θ

∂r[rv
(0)
b,r ]

r
−w

(0)
θ ∂rv

(0)
b,r +

v
(0)
b,θw

(0)
r

r

)
dθ.

Eventually, we conclude that:

F (0)=F (0)
0 +

dF (1)
0

dr
,

where: 
F (0)

0 =
1

2π

∫
T
(w(0) ·∇v(0)

a ) ·eθdθ+
1

2π

∫
T

w
(0)
θ v

(0)
b,r +v

(0)
b,θw

(0)
r

r
dθ,

F (1)
0 =

1

2π

[∫
T
v
(0)
b,rw

(0)
θ dθ

]
.

(41)

In particular, we have by (33)

lim
r→∞

r3+2β0 |F (0)
0 |+ lim

r→∞
r2+2β0 |F (1)

0 |=0. (42)

Proposition 10 then yields as a combination of the two following lemmas:

Lemma 13 Let α∈ (3,min(2ϕ0−1,2β0+3)). Given (F (0)
0 ,F (1)

0 )∈C([1,∞))×C1([1,∞))
satisfying (42), assume that w∈C2([1,∞)) is a solution to

1

rϕ0+1
∂r[r

ϕ0+1∂rw]+
ϕ0−1

r2
w=F (0)

0 +∂rF (1)
0 , w(1)=0,

satisfying:
sup
r>1

rβ0+1|w(r)|+sup
r>1

|rβ0+2∂rw(r)|<∞. (43)

Then, we have∫ ∞

1

rα|∂rw|2dr+
∫ ∞

1

|w|2

r2
rαdr≤Cα

∫ ∞

1

(
|F (0)

0 |2r2+ |F (1)
0 |2

)
rαdr (44)

with a constant Cα depending only on α, ϕ0.

We provide now a control of the source term in the norms that we introduced in the
previous lemma. This is the content of the following lemma.
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Lemma 14 There exists a universal constant C such that, given ϕ0>2 and α∈ (3,2ϕ0−
1) there holds∫ ∞

1

(
|F (0)

0 |2r2+ |F (1)
0 |2

)
rαdr

≤ C

[
sup
r>1

|rβ1+2∇va,1|2+sup
r>1

|rβ1+1vb,1|2
]∫ ∞

1

|w1|2

r2
rα−2β1dr

+C

[
sup
r>1

|r2+β(1)

∇v(1)
a |2+sup

r>1
|r1+β(1)

v
(1)
b |2

]∫ ∞

1

|w(1)|2

r2
rα−2β(1)

dr.

We complete this section with proofs for these lemmas.

Proof of Lemma 13. To obtain our estimate on w0, we will make repeated use of the
following refined Hardy inequalities. Given w∈C1([1,∞)) such that w(1)=0 and α>1
there holds: ∫ M

1

|w|2

r2
rαdr≤ 4

(α−1)2

∫ M

1

|∂rw|2rαdr, ∀M>1. (45)

The proof yields by standard integration by parts and Young’s inequality, its detail is
left to the reader.

Hence, we rewrite our equation

∂rrw+
(ϕ0+1)

r
∂rw+

ϕ0−1

r2
w=F (0)

0 +∂rF (1)
0 ,

and then
1

rα
∂r[r

α∂rw]+
(ϕ0+1−α)

r
∂rw+

ϕ0−1

r2
w=F (0)

0 +∂rF (1)
0 .

We fix M large, multiply our equation with rαw and integrate by parts. This entails:

Mα∂rw(M)w(M)+
(ϕ0+1−α)

2
|w(M)|2Mα−1−

∫ M

1

rα|∂rw|2dr

+

(
(ϕ0−1)− (ϕ0+1−α)(α−1)

2

)∫ M

1

|w|2rα−2dr

=

∫ M

1

(
F (0)

0 +∂rF (1)
0

)
wrαdr.

Applying (45), we infer that:[
1− 4

(α−1)2

(
(ϕ0−1)− (ϕ0+1−α)(α−1)

2

)]∫ M

1

rα|∂rw|2dr

≤Mα|∂rw(M)||w(M)|+ |F (1)
0 (M)w(M)Mα|+ (ϕ0+1−α)

2
|w(M)|2Mα−1

+
1

2η

∫ M

1

(
|F (0)

0 |2r2+α2|F (1)
0 |2

)
rαdr+

η

2

∫ M

1

(
2
|w|2

r2
+ |∂rw|2

)
rαdr,

for arbitrary η>0 small. Here, we note that the boundary terms on the second line
vanish when M→∞ under assumptions (42)-(43) and the condition α<2β0+3. We
conclude by combining (45) and remarking that, when α is close to 2 then the factor:[

1− 4

(α−1)2

(
(ϕ0−1)− (ϕ0+1−α)(α−1)

2

)]
>0,
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which implies that
(α−1−ϕ0)

2−(ϕ0−2)2<0.

This amounts to α∈ (3,2ϕ0−1).

Now, we give the proof of Lemma 14.

Proof of Lemma 14. We provide computations for the term F (0)
0 , the other term

is handled in a similar way. For the first term, we remark that 1-frequencies and (1)-
frequencies do not combine in the integrals. Hence, we have:∫

T
[w(0) ·∇v(0)

a ] ·eθdθ=
∫
T
[w1 ·∇va,1] ·eθdθ+

∫
T
[w(1) ·∇v(1)

a ] ·eθdθ,

and then the separate bounds:∫ ∞

1

∣∣∣∣∫
T
[w1 ·∇va,1] ·eθdθ

∣∣∣∣2rα+2dr≤C sup
r>1

|rβ1+2∇va,1|2
∫ ∞

1

|w1|2

r2
rα−2β1dr,∫ ∞

1

∣∣∣∣∫
T
[w(1) ·∇v(1)

a ] ·eθdθ
∣∣∣∣2rα+2dr≤C sup

r>1
|r2+β(1)

∇v(1)
a |2

∫ ∞

1

|w(1)|2

r2
rα−2β(1)

dr.

For the other one, we have similarly:∫
T
(w

(0)
θ v

(0)
b,r +v

(0)
b,θw

(0)
r )dθ=

∫
T
(wθ,1vb,r,1+vb,θ,1wr,1)dθ+

∫
T
(w

(1)
θ v

(1)
b,r +v

(1)
b,θw

(1)
r )dθ,

and ∫ ∞

1

∣∣∣∣∣
∫
T

w
(0)
θ v

(0)
b,r +v

(0)
b,θw

(0)
r

r
dθ

∣∣∣∣∣
2

r2+αdr

≤ sup
r>1

|rβ1+1vb,1|2
∫ ∞

1

|w1|2

r2
rα−2β1dr+sup

r>1
|r1+β(1)

v
(1)
b |2

∫ ∞

1

|w(1)|2

r2
rα−2β(1)

dr.

This completes the proof.

3.2 Proof of Proposition 11

In this section, we compute an a priori estimate for

w1=
(
w(n)

c (r)cosθ+w(n)
s sinθ

)
er+

(
w(t)

c (r)cosθ+w(t)
s sinθ

)
eθ,

where, by construction:

w(n)
c (r)=

1

π

∫
T
wr(r,θ)cosθdθ, w(n)

s (r)=
1

π

∫
T
wr(r,θ)sinθdθ,

w(t)
c (r)=

1

π

∫
T
wθ(r,θ)cosθdθ, w(t)

s (r)=
1

π

∫
T
wθ(r,θ)sinθdθ.

The proof follows the same structure as for the zero mode. Firstly, we identify an ode
satisfied by the first modes in which we separate a linear part and nonlinearities. We
focus on obtaining fine a priori estimates on the underlying linear odes that we combine

with estimates on nonlinearities in the same spaces. We provide a proof for w
(n)
c and w

(t)
s .

Similar computations (exchanging sin and cos in the following method) would provide a
proof for the other terms.
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3.2.1 Derivation of a fourth order equation

Plugging the expansion (32) into (34) entails that
∆w+ϕ0

(
wθ

r2
eθ−

wr

r2
er+

1

r
∂rw

)
−∇q=F,

1

r
∂r[rwr]+

1

r
∂θwθ=0,

(46)

with
F=w ·∇va+vb ·∇w+

µ

r2
∂θw− µ

r2
(wθer+wreθ).

Identifying cosine and sine modes in the divergence-free constraint ensures then that:
d

dr
[rw(n)

c ]+w(t)
s =0,

d

dr
[rw(n)

s ]−w(t)
c =0.

(47)

We note that this latter equation implies that we have the further boundary condition
in r=1 : {

∂rw
(n)
c (1)=−w(n)

c (1)−w(t)
s (1)=0,

∂rw
(n)
s (1)=w(t)

c (1)−w(n)
s (1)=0.

(48)

We dot multiply then the first equation of (46) with cosθ er and integrate on circles.
We obtain:

LHS∆+ϕ0LHS′−LHSq =RHS(n)
c ,

with

LHS∆=

∫
T

(
1

r
∂r[r∂rw] ·cosθer

)
dθ+

1

r2

∫
T
∂θθw ·cosθerdθ,

LHS′=

∫
T

(
1

r
∂rw ·cosθer−

wr

r2
cosθ

)
dθ,

LHSq =

∫
T
∂rqcosθdθ,

RHS(n)
c =

∫
T

(
∂r(rwrva,r+rvb,rwr)

r
+

µer ·∂θw
r2

− µwθ

r2

)
cosθdθ

+

∫
T

∂θ(wθva+vb,θw) ·er
r

cosθdθ.

Performing straightforward integration by parts, this entails:

1

r

d

dr

[
r
d

dr
w(n)

c

]
+ϕ0

d

dr

[
w

(n)
c

r

]
− 2

r2

(
w(n)

c +w(t)
s

)
=RHS(n)

c +

∫
T
∂rqcosθdθ,

where

RHS(n)
c =

1

r

d

dr

[
rF (n)

c

]
+G(n)

c ,

with

F (n)
c =

∫
T
(wrva,r+vb,rwr)cosθdθ,

G(n)
c =

∫
T

(
µ

r2
wr sinθ+

(wθva,r+vb,θwr)

r
sinθ

)
dθ

−
∫
T

(
(wθva,θ+vb,θwθ)

r
cosθ+

2µ

r2
wθ cosθ

)
dθ.
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To cancel the pressure term, we compute an equivalent equation by dot multiplying with
sinθ eθ. In a similar fashion, we have

1

r

d

dr

[
r
d

dr
w(t)

s

]
+

ϕ0

r2
d

dr
[rw(t)

s ]− 2

r2

[
w(t)

s +w(n)
c

]
=RHS(t)

s −
∫
T

q

r
cosθdθ,

where

RHS(t)
s =

1

r

d

dr

[
rF (t)

s

]
+G(t)

s ,

with

F (t)
s =

∫
T
(wrva,θ+vb,rwθ)sinθdθ,

G(t)
s =

∫
T

(
(wθva,r+vb,θwr)

r
sinθ− (wθva,θ+vb,θwθ)

r
cosθ− µ

r2
wθ cosθ

)
dθ.

We point out that, with our assumptions on the decay of va and vb, we have the expected
decay of source terms:

sup
r>1

r2+β0

[(
|F (k)

l |+r|G(k)
l |
)
+r
(
|∂rF (k)

l |+r|∂rG(k)
l |
)]

<∞, (49)

for (l,k)∈{(s,t),(c,n)}. So, we infer the following system:

1

r

d

dr

[
r
d

dr
w(n)

c

]
+ϕ0

d

dr

[
w

(n)
c

r

]
− 2

r2

(
w(n)

c +w(t)
s

)
=RHS(n)

c +
d

dr

∫
T
qcosθdθ,

1

r

d

dr

[
r
d

dr
w(t)

s

]
+

ϕ0

r2
d

dr
[rw(t)

s ]− 2

r2

(
w(t)

s +w(n)
c

)
=RHS(t)

s −
∫
T

q

r
cosθdθ,

d

dr
[rw(n)

c ]+w(t)
s =0.

To treat this system, we skip exponents in the following lines for legibility. So, we apply
∂r(r·) to the second equation and combine with the first one. This entails

−r2w(4)
c −(6+ϕ0)rw

(3)
c −(3+4ϕ0)w

′′

c +3
w′

c

r
=RHS(n)

c +
d

dr
[rRHS(t)

s ], (50)

with the boundary conditions

∂rwc(1)=wc(1)=0, lim
r→∞

wc(r)= lim
r→∞

∂rwc(r)=0.

To complete the proof of Proposition 11, we compute now a priori estimates for the
model equation (50) and derive corresponding control on the nonlinearities. Proposition
11 yields as a straightforward combination of the following two lemmas:

Lemma 15 Let β0>0 and ϕ0>2. Given (F (n),F (t))∈C2([1,∞)) and (G(n),G(t))∈
C1([1,∞)) satisfying (49), assume that w∈C4([1,∞)) is a solution to

−r2∂4
rw−(6+ϕ0)r∂

3
rw−(3+4ϕ0)∂

2
rw+3

∂rw

r
=RHS(n)+∂r[rRHS(t)], (51)

where

RHS(n)=
1

r
∂r

[
rF (n)

]
+G(n), RHS(t)=

1

r
∂r

[
rF (t)

]
+G(t)
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satisfy (49). If this solution satisfies further the boundary condition:

∂rw(1)=w(1)=0

and decay properties:

sup
r>1

r1+β0 |w(r)|+r2+β0 |∂rw(r)|+r3+β0 |∂rrw(r)|+r4+β0 |∂rrrw(r)|<∞,

then, there exists a constant C(ϕ0) depending only on ϕ0 for which

2∑
i=0

∫ ∞

1

|∂i
rw(r)|2r2idr

≤ C(ϕ0)

∫ ∞

1

[
|G(n)(r)|2r2+ |F (n)(r)|2+ |G(t)(r)|2r2+ |F (t)(r)|2

]
r2dr.

Lemma 16 There exists a universal constant C such that there holds:∫ ∞

1

(
|G(n)

c (r)|2+ |G(t)
s (r)|2

)
r4dr+

∫ ∞

1

(
|F (n)

c (r)|2+ |F (t)
s (r)|2

)
r2dr

≤ C

(
(µ2+sup

r>1
|r1+β0va|2+sup

r>1
|r1+β0vb|2)

∫ ∞

1

∫
T
|w1(r,θ)|2drdθ

+sup
r>1

(|r1+β1v(0)
a |2+ |r1+β1v

(0)
b |2)

∫ ∞

1

∫
T

|w0(r,θ)|2+ |w(1)(r,θ)|2

r2
r2(1−β1)drdθ

)
.

Proofs for these lemmas are provided in the next subsections.

3.2.2 Proof of Lemma 15

We multiply (51) with r2w and integrate between r=1 and r=M arbitrary large. This
entails

−
∫ M

1

∂4
rwwr4dr−(6+ϕ0)

∫ M

1

∂3
rwwr3dr−(3+4ϕ0)

∫ M

1

∂2
rwwr2dr+3

∫ M

1

∂rwwrdr

=

∫ M

1

RHS(n)wr2dr+

∫ M

1

∂r[rRHS(t)]wr2dr. (52)

Because of the decay of w at infinity we can integrate by parts the left-hand side LHS
of this identity to yield:

LHS=ε(M)−
∫ ∞

1

|∂2
rw(r)|2r4dr−

ϕ0

2

∫ ∞

1

|∂rw(r)|2r2dr−
(
ϕ0−

3

2

)∫ ∞

1

|w(r)|2dr,

where ε(M)→0 when M→∞. The main point here is that all coefficients of integrals
are strictly less than −1/2 since ϕ0>2.

For the right-hand side RHS of (52), we recall the decay property (49) that entails
in particular that r3+β0RHS(t)→0 at infinity. We obtain then, by integrating by parts
a function ε(M) vanishing while M→∞ such that:

RHS=ε(M)−
∫ M

1

F (n)(r)[∂rw(r)r
2+w(r)r]dr

+

∫ M

1

G(n)(r)w(r)r2dr−
∫ M

1

G(t)(r)
[
∂rw(r)r

3+2w(r)r2
]
dr

+

∫ M

1

F (t)(r)
[
∂rrw(r)r

3+4∂rw(r)r
2+2w(r)r

]
dr.
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We now estimate the various terms in RHS via standard Minkowski inequality yielding
a universal constant C such that for arbitrary η∈ (0,1) :

|RHS|≤ε(M)+
η

2

(∫ ∞

1

|∂2
rw(r)|2r4dr+

∫ ∞

1

|∂rw(r)|2r2dr+
∫ ∞

1

|w(r)|2dr.
)

+
C

η

∫ ∞

1

[
|G(n)(r)|2r2+ |F (n)(r)|2+ |G(t)(r)|2r2+ |F (t)(r)|2

]
r2dr.

Choosing η<1/4 and letting M go to infinity concludes the proof.

3.2.3 Proof of Lemma 16

We focus on the G
(n)
c term. All the other quantities are handled in the same way. We

first note that:

G(n)
c =πµ

w
(n)
s +2w

(t)
c

r2
+

G̃
(n)
c

r
,

where G̃
(n)
c is a combination of integrals of the form:∫

T
(v ·e)(w · ẽ)σ(θ)dθ

with (e, ẽ)∈{er,eθ} and v∈{va,vb} and σ(θ)∈{cosθ,sinθ}. We expand w=w0+w1+
w(1) and similarly with v and we recall that the radial and tangential components of
(1)-modes are orthogonal to constant and first modes. We obtain:∫

T
(v ·e)(w · ẽ)σ(θ)dθ=

∫
T
(v1 ·e)(w0 · ẽ)σ(θ)dθ+

∫
T
(v ·e)(w1 · ẽ)σ(θ)dθ

+

∫
T
(v

(0) ·e)(w(1) · ẽ)σ(θ)dθ,

and thus∣∣∣∣∫
T
(v ·e)(w · ẽ)σ(θ)dθ

∣∣∣∣≤C

[
(sup
r>1

|r1+β1v(0)|) |w0|+ |w(1)|
r1+β1

+(sup
r>1

|r1+β0v|) |w1|
r1+β0

]
.

Consequently, we obtain:∫ ∞

1

|G(n)
c |2r4dr≤C(|µ|2+sup

r>1
|r1+β0v|2)

∫ ∞

1

|w1|2

r2
r2dr

+C sup
r>1

|r1+β1v(0)|2
∫ ∞

1

|w0|2+ |w(1)|2

r2
r2(1−β1)dr.

3.3 Proof of Proposition 12

In this section, we control higher order frequencies via a standard multiplier argument.
To obtain energy estimate, we want to multiply (34) by w(0) and integrate by parts on
B(0,M) :=BM with M arbitrary large. To avoid external boundary terms, we prefer a
truncation procedure. Namely, we know that w(0)=∇⊥φ(0) where

sup
|x|>1

(
|x|β0 |φ(0)(x)|+ |x|1+β0 |∇φ(0)|+ |x|2+β0 |∇2φ(0)|

)
<∞.
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We consider then ζM ∈C∞(R2) a truncation function satisfying

1BM
≤ ζM ≤1B2M

with |∇kζM |≤ C(k)

Mk
, ∀k∈N.

We denote w
(0)
M :=∇⊥ζMφ(0). Combining the decay of w(0) and ζM we have that there

is a constant C such that outside BM there holds:

|w(0)
M |+ |x||∇w

(0)
M |≤ C

|x|1+β0
.

Consequently, one obtains:∫
BM\B

w(0) ·(w ·∇)uadx+

∫
BM\B

w(0) ·(ub ·∇)wdx+

∫
BM\B

∇w :∇w(0)dx=−ε(M),

where we used that w(0)=0 on ∂B and we denoted:

ε(M)=

∫
B2M\BM

w
(0)
M ·(w ·∇)uadx+

∫
B2M\BM

w
(0)
M ·(ub ·∇)wdx

+

∫
B2M\BM

∇w :∇w
(0)
M dx.

Thanks to the decay of ua,ub, w and w
(0)
M , we infer that there is a constant C for which:

|ε(M)|≤ C

M2+2β0

goes to 0 when M→∞. Like in the previous computations, we keep the same sym-
bol below ε(M) for a vanishing function that may change between lines. Concerning
the left-hand side, passing to radial coordinates, we remark that we have the following
orthogonality properties:∫

BM\B
v(0) ·(ξr(r)er+ξθ(r)eθ)dx=0,

∫
BM\B

∇v(0) :∇∇⊥ξ(r)dx=0,

for arbitrary ξr(r), ξθ(r), ξ(r)∈C∞
c ([1,∞)). This entails:∫

BM\B
∇w :∇w(0)dx=

∫
BM\B

|∇w(0)|2dx.

Eventually, we infer that:∫
BM\B

|∇w(0)|2dx+
∫
BM\B

w(0) · [(w ·∇)ua+ub ·∇w]dx=ε(M).

In this identity, we remark that ua and ub contain possibly large terms. Since we have
no performing 2D Hardy inequality at-hand to control this term (recall that ∇ua decays
like 1/|x|2), we need to extract some signed terms from this quantity to handle possible
remainders. For this we remark first again that, since w vanishes on the boundaries and
decay fast at infinity, we have by integration by parts:∫

BM\B
w(0) ·

[
ub ·∇w(0)

]
dx=

∫
T
ub,r(M,θ)

|w(0)(M,θ)|2

2
Mdθ=ε(M).
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Also, since w0=w0(r)eθ there holds(
−ϕ0

r
er+

µ

r
eθ

)
·∇w0=−ϕ0

r
∂rw0(r)eθ−

µ

r2
w0(r)er.

Hence, the orthogonality properties mentioned above entail that:∫
BM\B

w(0) · [ub ·∇w]dx=

∫
BM\B

w(0) ·
[
v
(0)
b ·∇w0

]
dx+ε(M).

With a similar remark, we compute:∫
BM\B

w(0) ·
[
w0 ·∇

(
−ϕ0

r
er+

µ

r
eθ+va,0

)]
dx=0.

So that we end up with the formula:∫
BM\B

|∇w(0)|2dx+
∫
BM\B

w(0) ·
[(

w(0) ·∇
)
ua

]
dx

+

∫
BM\B

w(0) ·
[
(w0 ·∇)v(0)

a +v
(0)
b ·∇w0

]
dx=ε(M). (53)

We extract now the leading term in the left-hand side of (53) by expanding ua. Indeed,
for the second term in the nonlinearity, we observe that:

w(0) ·
(
w(0) ·∇

)
uadx=

(
w(0)

r er+w
(0)
θ eθ

)
·
(
w(0)

r ∂r+w
(0)
θ

∂θ
r

)
uadx,

where

∂rua =
ϕ0

r2
er−

µ

r2
eθ+∂rva,

∂θua

r
= −ϕ0

r2
eθ−

µ

r2
er+

∂θva

r
.

Consequently, there holds:∫
BM\B

w(0) ·
(
w(0) ·∇

)
uadx =

∫
BM\B

ϕ0(|w(0)
r |2−|w(0)

θ |2)
|x|2

dx

−2µ

∫
BM\B

w
(0)
r w

(0)
θ

|x|2
dx+

∫
BM\B

w(0) ·
(
w(0) ·∇

)
vadx.

Eventually, our identity rewrites:∫
BM\B

|∇w(0)|2dx+
∫
BM\B

ϕ0(|w(0)
r |2−|w(0)

θ |2)
|x|2

dx=2µ

∫
BM\B

w
(0)
r w

(0)
θ

|x|2
dx

−
∫
BM\B

w(0) ·
[(

w(0) ·∇
)
va+(w0 ·∇)v(0)

a

]
dx−

∫
BM\B

w(0) ·
[
v
(0)
b ·∇w0

]
dx+ε(M)

(54)

Building on this last estimate, Proposition 12 yields by combining the following two
lemmas and sending then M to infinity.
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Lemma 17 Assume ϕ0∈ (2,3] and β0>0. Given a divergence-free w∈C∞(R2 \B) such
that:

w=0 on ∂B, sup
|x|>1

|x|1+β0 |w(x)|<∞.

There exists c>0 such that, for all M>1, there is a constant ε(M) such that there holds:∫
BM\B

|∇w(0)|2dx+
∫
BM\B

ϕ0(|w(0)
r |2−|w(0)

θ |2)
|x|2

dx

≥ε(M)+c

[∫
R2\B

|∇w(1)|2dx+
∫
R2\B

|w(1)|2

|x|2
dx

]
. (55)

Furthermore ε(M)→0 when M→∞.

Lemma 18 Let v and w be smooth and divergence free in R2 \B and assume β0>0.
There holds: ∣∣∣∣∣

∫
BM\B

w(0) ·
[(

w(0) ·∇
)
v+(w0 ·∇)v(0)

]
dx

∣∣∣∣∣
≤ sup

|x|>1

(|x|2+β0 |∇v|+ |x|2+β0 |∇v(0)|)
∫
BM\B

|w|2

|x|2
dx,

and ∣∣∣∣∣
∫
BM\B

w(0) ·
[
v(0) ·∇w0

]
dx

∣∣∣∣∣
≤ 1

2η

[
sup
|x|>1

(|x|1+β0 |v(0)|)

]2∫
BM\B

|w|2

|x|2
dx+

η

2

∫
BM\B

|∇w0|2dx,

whatever η∈ (0,1].

We end up this section with proofs for these two lemmas. We start with the proof of
Lemma 18 that is straightforward.

Proof of Lemma 18. We give a proof of the first inequality only. The second one is
similar. We have:∣∣∣∣∣

∫
BM\B

w(0) ·
[(

w(0) ·∇
)
v+(w0 ·∇)v(0)

]
dx

∣∣∣∣∣
≤
∫
BM\B

|∇v||w(0)|2dx+
∫
BM\B

|∇v(0)||w(0)||w0|dx

≤
∫
BM\B

|x|2|∇v| |w
(0)|2

|x|2
dx+

∫
R2\B

|x|2|∇v(0)| |w
(0)|
|x|

|w0|
|x|

dx.

We conclude by standard Hölder inequalities noting that, since |x|>1 and β0>0, we can
bound |x|2≤|x|2+β0 in R2 \B.

The proof of Lemma 17 requires more care and is based on fine structure properties
of divergence-free vector-fields.

Proof of Lemma 17. Letw match the assumptions of our lemma. We recall that there
is φ∈C(R2)∩C∞(R2 \B) such that w=∇⊥φ. Since w decays strictly faster than 1/r,
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we can normalize this stream function so that it is constant on B and vanishes at infinity.
Then φ vanishes faster than 1/rβ0 at infinity. Up to approximating with a truncation
argument, we prove (55) with ε(M)=0 in the favorable case where w(0)∈C∞

c (BM \B).
In this case, all integrals involved in (55) are actually integrals in R2 \B.

With this further assumption, we infer on one hand:∫
R2\B

|∇w(0)|2dx =

∫ ∞

1

∫
T

∣∣∣∂rw(0)
∣∣∣2+ ∣∣∣∣∂θw(0)

r

∣∣∣∣2rdrdθ
= 2

∫ ∞

1

∫
T

∣∣∣∣− 1

r2
∂θφ

(0)+
1

r
∂θrφ

(0)

∣∣∣∣2rdrdθ
+

∫ ∞

1

∫
T

∣∣∣∂rrφ(0)
∣∣∣2rdrdθ

+

∫ ∞

1

∫
T

∣∣∣∣ 1r2 ∂θθφ(0)+
1

r
∂rφ

(0)

∣∣∣∣2rdrdθ. (56)

In particular, expanding sums and applying that:

2ℜ
(∫ ∞

1

∫
T

∂θθφ
(0)∂rφ̄

(0)

r2
drdθ

)
=−2ℜ

(∫ ∞

1

∫
T

∂θφ
(0)∂θrφ̄

(0)

r2
drdθ

)
=−2

∫ ∞

1

∫
T

|∂θφ(0)|2

r3
drdθ,

we have:∫
R2\B

|∇w(0)|2dx≤2

∫ ∞

1

∫
T

|∂θrφ(0)|2

r2
rdrdθ

+

∫ ∞

1

∫
T

[
|∂rφ(0)|2

r2
+ |∂rrφ(0)|2+ |∂θθφ(0)|2

r4

]
rdrdθ. (57)

This inequality is in the wrong sense to obtain coercivity of our quadratic form. But, we
provide it right now since the above integration by parts will be very useful for further
computations. On the other hand, we have:∫

R2\B

(|w(0)
r |2−|w(0)

θ |2)
|x|2

dx=

∫ ∞

1

∫
T

∣∣ 1
r∂θφ

(0)
∣∣2− ∣∣∂rφ(0)

∣∣2
r2

rdrdθ. (58)

Combining (56) and (58), the quantity we want to compute (i.e. the left-hand side of
(55)) reads:

Q+ :=

∫
R2\B

|∇w(0)|2dx+ϕ0

∫
R2\B

|w(0)
r |2−|w(0)

θ |2

|x|2
dx

=

∫ ∞

1

∫
T

[
2

∣∣∣∣∂r(1

r
∂θφ

(0)

)∣∣∣∣2+ ∣∣∣∂rrφ(0)
∣∣∣2]rdrdθ

+

∫ ∞

1

∫
T

∣∣∣∣∂θθφ(0)

r2
+

∂rφ
(0)

r

∣∣∣∣2rdrdθ+ϕ0

∫ ∞

1

∫
T

∣∣∣∂θφ
(0)

r

∣∣∣2− ∣∣∂rφ(0)
∣∣2

r2
rdrdθ.
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We then split φ in Fourier modes and remarking that Q+ does not mix Fourier frequen-
cies, we have also the splitting Q+=Q1+Q(1), where Q1 and Q(1) stand for Q+ where
φ is replaced respectively by 1-frequencies and (1)-frequencies respectively.

Concerning Q1, we have:

Q1=2
∑
k=±1

[∫ ∞

1

∫
T

(
3
∣∣∣∂r(φk

r

)∣∣∣2+ |∂rrφk|2
)
rdrdθ

+ϕ0

∫ ∞

1

∫
T

(
|φk|2

r4
− |∂rφk|2

r2

)
rdrdθ

]
.

We rewrite here the second term. Up to split in real and imaginary parts, we can assume
that φ1 is real and we have then:∫ ∞

1

|∂rφ1|2

r2
rdr=

∫ ∞

1

(∣∣∣∂r(φ1

r

)∣∣∣2+ |φ1|2

r4
+2∂r

(φ1

r

) φ1

r2

)
rdr

=

∫ ∞

1

(∣∣∣∂r(φ1

r

)∣∣∣2+ |φ1|2

r4

)
rdr.

With similar computations in the case k=−1, we obtain:

Q1=2
∑
k=±1

∫ ∞

1

∫
T

(
(3−ϕ0)

∣∣∣∂r(φk

r

)∣∣∣2+ |∂rrφk|2
)
rdrdθ≥0.

As for Q(1), by remarking that∫ ∞

1

∫
T

∣∣∣∣∂rφ(1)

r

∣∣∣∣2rdrdθ =

∫ ∞

1

∫
T

∣∣∣∣∂θθφ(1)

r2
+

∂rφ
(1)

r

∣∣∣∣2rdrdθ
−
∫ ∞

1

∫
T

∣∣∣∣∂θθφ(1)

r2

∣∣∣∣2rdrdθ+2

∫ ∞

1

∫
T

∣∣∣∣∂θφ(1)

r2

∣∣∣∣2rdrdθ,
we expand:

Q(1) = (1−ϕ0)

∫ ∞

1

∫
T

∣∣∣∣ 1r2 ∂θθφ(1)+
1

r
∂rφ

(1)

∣∣∣∣2rdrdθ
+

∫ ∞

1

(∫
T
2

∣∣∣∣−∂θφ
(1)

r2
+

∂θrφ
(1)

r

∣∣∣∣2+ ∣∣∣∂rrφ(1)
∣∣∣2)rdrdθ

−ϕ0

∫ ∞

1

∫
T

∣∣∂θφ(1)
∣∣2

r4
rdrdθ+ϕ0

∫ ∞

1

∫
T

∣∣∣∣∂θθφ(1)

r2

∣∣∣∣2rdrdθ.
We expand now all squared-norms to obtain that

Q(1) =

∫ ∞

1

∫
T

∣∣∣∣ 1r2 ∂θθφ(1)

∣∣∣∣2rdrdθ+(1−ϕ0)

∫ ∞

1

∫
T

∣∣∣∣1r ∂rφ(1)

∣∣∣∣2rdrdθ
+(ϕ0−4)

∫ ∞

1

∫
T

∣∣∣∣∂θφ(1)

r2

∣∣∣∣2rdrdθ+2

∫ ∞

1

∫
T

∣∣∣∣∂θrφ(1)

r

∣∣∣∣2rdrdθ
+

∫ ∞

1

∫
T

∣∣∣∂rrφ(1)
∣∣∣2rdrdθ.
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At this point, we want to take advantage of the Poincaré Wirtinger inequality that
states (in this case where we consider only modes that are larger than 2):∫

T
|∂θθφ(1)|2dθ≥4

∫
T
|∂θφ(1)|2dθ,

∫
T
|∂θrφ(1)|2dθ≥4

∫
T
|∂rφ(1)|2dθ.

For arbitrary ϕ0≥0, we get:

Q(1)≥ϕ0

[∫ ∞

1

∫
T

1

r4
|∂θφ(1)|2rdrdθ

]
+

(
2− ϕ0

4

)∫ ∞

1

∫
T

∣∣∣∣∂θrφ(1)

r

∣∣∣∣2rdrdθ
+

∫ ∞

1

∫
T

∣∣∣∂rrφ(1)
∣∣∣2rdrdθ+∫ ∞

1

∫
T

∣∣∣∣∂rφ(1)

r

∣∣∣∣2rdrdθ.
But whenever ϕ0∈ (2,3], we have 2−ϕ0/4≥5/4. If we split ϕ0−4=(ϕ0−1)−3, then
one has by the above Poincaré Wirtinger inequality that:

Q(1)≥1

4

∫ ∞

1

∫
T

1

r4
|∂θθφ(1)|2rdrdθ+ 1

4

∫ ∞

1

∫
T

1

r4
|∂θφ(1)|2rdrdθ

+

∫ ∞

1

∫
T

∣∣∣∣∂θrφ(1)

r

∣∣∣∣2rdrdθ+2

∫ ∞

1

∫
T

∣∣∣∣∂rφ(1)

r

∣∣∣∣2rdrdθ
+

∫ ∞

1

∫
T

∣∣∣∂rrφ(1)
∣∣∣2rdrdθ.

We conclude by applying the bound (57) to compute the L2 norm of ∇w(1) together
with: ∫

R2\B

|w(1)|2

|x|2
dx=

∫ ∞

1

∫
T

(
|∂rφ(1)|2

r2
+

|∂θφ(1)|2

r4

)
rdrdθ.

A Proof of Lemma 8

We recall that

ζ±n =−ϕ0

2
± 1

2

√
ϕ2
0+4(inµ+n2), ∀n∈Z.

We can compute that the real part of ζ±n is given by

ξ+n =ℜ(ζ+n ) = −ϕ0

2
+

(
1√
2

)3[
(ϕ2

0+4n2)+
√

(ϕ2
0+4n2)2+16n2µ2

]1/2
>0, (59)

ξ−n =ℜ(ζ−n ) = −ϕ0

2
−
(

1√
2

)3[
(ϕ2

0+4n2)+
√

(ϕ2
0+4n2)2+16n2µ2

]1/2
<0. (60)

In what follows, we use without mention the following properties of ζ±n :

Proposition 19 Let ϕ0≥0 and I a compact interval of R. The following statements
hold true for all n∈Z :

i. the mapping µ 7→ (ζ+n ,ζ−n ) is smooth on I
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ii. there exist constants 0<Cm<CM depending only on ϕ0 and I for which whatever
µ∈ I we have:

Cm(1+ |n|)≤|ξ+n |≤ |ζ+n |≤CM (1+ |n|),
Cm(1+ |n|)≤|ξ−n |≤ |ζ−n |≤CM (1+ |n|),

Cm(1+ |n|)≤
∣∣∣∣√ϕ2

0+4(inµ+n2)

∣∣∣∣ .
The proof is purely technical and left to the reader. At this point, we remark that |ξ−n |
is an increasing function of |n| so that its minimal value (over n∈Z\{0}) is reached for
n=±1 and is equal to

ρµ,ϕ0
=

ϕ0

2
+

1

2
√
2

(
ϕ2
0+4+

√
(ϕ2

0+4)
2
+16µ2

)1/2

.

With assumption (16) we have ρµ,ϕ0
>2. For convenience later on, we introduce then:

αµ,ϕ0
=

1

2
min(ρµ,ϕ0

−2,1).

We remark now that the formula (19)-(21) defining (γ̂,ŵ) splits into the difference be-
tween (γ̂(b),ŵ(b)) and (γ̂[F̂ ],ŵ[F̂ ]) with the obvious convention that:

(ŵ[F̂ ])n=wn[Fn], (γ̂[F̂ ])n=γn[Fn], ∀n∈Z,

as given by the formulas (20) and (22) for n ̸=0 and (27) and (28) in case n=0. The
terms with exponent (b) are due to the reflection of these solutions on the boundary
r=1. When n ̸=0, it reads:

w(b)
n = w̄nr

ζ−
n ,

γ(b)
n =


γ̄n
r|n|

− w̄n

(ζ−n +2)2−n2
r2+ζ−

n , if (ζ−n +2)2 ̸=n2

γ̄n
r|n|

+
w̄n

2|n|r|n|
lnr, if ζ−n +2+ |n|=0

(61)

with (γ̄n,w̄n) given by (23)-(24). In case n=0 we have w
(b)
0 (r)=γ

(b)
0 (r)=0 if ϕ≤2 while

for ϕ>2:

w
(b)
0 (r)=

w̄0

rϕ0
, γ

(b)
0 (r)=

w̄0

(ϕ0−2)2rϕ0−2
, (62)

with w̄0 given by (31). We prove now successively that both (γ̂[F̂ ],ŵ[F̂ ]) and (γ̂(b),ŵ(b))
satisfy the conclusion of Lemma 8. This shall end the proof.

The case of bulk terms. Fix ϕ0∈ [0,∞) and µ∈R such that (16) holds. Then, fix
α<αµ,ϕ0 and F̂ ∈B4+2α,κ+1. Plugging the results of Proposition 19 into the computations
of γn[Fn],wn[Fn] yields, as in the proof of [13, Proposition 11], that

sup
r>1

(
(1+ |n|)κ+3rα+2|wn[Fn](r)|+(1+ |n|)κ+2rα+3|∂rwn[Fn](r)|

+(1+ |n|)κ+1rα+4|∂rrwn[Fn](r)|
)
≤CM∥F̂ ;B4+2α,κ+1∥
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possibly with a larger CM . In case n=0, we have with similar computations:

sup
r>1

(
rα+2|w0[F0](r)|+rα+3|∂rw0[F0](r)|+rα+4|∂rrw0[F0](r)|

)
≤C sup

r>1
r4+2α|F0(r)|.

We conclude that ŵ[F̂ ]∈Uα+2,κ+3 with:

∥ŵ[F̂ ];Uα+2,κ+3∥≤CM∥F̂ ;B4+2α,κ+1∥.

We can prove then that γ̂[F̂ ]∈Uα,κ+5 by applying Proposition 12 of [13] with κ

replaced by κ+1 and in case ϕ̂= ŵ[F̂ ] and γ̂∗=0. This entails also by considering the
above control on ŵ[F̂ ]:

∥γ̂[F̂ ];Uα,κ+5∥≤CM∥F̂ ;B4+2α,κ+1∥.

When µ varies in an interval I, we note that all quantities involved in the computa-
tion of γn[Fn],wn[Fn] (but Fn) depend smoothly on µ. Choosing α<min{αµ,ϕ0

,µ∈ I},
standard parameter-integral arguments entail that the mapping µ→ (F̂ 7→ ŵ[F̂ ]) is con-
tinuous from I into Lc(B4+2α,κ+1;U2

α,κ+4×U2
α+2,κ+3). We refer to [13, Section 5.2] for

similar computations.

The case of boundary terms. We analyze now the formulas (61) for n ̸=0 with
(w̄n, γ̄n) given by (23)-(24), and (62) in case n=0 and ϕ0>2. We consider α<αµ,ϕ0

, and

F̂ ∈B4+2α,κ+1. By construction of α>0 since |ℜ(ζ−n )|>α+2, we have that:

sup
r>1

(
rα+2|rζ

−
n |+ rα+3

(1+ |n|)
|∂rrζ

−
n |+ rα+4

(1+ |n|)2
|∂rrrζ

−
n |
)
≤C0,

and similarly:

sup
r>1

(
rα(|rζ

−
n +2|+r−|n|)+

rα+1

(1+ |n|)
(|∂rrζ

−
n +2|+ |∂rr−|n||)

+
rα+2

(1+ |n|)2
(|∂rrrζ

−
n +2|+ |∂rrr−|n||)

)
≤C0,

with a constant C0 that depends on ϕ0 and µ but that remains bounded in µ ranging a
compact interval of R.

To control (γ
(b)
n ,w

(b)
n )n ̸=0, we only need to get information on (γ̄n,w̄n)n ̸=0. For this,

we first remark that, by standard trace arguments, there holds

(γn[Fn](1),∂rγn[Fn](1))n ̸=0∈B0
κ+5×B0

κ+4,

with
∥(γn[Fn](1),∂rγn[Fn(1))n ̸=0;B0

κ+5×B0
κ+4∥≤CM∥F̂ ;B4+2α,κ+1∥.

We note that, in the latter estimates, we implictly complemented the sequence defined
for values n ̸=0 by 0 in case n=0.

At this point, we realize that, for large values of n we have:

2+ζ−n =

(
2− ϕ0

2

)
−|n|

√
1+

iµ

|n|
+

ϕ2
0

4n2
=−|n|+

(
2− ϕ0

2
− iµ

2

)
+O(1/|n|).
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In particular (2+ζ−n )+ |n| can vanish only for |n|<N0(ϕ0). For larger values, we have:

|2+ζ−n |≤2|n|, |2+ζ−n + |n||≥C(ϕ0,I).

Consequently, for |n|≥N0(ϕ0,I) we cannot have 2+ζ−n + |n|=0 and plugging the
above observations in the formulas (23) we get:

|γ̄n|≤C(ϕ0,I)
(
|n|(|γn[Fn](1)|+ |v∗r,n|)+ |∂rγn[Fn](1)|+ |v∗θ,n|

)
and

|w̄n|≤C(ϕ0,I)|n|
(
|n|(|γn[Fn](1)|+ |v∗r,n|)+ |∂rγn[Fn](1)|+ |v∗θ,n|

)
.

By a direct inspection of formulas (23)-(24)-(31) for |n|≤N0(ϕ0,I) we obtain finally that

(γ̄n,w̄n)n∈Z∈B0
κ+4×B0

κ+3,

with

∥(γ̄n,w̄n)n∈Z;B0
κ+4×B0

κ+3∥≤CM

(
∥F̂ ;B4+2α,κ+1∥+∥v̂∗r ;B0

κ+5∥+∥v̂∗θ ;B0
κ+4∥

)
.

We infer that
(γ̂(b),ŵ(b))∈U2

α,κ+4×U2
α+2,κ+3,

with

∥(γ̂(b),ŵ(b));U2
α,κ+4×U2

α+2,κ+3∥≤CM

(
∥F̂ ;B4+2α,κ+1∥+∥v̂∗r ;B0

κ+5∥+∥v̂∗θ ;B0
κ+4∥

)
.

The smoothness of the µ dependencies for the mapping F̂ 7→ (γ̂(b),ŵ(b)) is a direct con-
sequence to the smoothness of the mapping µ→ (ζ+n ,ζ−n ) with the observation that the
decay of (γ̂(b),ŵ(b)) is uniformly controlled on a bounded segment.

B Proof of Proposition 9

For simplicity, we drop the b index that has no influence. We assume that (u,p)
is a smooth solution to (1). Like in Section 2, we expand u=uref [ϕ0,µ]+v with
v=∇⊥γ and∇×u=−∆γ=w, recall that (γn,wn)n∈Z satisfy (12) and match the bound-
ary/asymptotic conditions (13). We point out that, because of assumption (33), one has∑

n∈Z

[
(1+ |n|2)(|v∗r,n|+ |v∗θ,n|)

]2≤∥v∥2
C2(B(0,2)\B)

≤|Mref |2. (63)

We start by a lemma computing the decay of (γn,wn) (for n fixed) knowing a priori
decay of the data Fn :

Lemma 20 Let ϕ0∈ (21/10,3], given ε∈ (0,1) and α∈ (0,3), there exist constants β1∈
(1/2,1) and C :=C(ε,α) such that, if Fn satisfies:

|Fn(r)|≤N2
αr

−(4+2α), ∀r≥1,

for Nα≥0, then we have:

(i) for n=0,

|γ0(r)|+r|∂rγ0(r)|+r2|w0(r)|+r3|∂rw0(r)|≤ (|µ0−µ|+CN2
α)r

2−ϕ0 +CN2
αr

−2α.
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(ii) for |n|=1,

|wn(r)|+r|∂rwn(r)|≤C
(
|v∗r,n|+ |v∗θ,n |+N2

α

)
rmax(−(2+β1),−(2+(2−ε)α)), (64)

|γn(r)|+r|∂rγn(r)|≤C
(
|v∗r,n|+ |v∗θ,n |+N2

α

)
rmax(−β1,−(2−ε)α). (65)

(iii) for |n|≥2,

|wn(r)|+
r|∂rwn(r)|
(1+ |n|)

≤C(1+ |n|)
(
|v∗r,n|+ |v∗θ,n |+

N2
α

(1+ |n|)3

)
rmax(ξ−2 ,−(2+(2−ε)α)), (66)

|γn(r)|+
r|∂rγn(r)|
(1+ |n|)

≤C

(
|v∗r,n|+ |v∗θ,n |+

N2
α

(1+ |n|)3

)
rmax(2+ξ−2 ,−(2−ε)α,−|n|). (67)

Proof. In the proof, all constants C may depend on α and ε. But they are independent of
n and the data. Following the computations in the existence part, we know that, given
n∈Z, there is only one solution (wn,γn) to (12) and (13).

In the case n ̸=0, we have the formula (19) for wn :

wn= w̄nr
ζ−
n −wn[Fn](r),

where:

wn[Fn](r)=
1√

ϕ2
0+4(inµ+n2)

(∫ ∞

r

sFn(s)
(r
s

)ζ+
n

ds+

∫ r

1

sFn(s)
(r
s

)ζ−
n

ds

)
.

Plugging our assumption on the decay of Fn with the remark that ξ+n =ℜ(ζ+n )≥C(1+
|n|)>0 (see Proposition 19), we have:∣∣∣∣∫ ∞

r

sFn(s)
(r
s

)ζ+
n

ds

∣∣∣∣≤ rξ
+
n N2

α

∫ ∞

r

s1−(ξ+n+4+2α)ds≤ N2
α

|ξ+n +2+2α|
r−2−2α

≤ C

1+ |n|
N2

α

r2+2α
.

We proceed with similar computation for the other terms. We note here that ξ−n =
ℜ(ζ−n )<0, so that we might have ξ−n +2+2α=0. In this case we should see a log ap-
pearing in the integral. We handle this log term by allowing a small loss in the control
on the growth of the integral (thus the power (2−ε/2)α instead of 2α). The appearing
constant C then depends on α and ε. Furthermore, since α<3 and ξ−n ≥C(1+ |n|) (see
again Proposition 19) this might happen only for |n| in a bounded set. We have then
the following bounds:∣∣∣∣∫ r

1

sFn(s)
(r
s

)ζ−
n

ds

∣∣∣∣≤ rξ
−
n N2

α

∫ r

1

s1−(ξ−n +4+2α)ds

≤ CN2
α

max(1,|ξ−n +2+2α|)

(
r−2−(2−ε/2)α+rξ

−
n

)
≤ CN2

α

1+ |n|

(
1

r2+(2−ε/2)α
+rξ

−
n

)
.

Since
∣∣∣√ϕ2

0+4(inµ+n2)
∣∣∣≥√ϕ2

0+4n2≥C(1+ |n|), we conclude that:

|wn[Fn](r)|+
r|∂rwn[Fn](r)|

1+ |n|
≤ CN2

α

(1+ |n|)2
rmax(ξ−n ,−[2+(2−ε/2)α])
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that entails (66).
We proceed with γn. Again, with our results in the existence part, we know that there

is a coefficient γ̄n for which

γn(r)=
γ̄n
r|n|

− w̄nγ
(H)
n (r)−γn[Fn](r),

where

γn[Fn](r)=

∫ ∞

r

swn[Fn](s)

2|n|

(r
s

)|n|
ds+

∫ r

1

swn[Fn](s)

2|n|

(s
r

)|n|
ds,

and

γ(H)
n (r)=


1

(ζ−n +2)2−n2
rζ

−
n +2, if (ζ−n +2)2−n2 ̸=0,

1

2|n|
ln(r)r−|n|, if (ζ−n +2)2−n2=0.

Plugging the above decay for wn[Fn], we obtain with the same computations as above:∣∣∣∣∫ ∞

r

swn[Fn](s)
(r
s

)|n|
ds

∣∣∣∣≤ CN2
α

(1+ |n|)3
rmax(2+ξ−n ,−(2−ε/2)α/4),

where, since ϕ0>21/10 we have ξ−n <−2−β1. For the last term, we use the same remark
and note further that |ξ−n | is increasing with |n|, we obtain:∫ r

1

swn[Fn](s)
(s
r

)|n|
ds≤ CN2

α

(1+ |n|)3

(
1

r|n|
+rmax(e(n),−(2−ε)α)

)
with e(n)=−β1 if |n|=1, or e(n)=(2+ξ−2 ) if |n|>2. Consequently:

|γn[Fn](r)|+
r|∂rγn[Fn](r)|

1+ |n|
≤ CN2

α

(1+ |n|)4
rmax(e(n),−|n|,−(2−ε)α).

We point out that we could improve e(n) by using that wn[Fn] decays like ξ−n further
than ξ−2 . But for large |n| we would then loose one power of |n| in the pre-factor that we
will miss in the next computations.

We proceed similarly to estimate γ
(H)
n recalling that |(ζ−n +2)2−|n|2|≥C(1+ |n|) for

|n|≥2. We eventually conclude that:

|γ(H)
n (r)|≤ C

(1+ |n|)
r−|n|+δ1(n)(1−β1),

where δ1(n)=1 if |n|=1, or δ1(n)=0 if |n|>2, and

|γn(r)|+
r|∂rγn(r)|
1+ |n|

≤C

(
|w̄n|

(1+ |n|)
+

N2
α

(1+ |n|)4

)
rmax(e(n),−|n|,−(2−ε)α).

To conclude, we recall that w̄n, γ̄n are obtained by solving (23)-(24):

|γ̄n|+
|w̄n|
1+ |n|

≤C

(
|v∗r,n|+ |v∗θ,n |+

N2
α

(1+ |n|)3

)
.

The case n=0 yields as a direct application of formulas (29)-(30)-(31).

To bootstrap the information on the decay at infinity of v, we will use the a priori
decay of v given by Proposition 9 and show via solving (12)-(13) that we have actually
a better decay. To this end, we must take advantage of the splitting in Fourier series of
v,w when computing the Fn. This is the content of the following lemma:
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Lemma 21 Assume that there are constants C0>0, Mref
∗ , β∗

0 >0 and β
(0)
∗ >0 such that:

|γn(r)|+r
|∂rγn(r)|
1+ |n|

≤ C0

rβ
(0)
∗

(
|v∗r,n|+ |v∗θ,n|+

|Mref
∗ |2

(1+ |n|)3

)
,

|wn(r)|
1+ |n|

+r
|∂rwn(r)|
(1+ |n|)2

≤ C0

r2+β
(0)
∗

(
|v∗r,n|+ |v∗θ,n|+

|Mref
∗ |2

(1+ |n|)3

)
,

for n ̸=0 and:

|γ0(r)|+r|∂rγ0(r)|≤C0
|Mref

∗ |2

rβ
∗
0

, |w0(r)|+r|∂rw0(r)|≤C0
|Mref

∗ |2

r2+β∗
0

.

Then, there is a constant C1 depending only on C0 s.t. the Fourier-modes Fn of ∇⊥γ ·∇w
satisfy:

|F0(r)|≤
C1[M

ref + |Mref
∗ |2]2

r4+2min(β∗
0 ,β

(0)
∗ )

,

|Fn(r)|≤
C1[M

ref + |Mref
∗ |2]2

r4+min(β∗
0+β

(0)
∗ ,2β

(0)
∗ )

, if |n|=1,

|Fn(r)|≤
C1[M

ref + |Mref
∗ |2]2

r4+2β
(0)
∗

, if |n|>1 .

Proof. For the proof, we split again:[
∇⊥γ ·∇

]
w=

[
∇⊥γ0 ·∇

]
w0+

[
∇⊥γ0 ·∇

]
w1+

[
∇⊥γ0 ·∇

]
w(1)+[

∇⊥γ1 ·∇
]
w0+

[
∇⊥γ1 ·∇

]
w1+

[
∇⊥γ1 ·∇

]
w(1)+[

∇⊥γ(1) ·∇
]
w0+

[
∇⊥γ(1) ·∇

]
w1+

[
∇⊥γ(1) ·∇

]
w(1).

Furthermore, since (γ,w) are smooth on R2 \B, we have:

∇⊥γ(0)(r,θ)=
∑
n ̸=0

exp(inθ)

(
− inγn(r)

r
er+∂rγn(r)eθ

)
,

∇w(0)(r,θ)=
∑
n ̸=0

exp(inθ)(∂rwn(r)er+
inwn(r)

r
eθ).

In particular, with our assumptions on the decay of γn, ∂rγn and wn, ∂rwn, together with
the introducing remark (63), we infer that:

∥∇⊥γ(0)(r, ·)∥L∞(T)≤C
C0

r1+β
(0)
∗

[Mref + |Mref
∗ |2],

∥∇w(0)(r, ·)∥L2(T)≤C
C0

r3+β
(0)
∗

[Mref + |Mref
∗ |2].

(68)

To compute the zero-mode, we can for instance apply this:

|F0(r)|≤
1√
2π

∥∇⊥γ(r, ·)∥L∞(T )∥∇w(r, ·)∥L2(T)

≤ 1√
2π

(
∥∇⊥γ0(r, ·)∥L∞(T )+∥∇⊥γ(0)(r, ·)∥L∞(T )

)
·
(
∥∇w0(r, ·)∥L2(T)+∥∇w(0)(r, ·)∥L2(T)

)
.
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Combining (68) with the decay of γ0, w0 yields directly the expected result for F0. When
|n|=1 we remark that the term [∇⊥γ0 ·∇]w0 has no contribution and we complement
the analysis with the same method. When |n|≥2 we have further that the term:

[∇⊥γ0 ·∇]w0+[∇⊥γ1 ·∇]w0+[∇⊥γ0 ·∇]w1

does not contribute so that all the involved terms decrease like a non zero mode. We
conclude the proof with a similar argument.

With these two lemmas at-hand, we complete the proof of Proposition 9. Indeed,
with the assumptions of Proposition 9 we can bound directly:

|Fn(r)|≤
1√
2π

∥v(r, ·)∥L∞(T)∥∇2v(r, ·)∥L2(T)≤
1√
2π

|Mref |2

r4+2β0
,

for all n∈Z. Applying Lemma 20 with ε=1/2 and α=β0, we obtain then that (γn,wn)
satisfy:

|γn(r)|+r
|∂rγn(r)|
1+ |n|

≤ C

rmin(ϕ0−2,3β0/2)

(
|v∗r,n|+ |v∗θ,n|+

|Mref |2

(1+ |n|)3

)
,

|wn(r)|
1+ |n|

+r
|∂rwn(r)|
(1+ |n|)2

≤ C

r2+min(ϕ0−2,3β0/2)

(
|v∗r,n|+ |v∗θ,n|+

|Mref |2

(1+ |n|)3

)
,

for all n∈Z (note that v∗r,0=0 and v∗θ,0=µ−u∗
θ,0 and ξ−n <−ϕ0) so that computations

similar to the proof of Lemma 21 yield that:

∥∇⊥γ(r, ·)∥L∞(T)+r2∥∇w(r, ·)∥L2(T)≤
C0

r1+min(ϕ0−2,3β0/2)
(|Mref |+ |Mref |2).

We can then iterate the process and increase little by little the exponent β0 as long as
3β0/2<ϕ0−2. In a finite number of steps, we obtain

|γn(r)|+r
|∂rγn(r)|
1+ |n|

≤ C

r(ϕ0−2)

(
|v∗r,n|+ |v∗θ,n|+

|Mref
∗ |2

(1+ |n|)3

)
,

|wn(r)|
1+ |n|

+r
|∂rwn(r)|
(1+ |n|)2

≤ C

rϕ0

(
|v∗r,n|+ |v∗θ,n|+

|Mref
∗ |2

(1+ |n|)3

)
,

with Mref
∗ of the form C0|Mref |2+C1|Mref |2k for some positive constants C0,C1 and

exponents k depending on the number of iterations.

We are then in a position to apply Lemma 21 with β∗
0 =β

(0)
∗ =ϕ0−2 and ε=(ϕ0−

2)/(ϕ0−1). We obtain that (Fn)n∈Z matches the assumptions of Lemma 20 with α=

ϕ0−2, in case n=0 and α=(β∗
0 +β

(0)
∗ )/2 in case n ̸=2. Independent applications in case

n=0 or n ̸=0 yield no better decay estimate in case n=0 but:

|γn(r)|+r
|∂rγn(r)|
1+ |n|

≤ C

rmin(β1,(2−ε)(β∗
0+β

(0)
∗ )/2)

(
|v∗r,n|+ |v∗θ,n|+

[Mref +Mref
∗ ]2

(1+ |n|)3

)
,

|wn(r)|
1+ |n|

+r
|∂rwn(r)|
(1+ |n|)2

≤ C

r2+min(β1+2,(2−ε)(β∗
0+β

(0)
∗ )/2)

(
|v∗r,n|+ |v∗θ,n|+

[Mref +Mref
∗ ]2

(1+ |n|)3

)
,
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where (2−ε)(β∗
0 +β

(0)
∗ )/2=(2−ε)(ϕ0−2)>ϕ0−2 (since ε<1). We obtain that (γn,wn)

matches the assumptions of Lemma 21 with β∗
0 =ϕ0−2 and β

(0)
∗ =min(β1,(2−ε)(ϕ0−

2)). We can then iterate the process as long as β∗
0 <β1. Indeed, whenever β

∗
0 <β1<1 we

have:

(2−ε)
(ϕ0−2)+β

(0)
∗

2
>β

(0)
∗ .

In a finite number of steps we reach then the value β
(0)
∗ =β1 and we obtain the expected

result. We can then iterate once more the convolution/resolution argument. We obtain
that the convolution term satisfy:

|Fn(r)|≤
C0M

ref +C1|Mref |2k]
r4+2β1

, ∀|n|≥2,

for some constants C1,C1 and exponent k. Consequently, we have:

|γn(r)|+
r|∂rγn(r)|
(1+ |n|)

≤C

(
|v∗r,n|+ |v∗θ,n |+

C0M
ref +C1|Mref |2k]
(1+ |n|)3

)
rmax(2+ξ−2 ,−(2−ε)β1,−2),

for all ε>0 arbitrary small. Since β1>1/2 we can choose ε sufficiently small to infer like
previously that:

|v(1)|≤ C0M
ref +C1|Mref |2k

r1+2β−
1

.

The decay information on ∇v1(x) and ∇v(1)(x) in Proposition 9 will follow in a similar
way.
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