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Abstract

Judgment biases in emergency triage can ad-
versely affect patient outcomes. This study ex-
amines sex/gender biases using four advanced
language models fine-tuned on real-world emer-
gency department data. We introduce a novel
approach based on the testing method, com-
monly used in hiring bias detection, by auto-
matically altering triage notes to change pa-
tient sex references. Results indicate a signif-
icant bias: female patients are assigned lower
severity ratings than male patients with identi-
cal clinical conditions. This bias is more pro-
nounced with female nurses or when patients
report higher pain levels but diminishes with in-
creased nurse experience. Identifying these bi-
ases can inform interventions such as enhanced
training, protocol updates, and machine learn-
ing tools to support clinical decision-making.

Keywords: Public Health, Detecting and

Measuring Human Bias, Health Inequity, Im-
pact of Sex/Gender on Health, Responsible Al

Data and Code Availability Data for this study
was collected from the Adult Emergency Department
of the Bordeaux University Hospital. Because of pa-
tient confidentiality and our current agreement with
the Bordeaux University Hospital, this data cannot
be shared with others, and will therefore not be made
available with this paper. Code for this paper will
also not be made available, as some of the main
scripts in the source repository also contain sensitive
patient information, with the exception of prompts
used which are included in the appendix.

Institutional Review Board (IRB) This study
adhered to the MR-004 reference methodology as out-
lined by the French National Commission on Infor-
matics and Liberty (CNIL), in association with the
Phase I of the TARPON project! for data collection
and processing.

1. Introduction

Emergency triage involves the rapid assessment and
categorization of patients based on the severity of
their conditions. Upon arrival at the emergency de-
partment (ED) of a hospital, a triage nurse evaluates
patients by collecting information such as the reason
for the visit, vital signs, and medical history. This
data helps determine the urgency of the patient’s con-
dition, and a triage acuity score is assigned according
to a specific scale. Various validated triage scales
are used globally, such as the Manchester Triage Sys-
tem (MTS) developed in the United Kingdom (Az-
eredo et al., 2015), the Emergency Severity Index
(EST) developed in the United States (Tanabe et al.,
2004), and the FRench Emergency Nurses Classifi-
cation in-Hospital triage scale (FRENCH) (Taboulet
et al., 2009) in France. The data from the Bordeaux
University Hospital used in this study follows a 5-level
triage scale.

Accurate triage is critical, as underestimating ur-
gency (under-triage) can delay care and worsen pa-
tient outcomes, while overestimating urgency (over-
triage) can lead to resource over-utilization and in-

1. https://www.health-data-hub.fr/partenariats/tarpon
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creased costs, particularly during peak periods in EDs
(Fernandes et al., 2005). To evaluate the precision
of existing triage scales, retrospective cohort studies
have compared various scales, reporting accuracies
ranging from 56 to 82%, along with differing levels
of inter-rater agreement (Tam et al., 2018; Aubrion
et al., 2022). Additionally, studies like the one con-
ducted by Zachariasse et al. (2019) mention the role
of biases as a factor affecting triage accuracy.

Judgment biases are cognitive shortcuts that in-
dividuals use to form opinions or make decisions
based on incomplete or over-generalized information.
In healthcare, judgment biases are particularly con-
cerning as they can exacerbate inequalities, poten-
tially delaying medical attention for some individu-
als while misallocating resources to others. Unlike
fields such as human resources, where discrimination
testing is often employed, ethical and practical con-
straints make similar testing in healthcare challenging
(Croskerry, 2013).

These biases can have a profound impact on criti-
cal medical decision-making, such as emergency med-
ical dispatching and emergency triage. For instance,
triage nurses in EDs are often under pressure to
make rapid decisions, which may be influenced by
unconscious biases linked to factors like a patient’s
sex/gender, age, ethnicity, or insurance status (Peitz-
man et al., 2023; Essa et al., 2023), which may not
necessarily have a clinical relevance. Complex inter-
actions between these variables, such as those be-
tween the sex (biological characteristics related to
male and female physiology) and gender (sociocul-
tural roles and identities associated with masculinity
and femininity) of the patient and that of the health-
care provider (Vigil et al., 2017), further complicate
the landscape of potential biases.

Amid these challenges, the application of arti-
ficial intelligence (AI) in emergency medicine has
gained traction, particularly for improving the effi-
ciency of ED operations. Research has explored var-
ious aspects of emergency medicine, including pre-
hospital settings (Rosemarin et al., 2019; Raff et al.,
2024; Toy et al., 2024), emergency dispatch systems
(Emami and Javanmardi, 2023), patient flow opti-
mization (Arnaud et al., 2022; Liventsev et al., 2021),
and emergency triage (Sanchez-Salmerdn et al., 2022;
Vantu et al., 2023; Defilippo et al., 2023; Mutegeki
et al., 2023; Sax et al., 2023; Sears et al., 2024; ?).

Given that much clinical data is free-text, large
language models (LLMs) have gained prominence for
their efficiency and accuracy (Fraser et al., 2023;

Stewart et al., 2023; Preiksaitis et al., 2024; Kaboudi
et al., 2024; Masanneck et al., 2024; Huang et al.,
2024; Colakca et al., 2024; Hoppe et al., 2024;
Williams et al., 2024; Zaboli et al., 2024; Meral, 2024;
Kim et al., 2024; Franc et al., 2024; Liu et al., 2024).

However, recent studies suggest that state-of-the-
art LLMs like GPT-4 may inadvertently perpetu-
ate racial and gender biases in medical tasks (Kotek
et al., 2023; Zack et al., 2024), with some of these bi-
ases potentially present in the data indirectly (Chang
et al., 2024). Researchers have raised concerns about
the risks of premature AI adoption in clinical prac-
tice, emphasizing the need for a validated approach
to ensure its integration genuinely improves patient
care without reinforcing existing disparities (Fried-
man et al., 2024; Russon et al., 2024).

This study aims to detect and quantify sex/gender
biases in ED data from the Bordeaux University Hos-
pital using a workflow based on fine-tuning and few-
shot learning with LLMs. We hypothesize that fine-
tuned state-of-the-art LLMs can replicate the judg-
ment biases of healthcare professionals when trained
on data they have produced, thus serving as a proxy
for discrimination testing. Conversely from tradi-
tional fairness approaches which aim to mitigate bi-
ases within Al systems, our approach uses LLMs
to replicate human biases in a decision-making pro-
cess. The literature presents strategies based on nat-
ural language processing (NLP) for assessing gender-
related linguistic biases in recommendation letters Fu
et al. (2023), gender disparities in scientific reviewing
processes Verharen (2023), and job descriptions Fris-
sen et al. (2022). To the best of our knowledge, our
approach of using LLMs both to reproduce human
behavior, including biases, and to quantify these bi-
ases is novel.

2. Related Works

Several studies have highlighted that socio-
demographic factors, including ethnicity, sex,
age, and health insurance status, contribute to
triage errors (Portillo et al., 2023; Peitzman et al.,
2023; Essa et al., 2023; Fekonja et al., 2023; Ja-
fari et al., 2024; Puissant et al., 2024). Although
notable discrepancies in prioritization based on
age and ethnicity are well established, evidence
regarding sex and gender remains less definitive
(Arslanian-Engoren, 2000; Onal et al., 2022), likely
due to nuances that can both favor and disadvantage
women in different situations or through interactions
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with other factors. In Coisy et al. (2023), altering
the visualization of simulated patients with chest
pain affected prioritization decisions, with black-
female patients being less likely to receive prompt
care. Gender disparities in prioritization are further
complicated by the fact that women often present
with symptoms that are “atypical” to established
standards for serious conditions, such as strokes,
heart attacks, appendicitis, or acute poisonings
(Preciado et al., 2021; Mnatzaganian et al., 2020;
Lopez et al., 2021).

With the introduction of complex NLP models in
the form of LLMs like GPT-4, it has become evident
that these architectures are at a high risk of reproduc-
ing or amplifying the human biases contained in their
training data. In Zack et al. (2024) for example, au-
thors evaluated the potential of GPT-4 to reproduce
racial and gender biases in four tasks in the clini-
cal domain, concluding that the selected model does
not accurately depict the demographic diversity of
clinical scenarios, favoring existing racial and gender
stereotypes. Another recent study Schmidgall et al.
(2024) which compares four state-of-the-art LLMs af-
firms that GPT-4 appears to be more resilient to cog-
nitive biases in a new proposed medical bias bench-
mark based on questions from the United States Med-
ical Licensing Exam. Another benchmark for eval-
uating biases and equity risks in medical language
models is proposed in Pfohl et al. (2024), this one
being based on both manually-curated and synthetic
clinical questions. The authors use the toolbox to
evaluate their own model based on the PaLLM model,
concluding that a system to assess equity in LLMs
such as the one proposed cannot yet determine if a
given model can promote equitable health outcomes
in practice.

In response to these possible inequities, and those
found on other traditional models, the field of fair-
ness in Al focuses on mitigating biases in Al-based
systems in order to ensure that they do not repli-
cate discriminatory behaviors across various demo-
graphic groups (Ferrara, 2023). However, authors
like Buyl and de Bie (2024) argue that fairness in
Al cannot be fully achieved through mathematical
formalism alone, as Al systems often inherit biases
from data and operate in difficult to quantify socio-
technical contexts where human decision-making and
environmental factors also influence outcomes. They
conclude that while Al fairness tools have value, they
must be applied with a nuanced understanding of
these broader limitations. In clinical contexts, Liu

et al. (2023) argue that as technical AT fairness meth-
ods focus on equality across demographic subgroups
they may not align with clinical realities. For exam-
ple, differences in outcomes based on age or gender
might be justified by clinical factors rather than be
indicative of biases. They suggest shifting the focus
from “equality” to “equity” in healthcare AI, where
fairness is defined as providing appropriate treatment
based on individual needs rather than enforcing uni-
formity across groups. Both authors agree that a
deeper understanding of the context surrounding hu-
man clinical reasoning is necessary to achieve prop-
erly fair Al systems. This is one of the main motiva-
tions of our study.

Diverging from work on Al fairness, our approach
focuses on using Al systems—in our case LLMs-to
study human biases in emergency medical decision-
making, taking into account the individual needs of
patients and the context surrounding patients and
caregivers by including verbal information in the form
of triage nurse notes. Our findings can then be used
to help both healthcare professionals and their po-
tential AI counterparts to make fairer decisions in
emergency triage. Al fairness would, however, be an
important foundation for a later stage of our project
when decision-making assistant tools are developed.

3. Materials

The data used for this study comprises approximately
480,000 entries to the Adult ED of the Bordeaux
University Hospital, containing reports of admissions
having taken place between January 2013 and Decem-
ber 2021, each with its corresponding assigned triage
score. These reports contain a number of parameters
from each admission, such as the exact moment of
the admission, the sex of the patient, the chief com-
plaint, history of present illness, past medical his-
tory, an array of vital signs (heart rate, respiratory
rate, blood pressure, among others), and the asso-
ciated triage score. Additionally, information related
to the triage nurses themselves was also collected and
used to enrich the dataset, including sex of the triage
nurse, number of years of experience at the date of
the triage, and whether or not they have received
specialized triage training at the date of the triage.
Data were de-identified prior to analysis according to
the General Data Protection Regulation (GDPR) and
relevant European regulations, ensuring the protec-
tion of personal data and the privacy of participants
(Dorémus et al., 2024). A small overview of the data
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and the distributions of some of its variables of inter-
est can be found in the Appendix C.

The current 5-level triage scale and corresponding
triage criteria used in the Bordeaux University Hos-
pital were introduced in October 2014, with a full
adoption by the 31st of December 2014. Because of
this change, an initial filtering was performed to ex-
clude all records from before January 2015, assuring
a normalized triage scale. Additionally, a portion of
samples were found to have missing values in its vi-
tal parameters fields due to triage nurses not taking
them on admission as they may have considered them
to not be relevant at a given moment. As vital pa-
rameters are important for the context of the triage
process, these samples were removed, as well as sam-
ples which do not contain the sex of the patient or
the sex of the triage nurse.

Because some specific admission motives or pre-
existing conditions are sex-specific (for example, a
prostate cancer can only affect biological males, men-
strual pain can only affect biological women), all cor-
responding samples were also filtered out. This filter-
ing was performed by verifying the past medical his-
tory, chief complaint, and history of present illness of
each patient. The full list of words used for filtering
and their variations can be found on the Appendix
B.

Finally, according to information provided by
triage nurses in a previous qualitative study (Avalos
et al., 2024), samples that resulted in a triage score
of 1 (resuscitation, immediate care needed) were also
excluded, as these are unlikely to be subject to bias
due to the life-threatening nature of the condition.
Moreover, they represent a significant class imbalance
problem. The succession of these filtering processes
resulted in a sample size of 151,294. This sample was
subsequently randomly divided into a train and test
partition of equal sizes (75,647 samples each). We
verified that, although randomly built, the patient’s
and nurse’s sex, as well as the triage distribution, in
both the train and test sets, were comparable to their
distribution in the full dataset. A diagram describing
the full pre-filtering process with the corresponding
sample sizes is shown in the Appendix B.

Since we are working with LLMs, all the filtered
tabular data was arranged into free-text strings with
their respective variable names, which can then be
appended to a prompt instructing to perform the
triage. A synthetic example illustrating the resulting
free-text format of each sample is provided as follows,
along with its English translation.

Synthetic example in French:

Num. adm.: 1632467657 Jour de la semaine: Jeudi
Heure: nuit Date heure: 2016-03-03 21:03:00 Sexe
patient(e): M Age patient(e): 29 Sexe de I'infirm.:
F Experience de l'infirm. (ans): 9 Nb. annnées
autonomie de l'infirm.: 1 Motif de la visite: Otal-
gie Anamnese infirm.: Baisse de I'audition depuis
3,4 jours, travaille dans le batiment, aurait pris des
poussieres dans les oreilles. Pas de douleur. Sat-
uration O2: 99 Detresse respiratoire?: non Freq.
card.: 80 Tension systolique: 130 Tension dias-
tolique: 80 Tension moyenne: 96.67 Douleur: 4
Temperature: 36,5

Translation into English:

Adm. Num.: 1632467657 Day of the week: Thurs-
day Hour: night Date time: 2016-03-03 21:03:00
Sex of patient: M Age of patient: 29 Sex of triage
nurse: F Exp. of triage nurse (yrs): 9 Num. of
years of autonomy of nurse: 1 Chief complaint:
Otalgia History of present illness: Hearing loss for
3-4 days, works in the building, might have got-
ten dust in the ears. No pain. O2 saturation: 99
Respiratory distress?: no Heart rate: 80 Systolic
blood pressure: 130 Diastolic blood pressure: 80
Mean arterial pressure: 96.67 Pain: 4 Tempera-
ture: 36.5

4. Methods

Our proposed methodology aims at uncovering any
possible judgment biases in emergency triage through
two main tasks: accurately predicting triage scores by
fine-tuning a LLM on human annotated triage notes,
and automatically changing the variable of interest in
triage notes with another LLM in a few-shot config-
uration.

4.1. Predicting Nurse’s Triage with LLMs

The first task in our methodology consists of fine-
tuning a medium-sized pre-trained LLM to predict
the triage score of patients given all the information
contained in each admission report, including patient-
related information collected by the nurse, as well as
data characterizing the nurse responsible for assign-
ing the triage score. This last detail is of critical im-
portance because we need to distinguish the behav-
ior of each human evaluator (the nurses) in order to
identify possible individual variables associated with
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specific judgment biases. The act of fine-tuning a
model over the ensemble of all individual human eval-
uators without identifying them would result in a sin-
gle evaluator which would better generalize the data,
but which would fail to accomplish our goal of repro-
ducing individual judgments. To illustrate this point,
Figure 7 in the Appendix shows the mean triage score
of the 50 triage nurses who triaged the most patients
in the data before filtering (253,975 samples), with
scores varying from 3.1 to almost 3.8. In a way, we
could say that we aimed to ‘overfit’ our models on
the existing data for the purpose of our study, rather
than to make a generalist model which generalizes
well over all the individual human experts.

For this study, we chose to compare four recently
released LLMs: Mistral 7B 2, BioMistral 7B Labrak
et al. (2024), Mixtral 8x7B 3 and Llama 3 8B %.
These four models were selected mainly due to their
size, which allows us to fine-tune and evaluate their
quantized versions on our dataset within a reasonable
timeframe. Additionally, they can be used locally, a
necessary condition given the security requirements
for handling health data. Furthermore, BioMistral
7B was selected as it is a version of Mistral 7B which
was further pre-trained on medical question answer-
ing in languages including French. We chose to work
with the ‘Instruct’ variant of all models, with a com-
mon prompt instructing the model to assign a triage
score from 2 to 5 given the free-text clinical notes con-
taining all the variables of interest. The model then
returns a single token on top of the prompt, con-
taining the predicted triage score. Details regarding
the fine-tuning hyperparameters can be found on Ap-
pendix E. We did not consider comparing LLMs with
other non-transformer-based models for the task of
automated triage, as our previous work (Davis, 2022)
showed that transformer-based architectures outper-
formed other NLP methods for this task.

Having fine-tuned the models and saved the
adapters, the models were evaluated using the test
partition of the data, calculating both classification
and regression metrics, as the emergency triage score
could be treated as either. For the regression metric,
we calculated the quadratically weighted kappa (k)
score, as it is used to assess inter-observer reliability
among triage nurses (Worster et al., 2004), as well
as the mean absolute error to quantify the average
magnitude of errors in the predictions without con-

2. mistralai/Mistral-7B-Instruct-v0.2
3. mistralai/Mixtral-8x7B-Instruct-v0.1
4. meta-llama/Meta-Llama-3-8B-Instruct

sidering their direction. For classification metrics, we
obtained precision, recall, specificity, and F1 scores
(one-vs-all scores).

4.2. Transforming triage notes with LLMs

The second aspect of our work concerns the transfor-
mation of certain aspects of a patient’s clinical notes
using pre-trained LLMs in a few-shot learning modal-
ity. This transformation concerns only references to
the sex of the patient in a triage note, but could be
extended to automatically manipulate any aspect of
said triage notes. To achieve this, three columns from
the complete tabular version of the test data (sex of
patient, history of present illness and past medical
history) were employed to assemble free-text extracts
containing references to the sex of patients. These
can then be passed to a pre-trained LLM instructed
to perform the changes in the text. An example of
the desired output is shown as follows:

Original extract:

Sexe patient(e): M, Anamnése patient(e) : Patient
qui se plaint d’une d thoracique ECG fait et vu par
medecin en box : GSC 14, [...] ne se dit pas géné
pour respirer , ps de diarrhée

Transformed extract:

Sexe patient(e): F, Anamnése patient(e) : Pa-
tiente qui se plaint d’une d thoracique ECG fait
et vu par medecin en bozx : GSC 14, [...] ne se dit
pas génée pour respirer , ps de diarrhée

In this example, shown only in French, words which
are associated to the sex of a patient are highlighted
in colors blue and red: sexe patient(e): M/F (mean-
ing sex of the patient), patient/patiente (meaning
the patient [male] versus the patient [female], or
géné/génée (meaning [he/she] does not feel discom-
fort while breathing).

To accurately perform this automatic transforma-
tion on the entire test partition, we used the Mix-
tral 8x22B% SMoE model, quantized to 4-bit preci-
sion in a 7-shot learning configuration. This means
that we included seven manually-annotated examples
of the desired transformations on the prompt of the
model, between the instruction and the notes to be
changed. The model was instructed to respond in
a comma-separated format, allowing us to store the

5. mistralai/Mixtral-8x22B-v0.1
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Figure 1: Downstream workflow to quantify biases in emergency triage.

transformed data following the same structure as the
original data.

4.3. Finding Judgment Biases

Having established how to perform both emergency
triage and triage note transformation with LLMs, we
introduce the third main methodological contribution
of this study: the downstream task of judgment bias
detection. This task consists of predicting the triage
scores for the entire test dataset, both before and
after the transformations. If our original hypothesis,
stating that LLMs can accurately imitate human pat-
terns in emergency triage from text, is correct, then
any existing biases related to the patient’s sex in the
data should cause significant differences between the
two sets of predicted triage scores. The entire pro-
posed workflow is illustrated in Figure 1.

Let us define = as an original triage note and =* as
a modified triage note, where the patient’s sex and
references to the patient’s sex have been altered. Let
X denote the set of all triage notes. Consider the
function g : X — X as the transformation applied to
Z to obtain z*| i.e., z* = g(z).

Let y and § € {2,3,4,5} represent, respectively,
the original triage score and the predicted triage score
derived from the original triage notes = using a fine-
tuned LLM f, such that g = f(z). Similarly, let y* e
{2,3,4,5} represent the predicted triage score based
on the modified triage notes z*, i.e., y* = f(z*).

The objective of this downstream task is to com-
pare the predicted triage scores y and yA* to identify
significant differences that may indicate judgment bi-
ases. We aim to detect whether the transformation
g in the triage notes results in systematic differences
in the predicted triage scores due to the alteration in
the triage notes:

H;:J—y*=0 (no bias)

Hf:y-— £ 0 (possible presence of bias)

If we reject Hi and confirm a significant differ-
ence between y and yA*, it indicates potential biases
related to the altered variable. However, this step
alone does not fully validate the method nor confirm
the existence of biases. To address this, we have de-
signed a downstream task evaluation, detailed in the
following subsection. This evaluation takes into ac-
count the conditions under which the transformation
g operates, ensuring that any detected bias can be
attributed to the applied transformation.

4.4. Downstream Task Evaluation

If we reject Hj, the next step involves attempting
to replicate the same method in the reverse direc-
tion. This means that we will re-transform the al-
ready transformed triage notes from the test partition
using the same method described in Section 4.2, and
infer a triage score once more. We can then carry out
the same type of comparison described in the previ-
ous subsection, which should allow us to observe the
same type of bias, confirming an alternative hypoth-
esis H{* that what was detected by the system was
indeed bias related to the changed variable.

We can express this as y** = f(z**), where 2**
represents the re-transformed triage notes, and y/*\* is
the predicted triage score based on these notes. We
then test:

H* :y™ —y* £0 (confirmation of bias)

(not confirmed)

Rejecting Hi* would strengthen the evidence that
the detected bias is indeed related to the variable
we manipulated (in this case, the patient’s sex).
Additionally, any discrepancies between the back-
transformed triage notes z** and the original triage
notes x could indicate issues in the transformation
process.
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5. Results

Once fine-tuned, all models were evaluated on the
test partition of the data. This meant they were in-
structed to predict a label 3 which would be com-
pared to its human counterpart y. The results, as
presented in Table 1, demonstrate that the Mistral
7B and Llama 3 8B models achieved the highest pre-
cision, recall, Fl-scores, all at 0.67, and quadrati-
cally weighted Cohen’s kappa, « at 0.71. They also
tied for the lowest MAE at 0.34. The BioMistral
7B model, though slightly behind, performed closely
with precision and recall at 0.66, F1-score at 0.65, s
at 0.69, and MAE at 0.35. The Mixtral 8x7B, despite
its longer training time and larger parameter count,
lagged with the lowest precision (0.64), recall (0.62),
Fl-score (0.61), x (0.65), and highest MAE (0.39).

Model Name Precision Recall Specificity F1 K MAE
Mistral 7B 0.67 0.67 0.81 0.67 0.71 0.34

BioMistral 7B 0.66 0.66 0.81 0.65 0.69 0.35

Mixtral 8x7B 0.64 0.62 0.79 0.61 0.65 0.39
Llama 3 8B 0.67 0.67 0.82 0.66 0.71 0.34

Table 1: Classification and regression metrics for pre-
dicting triage scores from the test data.

The normalized confusion matrix of the classifi-
cation results for the fine-tuned Mistral 7B model
in Figure 2 indicates that, in most cases where the
model misclassifies patients, the predicted triage level
is typically either one level higher or lower than the
ground truth. These results also hint at the possi-
ble consequences of having imbalanced classes in our
train set, where categories which are better predicted
are those with a bigger sample size (samples with
triage score 3 and 5).

5.1. Transformation and evaluation of biases

The Mixtral 8x22B model was successfully used to
transform tabular and free-text references to the sex
of patients in the data. While we did explore ways to
systematically evaluate the text transformation as it
would require us to manually label a subset of triage
notes, we empirically manually inspected 100 orig-
inal and transformed triage notes pairs, and found
that the model was able to change all 100 tabular
references to a patient sex, and 98 of the free-text
references. In the two cases where the model made
a mistake, the notes were long and it was not clear
whether the triage nurse was referring to the patient
or another person who was with the patient. Having

Predicted vs True Triage Scores (Normalized)
0.7
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<0.01
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True

-0.3
0.03
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Figure 2: Normalized confusion matrix of classifica-
tion results.

transformed all triage notes towards the opposite sex,
and having established that the system works satis-
factorily, we proceeded to evaluate the impact of the
transformation.

We performed a paired t-test between the triage
scores predicted by the fine-tuned LLM before and
after the sex transformation, concluding that there
was a statistically significant difference between the
two sets of predicted labels, and that the probability
of observing such a difference by random chance is
virtually nonexistent (p-value = 1.4524e-24).

To further explore this result, we proceeded to
quantify the extent of this difference by calculating
the change in the predicted triage scores based on
the sex of the patient before and after transforma-
tion. As illustrated in Figure 3, several points need
to be highlighted.

First, when transforming triage notes originally be-
longing to male patients towards the opposite sex
(right side of the figure), we observed a higher per-
centage of samples triaged as less critical (= 5%)
compared to those which were triaged as more crit-
ical (1.81%) after the transformation. We interpret
this difference in percentages as female patients being
more likely to be under-triaged with respect to their
male counterparts for the same clinical conditions.
When looking at the percentages of over- and under-
triage of notes originally belonging to female patients
transformed towards the opposite sex (left side of the
figure), the differences are less pronounced. We ob-
serve a higher percentage of cases where the transfor-
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Percentage of Over and Under Triage by Sex After Transformation
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Figure 3:

mation resulted in a more critical triage score (3.69%)
versus those which were triaged less critical (2.86%).
We interpret this difference as male patients being
slightly more likely to be over-triaged with respect to
their female counterparts for the same clinical con-
ditions. Additional stratified analyses according to
the sex of triage nurse, the expression of pain, and
the experience of triage nurses can be found in the
Appendix G, along with the mean triage scores per
sex of patients before and after triage. Biases which
tended towards under-triaging female patients were
more pronounced when triage was performed by fe-
male nurses and when the patient expressed higher
pain levels, and attenuated by triage nurses with
more years of experience.

6. Conclusion

This study explores the presence of biases in emer-
gency triage employing state-of-the-art LLMs to
replicate and quantify these biases based on real-life
data from a hospital. Our primary hypothesis, that
LLMs can accurately mirror the judgment biases of
triage nurses when fine-tuned with data from real ad-
missions to an emergency department, was tested and
substantiated through an innovative approach that,
to the best of our knowledge, has never been imple-
mented.

The evaluation of the selected models demonstrate
that LLMs, particularly Mistral 7B and Llama 3
8B, are capable to imitate human emergency triage
with a satisfactory accuracy. These models were able

to capture patterns in the data that reflect human
decision-making, including biases related to socio-
demographic factors. Notably, the transformation
experiments revealed that female patients are more
likely to be under-triaged compared to their male
counterparts presenting with the same clinical condi-
tions. This trend was more pronounced when triage
was performed by female nurses and when the pa-
tient reported higher pain levels, but it was attenu-
ated when triage was conducted by nurses with more
years of experience.

Future work should focus on refining the fine-
tuning methodology through hyperparameter opti-
mization, and the incorporation of non-verbal cues in
the triage process through the introduction of multi-
modal data. Additionally, establishing a triage ‘silver
standard’ through expert consensus could enhance
the evaluation of the models and provide a more ro-
bust framework for assessing triage accuracy. Beyond
model improvement, a deeper analysis of the identi-
fied biases will be crucial to determine whether these
patterns are indeed biased decision-making or rooted
in other contextual factors. This follow-up would
explore interventions both at the machine level—by
adjusting model architectures—and at the human
level—through enhancing training and revising pro-
tocols for healthcare workers.

Another important step in a follow-up study would
be to explore potential reasons for the asymmetric
effect of transformation observed in Figure 3. We in-
terpret this asymmetry as probably explained by a
higher prevalence of severe cases for certain condi-
tions in one sex, resulting in imbalanced data rep-
resentation learned by the model during fine-tuning,
or by residual, implicit gender indicators in the text,
which may vary according to the gender of the pa-
tients. In connection with this point, it will be im-
portant to further analyze the data by stratifying ac-
cording to diagnosis or the type of discharge from the
emergency department. Additionally, a previous de-
scriptive statistical analysis (Avalos et al., 2024) high-
lighted a potential nuance in gender biases: men tend
to receive slightly more urgent scores, while women
may receive somewhat more urgent scores for consul-
tation visits. This analysis was adjusted for the sex
of the nurses and the age of the patients but did not
ensure comparability of clinical conditions. Never-
theless, this remains a lead to explore further.

By laying the groundwork for a deeper understand-
ing of how LLMs can help detect and mitigate bi-
ases, this study contributes to the broader goal of im-
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proving fairness and patient outcomes in emergency
medicine. Findings from this work can be applied
to triage decision-making through targeted interven-
tions, raising awareness about potential biases and
promoting equitable clinical judgment.

7. Discussion

While the results of this study are encouraging and
innovative, several areas still require improvement.
The first major factor is the accuracy of the mod-
els. Emergency triage is an inherently challenging
task, largely because not all the information avail-
able to the nurse during triage is captured in the
recorded data we have access to. Many critical as-
pects of triage are non-verbal, such as patients’ facial
expressions or the tone of their voice, and these are
rarely documented in the triage notes. One potential
improvement could be to record and transcribe nurse-
patient interactions during triage, incorporating this
additional data into the triage notes in a prospec-
tive study. A similar approach was used in Pilleron
et al. (2024), where theoretical triage scores were ret-
rospectively assessed using audio recordings, observer
notes, and nurses’ handover reports.

The absence of standardized approaches for evalu-
ating triage systems and the lack of clear guidelines
on the frequency and methods for auditing triage
practitioners make it challenging to establish a uni-
versally accepted ’gold standard’ for triage (Zaboli,
2024). Each country—and even individual hospitals
within France—follows its own protocols. Introduc-
ing a ’silver standard’ for triage could enhance fu-
ture studies. The variability in triage systems and
the logistical burden of conducting comprehensive au-
dits complicate the evaluation of ML-based models
against multiple human evaluators, as the evalua-
tors themselves may lack consistency. A future study
could tackle this issue by assembling a panel of med-
ical experts to assess a set of data points based on
their expertise, thus helping to expand and refine the
triage criteria for future applications.

An additional area for improvement is extending
the fine-tuning duration and optimizing hyperparam-
eters using a validation partition. Due to time con-
straints, the models were evaluated at the specified
epochs. However, since then, we have extended the
training periods, leading to observed improvements
in classification accuracy. This indicates that given
more time, the models can still achieve slightly better
performance.

Bias mitigation in emergency triage To miti-
gate biases in triage decision-making, targeted inter-
ventions can be implemented through training pro-
grams, simulations, and serious games aimed at rais-
ing awareness and promoting equitable clinical judg-
ment. Training should focus on sensitizing health-
care professionals to implicit gender biases by incor-
porating case-based learning and structured debrief-
ings that highlight disparities in triage scoring be-
tween male and female patients for identical clinical
conditions.

An initial triage training is mandatory in France for
nurses that practice triage in ED. Training strategies
have to include simulations with a some special focus
on patient scenarios with varied gender presentations
to help nurses recognize and adjust biased behaviors
in real time. For continuous training, a before-and-
after learning strategy can be constructed, combin-
ing initial assessments, targeted training, and post-
training evaluations. The approach would begin
with a baseline evaluation of triage nurses’ decisions
through simulated scenarios integrating various pa-
tient genders and reason for their visit. Following
this, structured training sessions would focus on rais-
ing awareness of implicit gender and other biases
(racial, socioeconomic, etc.). The objective of these
sessions would be to provide tools to mitigate them.
After the intervention, a second round of simulations
would assess changes in performance, ensuring that
nurses integrate unbiased practices into their routine
triage.

In this context, serious games that simulate triage
scenarios could be developed to allow nurses to re-
inforce unbiased clinical decision-making in a con-
trolled setting. The advantage of this approach lies in
its production of immediate feedback on their perfor-
mance. These approaches, combined with continuous
assessment and feedback, could contribute to reduc-
ing bias and improving fairness in emergency triage.
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Appendix A. Triage scale used for the
study

Situation Risk
Life-threatening
distress
Impairment of a vital

2 organ or severe
traumatic injury
Unstable or complex
3 functional or lesional

impairment

Level Delay

In the following minutes Medical att. <1 min

In the following hours Medical att. <20 min

In the following 24 hours | Medical att. <90 min

Stable functional or
4 q q a None
lesional impairment

No obvious functional or
5 X . . None
lesional impairment

Medical att. <120 min

Medical att. <240 min

Table 2: Triage scale used in the Bordeaux Univer-
sity Hospital.

14

Appendix B. Pre-filtering

As previously mentioned, all patients admitted to the
ED in the Bordeaux University Hospital are assigned
a class of chief complaint from a list of 189 possi-
ble motives belonging to the ICD-10. Some of these,
are clearly indicative of the sex of the patient, as
they involve pathologies or sex-specific organs. As a
first round of pre-filtering references to a patient’s sex
which cannot be easily transformed to the opposite
sex, we removed samples which had been classified as
any of the following classes:

Recent abdominal pain

Recent pelvic or genital pain

e Female urogenital problem without pain

Abdominal mass or distension, ascites

Female genital bleeding

Foreign body in the genitourinary tract

This pre-filtering was not enough, as both the past
medical history and history of present illness columns
sometimes also contain references to a patient’s sex.
We then performed a regular expression search in the
strings of both columns, for rows which contained any
of the following words or word segments:

uter|utér|ovair|ovarien|vagin|vulv|
mamma | fallope|ivg|prostat |menopause|
ménorrhée|grossesse|fausse couche|
cancer du sein|Gyné|Obsté|gyneco|obstel|
régles|hystérectomie|hysterectomie|
endométriose|endometriose|K sein|
ligature trompes|cesarienne]
enceinte|curetage|cezarienne|

testicul |penilscrot]|
pénien|séminale|andropause|

The remaining pre-filtering steps as described in
Section 3 are shown in Figure 4 along with the cor-
responding sample sizes at each step.
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CHU Bordeaux Dataset
(2013-2021)
n=486,040

'

Post-2016
n=319,740

'

Without Missing Values
n=169,627

'

Without Triage Score = 1
n=151,724

'

Without Gendered Motives /

Anamneses
n=151,294
v v
Train Test
n=75,647 n=75,647

Figure 4: Data pre-processing workflow.

Appendix C. Dataset overview

To illustrate some of the relationships between vari-
ables in the data as well as potential sources of biases
related to such variables, a brief exploratory data
analysis was performed. Many factors which may
not necessarily have a clinical relevance have been
suspected to impact the assignment of triage scores
in EDs. This overview is centered around two types
of factors which have been found to influence emer-
gency triage: socio-demographic factors and external
factors. It excludes samples from before 2016 for rea-
sons to be explained in the following subsection, as
well as a small number of pediatric admissions which
were performed in the concerned ED. These visual-
izations are obtained before normalizing the dataset
by eliminating rows with missing values.

The first of these factors, illustrated as the distri-
bution of triage scores attributed to patients by sex,
shows a significant class imbalance between triage
classes, as illustrated in Table 3. This class imbal-
ance is most evident for the extreme triage scores (1
and 5), as these are much more rarely attributed to
patients who arrive at an emergency department.

This distribution also illustrates another effect
mentioned by the literature: substantial discrepan-
cies in triage scores depending on the sex of the pa-

Triage Score
Total 1 2 3 4 5

F 147931 590 27016 61483 50110 8732
M 166 683 778 31947 61504 59 804 12650

Sex

Table 3: Counts of triage scores per sex of patient

tient. While these could be partially explained by the
number of men and women which present themselves
to an ED, the effect is less clinically explainable when
observing the proportion of triage scores attributed
by male and female triage nurses, as illustrated in
Table 4 and Figure 5.

Triage Score
Total (%) 1 2 3 4 5
. 1077 46 165 97977 84852 16 998
Nurse’ sex T 2709y 87 (397)  (343)  (6.9)
289 12469 24 409 24511 4313
35 90
MG gy (189) (70) (37.1)  (65)

Table 4: Counts of triage score per sex of triage
nurse.

These observations may also indicate biases stem-
ming from both the patient’s sex and the triage
nurse’s sex. More specifically, female nurses may as-
sign slightly higher urgency levels, particularly for
male patients, compared to their male counterparts,
who tend to assign slightly lower urgency levels, re-
gardless of the patient’s sex.

Triage Score per Sex of Triage Nurse

mam Female
. Male

0.35
0.30
§50.25
£
2 0.20
[
%015
0.10
0.05 II
0.00 ——
1 2 3 a 5

Triage Score

0.40

Figure 5: Proportion of triage score per sex of triage
nurse.

Another potential source of bias described in the
literature is the age of patients. While the age of a



UNCOVERING JUDGMENT BIASES IN EMERGENCY TRIAGE WITH LLMS

patient can sometimes be clinically relevant during
triage (e.g., older patients are at higher risk of devel-
oping potentially life-threatening complications), this
alone does not fully explain the observed distribution
shown in Figure 6. In particular, the trend of assign-
ing lower triage scores to younger patients compared
to those over 50, while initially logical, may also sug-
gest the presence of biases influencing these scores.

Age distribution per triage score

Level 1
Level 2
Level 3
Level 4

0.040

0.035

0.030 Level 5

o
<)
N
u

0.020

Proportion

0.015

0.010

0.005

0.000

Figure 6: Distribution of ages per triage score.

External factors identified in the literature may in-
fluence triage scores. We examined the day of the
week as a potential factor, given the observed fluc-
tuations. As shown in Table 5, there is an increased
number of admissions on weekends. However, when
analyzing the detailed count of admissions by triage
score for each day of the week, it becomes evident that
on days with higher admission rates, patients may
have a higher likelihood of receiving a lower triage
score, possibly as a strategy to optimize hospital re-
sources.

Triage Score

1 2 3 4 5 Total

Monday 195 8445 18 060 15723 2938 45 361

Day Tuesday 194 8523 16991 14042 2790 42540
of Wednesday 175 8511 16 975 13812 2671 42144
the Thursday 205 8330 17026 14389 2704 42654
Week Friday 185 8343 17467 14948 2703 43 646
Saturday 193 8546 18590 19172 3806 50 307

Sunday 221 8265 17878 17828 3771 47963

Table 5: Admissions per day of the week and triage
score.
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Appendix D. Average triage scores
per triage nurse

Mean Triage Score per Triage Nurse, Top 50 Nurses
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Figure 7: Mean average score of top 50 triage nurses.

Appendix E. Fine-tuning
hyperparameters

All fine-tuning was performed using the latest im-
plementation of QLoRA (Dettmers et al., 2024) for
PyTorch in the Python programming language. The
weights of all models were loaded in 4-bit precision,
and all computations were performed on 16-bit float-
ing point precision. The LoRA hyperparameters var-
ied for each model: for the two Mistral 7B variants
and LLama 3 we used a LoRA « of 64, LoRA dropout
of 0.1, and LoRA r of 8, using LoRA on all layers.
For the Mixtral model we used the same parameters,
with a LoRA r of 16. Learning rate was fixed as a
constant for all models at 5e—5, with a maximum
gradient normalization of 0.3, weight decay of 0.001,
a warm-up ratio of 0.03, and the AdamW optimizer.
Batch sizes were fixed at 12 for the 7 and 8-billion pa-
rameter models, and 4 for the Mixtral model, with a
maximum sequence length of 1024 tokens per sample
for all models. Training was performed until stabi-
lization of the loss, which was empirically found to
be 7 epochs for the 7 and 8-billion parameter mod-
els, and 5 epochs for the Mixtral model. The models
fine-tuned with QLoRa were saved as adapter mod-
els, which requires them to be loaded with the original
model weights at inference time.

All fine-tuning of models mentioned in this pa-
per were executed on either an Ubuntu 22.04 LTS
server with 4 NVIDIA A100 80GB GPUs or a
workstation with Ubuntu Desktop and an NVIDIA
RTX 3090 24GB GPU. Inference and data filtering
were performed on the same workstation with an
NVIDIA RTX 3090 GPU, an Intel Xeon processor,
and Ubuntu Desktop 22.04 LTS as operating system.
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Training times varied in function of model size and
number of epochs, as shown in table 6.

Model Name Parameter No. Approx. Epochs Total Time

Mistral 7B 7 Billion 7 250h
BioMistral 7B 7 Billion 5 160h
Mixtral 8x7B 47 Billion 5 330h

Llama 3 8B 8 Billion 7 280h

Table 6: Training times and parameter numbers for
the four models chosen.

Unsurprisingly, because of its size, Mixtral 8x7B
took considerably longer to fine-tune versus its 7-8
billion parameter counterparts. Training time was a
determining factor in selecting the model chosen to
perform emergency triage.

Appendix F. Prompts for Triage and
Transformation

Two prompts were used: one for the triage task and
one for the transformation task. We received guid-
ance from experts in the ED. The triage prompt
varied depending on whether it was used for fine-
tuning or inference, as it included or excluded the
triage scores from the training/test partition. On the
other hand, the transformation prompt remained the
same due to the few-shot nature of the task. The
samples provided to the model for the few-shot task
were intentionally diverse: some included references
to sex, orthographic errors, or misplaced capitaliza-
tion, while others did not. The final version of the
prompt used for the few-shot task was the result of
empirical adjustments until satisfactory performance
in the transformation task was achieved.

Original triage prompt for fine-tuning in
French:

<s>[INST] Vous étes un systeme qui aide a
effectuer le triage des patients dans le service des
urgences d’un hopital. Compte tenu de I’anamnese
(qui contient diverses informations relatives au
patient(e) et son contexte), affectez un score de
triage de 2 & 5 (soit 2, soit 3, soit 4, soit 5) pour
le patient, ou 2 est plus grave et 5 moins grave.
Juste le numéro, pas d’explications avec.

##### Début de 1’anamnése #H####
{sample[“text”]}

##### Fin de 1’anamnése #####

Score de triage: [/INST]
{sample[“triage_score”|}</s>

Original triage prompt for inference in
French:

<s>[INST] Vous étes un systeme qui aide a ef-
fectuer le triage des patients dans le service des
urgences d’un hopital. Compte tenu de 'anamnese
(qui contient diverses informations relatives au pa-
tient(e) et son contexte), affectez un score de triage
de 2 & 5 (soit 2, soit 3, soit 4, soit 5) pour le pa-
tient, ou 2 est plus grave et 5 moins grave. Juste
le numéro, pas d’explications avec.

##### Début de 1’anamnése #H####
{sample[“text”]}

##### Fin de 1’anamnése #####

Score de triage: [/INST]</s>

English translation:

<s>[INST] You are a system that helps triage pa-
tients in the emergency department of a hospital.
Given the medical history (which contains various
kinds of information about the patient and their
context), assign a triage score from 2 to 5 (either
2, 3, 4, or 5) for the patient, where 2 is more severe
and 5 is less severe. Just the number, no explana-
tions.

##### Start of medical history #####
{sample[“text”]}

##### End of medical history #####

Triage score: [/INST] </s>
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Original transformation prompt in French:

<s> [INST] Je wvais vous donner l’anamnese
d’un(e) patient(e) en frangais. Le ou la patient(e)
est soit un homme, soit une femme. Votre tache
consiste a remplacer toutes les références au sexe
du ou de la patient(e), telles que les mots sexués
comme “patient/patiente”, “orienté/orientée” ou
“fatigué/fatiguée”, par le sexe opposé. Vous
ne devez pas renvoyer que ’anamnese modifiée.
N’utilisez pas I’écriture neutre comme “traité(e)”.
S’il n’y a pas des références au sexe a changer,
ne changez rien. Ne corrigez pas les fautes
d’orthographe ou les majuscules mal placées tels
que (EPileptique). Les anamneéses changées
doivent étre dans un format csv (sexe, anamnese,
antécédents).

[Examples 1-7 omitted for brevity]

##### Anamnése a changer #####

Anamnese originale :

Sexe patient : {data_point[“sex”]}, Anamnese :
{data_point[“anam_ioa”]},

Antécédents : {data_point|“antecedents”]}

Anamnese changée : [/INST] </s>

English translation:

<s> [INST] I will provide you with the medical
history of a patient in French. The patient is ei-
ther a man or a woman. Your task is to replace
all references to the patient’s sex, such as gendered
words like “patient/patiente,” “orienté/orientée,”
or “fatigué/fatiguée,” with the opposite sex. You
should only return the modified medical history.
Do not use neutral forms like “traité(e).” If there
are no gendered references to change, make no
changes. Do not correct spelling or capitalization
errors, such as (EPileptique). The modified med-
ical histories should be returned in CSV format
(sex, medical history, medical background).

[Examples 1-7 omitted for brevity]

##### Medical history to change #####
Original medical history:

Patient gender: {data_point[“sex”]}, Medical his-
tory: {data_point|[“anam_ ioa”]},

Medical background: {data_point[“antecedents”]}

Changed medical history: [/INST] </s>

18

Appendix G. Additional results

When expanding to show the difference per triage
score, as it is shown in Figure 9 we observe the same
differences being aggravated by certain triage scores,
as is the case for triage scores 2 and 4. Differences
in triage scores closer to 1 are arguably more serious,
as this score is reserved for patients who are at an
increased risk of dying. Given the large sample size,
confidence intervals in this and all subsequent figures
are approximated using the normal distribution.

3.40

Mean Triage Score
w
N
)

3.00

Mean Triage Scores by Sex, Before and After Transformation

Sex
B Original

Em Changed
3208 3.307

II :

3.220

Male to Female Female to Male
Sex

Figure 8: Mean triage scores before and after artifi-

cially transforming references to the sex of
patients. 95%CI are based on normal ap-
proximation.

G.1. Stratification of results

Authors in the literature describe that some factors—
not necessarily clinical-have been found to aggravate
over and under triage in patients under the same con-
ditions. To this end, we stratified our results accord-
ing to some of the factors described in the literature
as possibly aggravating triage score differences be-
tween male and female patients. The first of these,
the interaction between the sex of the triage nurse
and the sex of a patient is illustrated in Figure 10
which shows the mean difference of triage score by
sex of triage nurse and sex of patient, the previously-
described effect of under-triage observed in female
patients is aggravated when these are admitted by
a female triage nurse. Male patients, on the contrary,
appear to be triaged equally regardless of the sex of
the triage nurse.
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Mean Difference of Triage Scores by Nurse Sex and Patient Sex
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Figure 10: Mean difference of triage score after trans-
formation, according to the sex of the
triage nurse. 95%CI are based on normal
approximation.

We also explored the possible relation between the
expression of pain in patients and their triage score®.
As illustrated on Figure 11, we observed an aggravat-
ing effect of under-triage for Female patients which
correlated to the expressed pain score.

6. Pain scores are self-reported by patients, and go between
0 and 10
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9: Triage score proportions per triage score per sex for a) Female to Male, b) Male to Female. 95%CI

Mean Difference of Triage Scores by Pain Level and Sex
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Figure 11: Mean difference of triage score after trans-
formation, according to expressed level of
pain. 95%CI are based on normal approx-
imation.

When observing the mean differences with respect
to the age of patients as shown on Figure 12, we ob-
served two main effects. First, it appears that male
patients tend to get over-triaged with an advanced
age, while female patients appear do be less under-
triaged under the same conditions. This is consistent
with remarks made by triage nurses in French hospi-
tals as described in Avalos et al. (2024), where they
affirmed to sometimes ‘prioritize’ patients with an ad-
vanced age even if their current clinical condition does
not necessarily need it. It is worth considering how-
ever that a patient’s age, while not always an explicit
triage criteria, can carry clinical relevance in certain
cases. Hence, it is difficult to completely distinguish
cognitive biases from relevant clinical decisions when
dealing with a patient’s age.
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Mean Difference of Triage Scores by Age Group and Sex
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Figure 12: Mean difference of triage score after trans-
formation, according to age. 95%CI are
based on normal approximation.

The experience of triage nurses was also identi-
fied as a key factor influencing triage in the quali-
tative study described in Avalos et al. (2024). We
explored the relationship between nurses’ experience
in triage (measured in years of experience as a triage
nurse at the time of admission) and the impact of sex
transformation on triage (Figure 13), with a focus on
the most urgent triage score, originally a 2. While
more experienced nurses exhibited similar variability
in assigning triage scores after the sex transformation
(but maintaining the same other clinical and exter-
nal conditions), this variability was independent of
the patient’s sex. In contrast, less experienced nurses
demonstrated a greater influence of the patient’s sex
when under-triaging after transformation: female pa-
tients were more frequently under-triaged.

Percentage of Under Triage by Nurse Experience and Sex of Patients (Triage Score 2)

4 Sex

Male

o (- Female

() - ~

Percentage of Under Triage

-

6-10 11-15
Years of Experience (Binned)

13: Percentage of under-triage per nurse ex-
perience for patients that should have
been triaged as 2. 95%CI are based on
normal approximation.

Figure
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Finally, to test our hypothesis, we replicated the
same workflow described earlier with the already
transformed data, re-transforming it to the original
sex of the patients. If these biases are present in
the triage patterns of human nurses and are accu-
rately replicated by the fine-tuned model, we should
observe the same effect when analyzing mean triage
scores per patient sex. The results of this analysis,
shown in Figure 14, confirm our suspicions, although
they reveal a small difference between the originally
predicted triage scores and their re-transformed coun-
terparts. This may indicate the influence of other fac-
tors we have not considered, such as potential biases
inherent in the language model itself or clinical rea-
sons that should be analyzed on a case-by-case basis.

Mean Triage Scores by Sex, Before and After Transformation
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Figure 14: Mean difference of triage score per triage
nurse experience. 95%CI are based on
normal approximation
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