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Abstract

Historical documents are invaluable resources for understanding the development of civilizations and
cultures. However, the transcription process of these documents comprises many challenges such as
complex layouts, degradation, various handwritten styles, and skewed text. This paper presents an
unsupervised approach for text line extraction in the Belfort Civil Registers of Births, a historical
dataset containing a mix of printed and handwritten text with marginal annotations. The proposed
method employs a series of image processing techniques to identify text line cores. The method also
utilizes a dynamic gap identification and segment point localization strategy based on text density
and histogram analysis to effectively identify the borders of the text lines in polygon shape. An XML
file generation tool is then utilized to structure the resulting components and link them with their
corresponding text. The method exhibits competitive accuracy in segmenting text lines on both the
Belfort dataset and standard benchmarks such as the Saint Gall and READ Bozen datasets. This
work contributes to the preservation and accessibility of historical documents by facilitating accurate
transcription and structured data representation.

Keywords: Text Line Extraction, Historical Documents, Handwritten Text Recognition, Unsupervised
Approach, Belfort Civil Registers of Birth, Structured Data Representation

1 Introduction

Historical documents are one of the most impor-
tant sources that highlight the past of humanity
and contribute to understanding the development

of civilizations and cultures throughout the ages.
Researchers increasingly rely on historical docu-
ments to extract and analyze valuable informa-
tion, providing deeper insights into past events
and exploring the evolving connection between
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traditional records and modern digital interpreta-
tions [1].

Machine Learning (ML) techniques are impor-
tant and central to the analysis and comprehen-
sion of these historical documents. These tech-
niques are capable of processing large volumes of
historical data very quickly and efficiently. Con-
sequently, ML can easily recognize complex inter-
relations between various historical events and
personalities thereby illuminating vague or hid-
den aspects of history [2]. However, the process of
training machine learning models to recognize the
text within the historical documents also requires
extensive data due to several challenges includ-
ing text style variation, complex document layout,
text skew, and degradation.

The segmentation of historical document
images into paragraphs [3], text lines [4], and
word images is considered a crucial stage in the
machine learning model training process [5, 6].
Many authors have proposed segmentation tech-
niques for various text recognition applications,
such as keyword spotting [7], writer identifica-
tion [8, 9], and data extraction. The majority of
these techniques rely on employing word and text
line segmentation processes. Thus, it is an essen-
tial step in text recognition processing. It has been
verified that employing a robust segmentation
scheme leads to higher accuracy rates.

Historical document images may involve
machine-printed text, handwritten text, or a com-
bination of both. Segmentation of machine-printed
text images into words or text line images can
be performed relatively easily. However, segment-
ing handwritten text images or hybrid (contain-
ing both printed and handwritten text) images
remains a challenging task due to several imped-
iments. These include angular and spiky letters,
and ornate flourishes that result in overlapped
words and text lines within the image. Addi-
tionally, challenges arise from the diversity of
writing styles, spots on the paper, noise, and text
misalignment.

Unsupervised approaches such as clustering,
projection profiles, and contour analysis do not
require pre-labeled data to identify text regions
within the document images. These methods are
designed to infer structure and patterns without
prior training [10], making them highly adaptable
and capable of operating with minimal prepara-
tion.

However, these approaches encounter chal-
lenges such as attaining high accuracy in noisy
or complex documents, especially in the presence
of overlapping text lines, varying text orienta-
tions, or poor-quality documents [11]. Another
significant challenge is the tuning of parameters
and thresholds dynamically based on the input
image. Despite these challenges, the flexibility and
robustness of unsupervised methods make them
highly valuable and versatile tools for text line
extraction tasks.

Gap classification is one of the most common
segmentation techniques. It is based on identifying
gaps (distance) between text lines or word images,
where a gap is labeled as inter or intra-word
gap [12–14]. This process calculates the distribu-
tion of the text using various methods such as
local/global thresholding [15] and the Gaussian
Mixture Model [16]. Additionally, authors have
proposed a supervised learning-based gap classi-
fication technique [17] to aid in the identification
and separation of text data, facilitating better
document understanding and analysis.

In the 1911 census, Belfort was only the fifty-
third-largest city in France. However, despite its
modest size, the département of Territoire de
Belfort was one of the most industrialized regions
in France at the beginning of the 20th cen-
tury, with the fourth-highest population density
(166.6 inhabitants/km²). This placed it behind
only the départements of Seine (Paris), Nord
(Lille), and Rhône (Lyon), but ahead of Pas-
de-Calais. Between 1881 and 1911, following the
establishment of SACM (mechanical engineering,
the precursor to Alstom, which today produces
TGV high-speed trains) and DMC (a leading
global textile manufacturer) in 1879, Belfort expe-
rienced the fourth-highest increase in population
density among French départements, trailing only
the same three major industrial regions. This city
also ranked second to Seine (Paris, 0.4%) for
the low proportion of sparsely populated areas
(5.8%), underscoring its concentrated industrial
workforce.

Belfort’s strong industrial growth, coupled
with its location near the borders of Germany
and Switzerland, made it a destination for foreign
immigrants. Despite its relatively small popula-
tion, it was one of 17 French départements with
the highest number of foreign residents (10,778)
at the start of the 20th century. This influx was
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partly due to a strong migration of Alsatians after
1871, as well as a wave of Italian immigrants
before World War I. By 1911, Belfort also led
the nation in naturalized immigrants per 10,000
inhabitants (349 for men and 451 for women).
Moreover, Belfort’s military presence contributed
to another demographic peculiarity: it had the
second-highest number of single men of mar-
riageable and childbearing age (18-59) in France,
largely due to the numerous barracks established
in the city in preparation for a potential conflict
with Germany [18–20].

These demographic and social factors likely
contributed to a high frequency of out-of-wedlock
births, particularly among the working-class pop-
ulation. This could be explained by several fac-
tors: the traditional historiographical view that
working-class men and women were less influ-
enced by religious precepts, housing shortages
that led to cohabitation and subletting (increas-
ing the likelihood of out-of-wedlock births), and
the prevalence of exploitative practices such as
droit de cuissage in factories at the time, partic-
ularly towards domestic servants. Such practices
were exacerbated by the extreme social inequali-
ties in France during this period. Additionally, the
presence of a large male population, primarily sol-
diers, fueled the growth of prostitution in Belfort
from the 1880s onward. By 1912, according to a
report by the Belfort municipality (which should
be treated cautiously), the town had as many
as 700 clandestine prostitutes for a population of
32,000. All of these factors likely contributed to
the rise of out-of-wedlock births, which can be
traced through civil birth registers—an essential
source for historians studying this phenomenon in
Belfort.

In fact, the rate of out-of-wedlock births in
Belfort was relatively low (2-7%) before 1870, sim-
ilar to other small French towns at the time.
However, by the 1870s, this rate surged, reach-
ing 17.6%, significantly higher than the rate in
Roubaix (13.3%), a city often referred to as
the ”French Manchester,” despite Roubaix having
three times the population of Belfort. In general,
the rate of out-of-wedlock births tended to corre-
late with city size: it peaked in Paris (26.3% in
1876) and reached 21% in Lyon (1885). Belfort,
however, presented a unique case. This excep-
tional situation makes a thorough examination of
Belfort’s civil birth registers indispensable, as it

allows for cross-referencing with the DMC person-
nel records—Belfort’s largest employer of women.
By doing so, we can better understand the life
trajectories of unmarried mothers and assess their
degree of agency within the intersections of sex-
ual, social, and religious pressures [21]. Figure 1
depicts an example document from these civil
registers of birth.

To examine and address these birth decla-
rations concerns, it is essential to establish a
comprehensive knowledge database enabling com-
plete investigation and resolution. Text recogni-
tion of these declaration images presents numer-
ous challenges, including document layouts, read-
ing orders, hybrid (printed and handwritten
text), marginal mentions, skewness, degradation,
and diverse text styles. Despite notable progress
in Optical Character Recognition (OCR) tech-
niques [22, 23], these attempts have yet to ade-
quately address the complexities associated with
transcribing such declaration images. Thus, a
robust segmentation approach is necessary to
ensure precise transcription.

In this paper, we propose an unsupervised
approach based on gaps to segment French Belfort
civil registers of birth (BCRB) document images
into text line images. Additionally, we develop
structured data representations linking the seg-
mented text line images with their corresponding
transcriptions using generated XML files. The seg-
mentation process comprises four main stages:
first, text line detection. Second, gaps identifi-
cation. Third, gaps analysis and segment points
determination. Finally, identification of text line
image borders. This aims to address the challenges
of the segmentation phase associated with tran-
scribing the BCRB, thus enhancing the preserva-
tion and accessibility of these historical registers.
Figure 2 illustrates the general pipeline for the
segmentation process.

The proposed unsupervised method is simple
and does not require an extensive preprocessing
phase or a machine learning model. Additionally,
there is no need for text line image skew cor-
rection. Moreover, many parameters values are
calculated dynamically based on the input image,
eliminating the need for page annotation or a
training dataset. Furthermore, it is robust and
independent of language or font-specific depen-
dencies. Thus, it can be employed with French and
other languages.
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Fig. 1 Sample of Belfort civil registers of births

Fig. 2 General pipeline of the proposed segmentation process, illustrating the steps from image acquisition to text extrac-
tion.

The structure of the paper is as follows:
Section 2 highlights recent research in the field.
Section 3 discusses the characteristics and chal-
lenges of the BCRB and the stages of the proposed
method. Section 4 summarizes the experimental
results. Lastly, Section 5 concludes the paper and
proposes future research avenues.

2 State of the Art Overview

Segmentation involves dividing the text image into
letters, words, lines, or paragraphs, often using the
image’s pixel characteristics. Numerous research
works on document image segmentation have been
proposed in recent years. These comprise text
line and word image level segmentation on both
machine-printed and handwritten text document
images. These works include employing various
methods to facilitate the segmentation process,
including:

• Thresholding: This technique involves sepa-
rating the text image into foreground (text)

and background based on intensity threshold-
ing [24–26]. Several thresholding techniques
have been proposed and evaluated using a vari-
ety of challenging document images, including
historical documents, newspapers, forms, and
cheques, exhibiting the strengths and limita-
tions of global versus local thresholding tech-
niques in document image analysis [27]. Authors
of [28] utilized an adaptive thresholding tech-
nique to enhance the document image, with
affine-invariant texture analysis for text area
segmentation. The method involves iteratively
adjusting light intensities by employing iterative
gamma correction followed by contrast stretch-
ing. This resulted in text areas being distinctly
highlighted against background clutter, setting
a robust basis for further analysis.

• Edge Detection: Detecting edges can assist
in identifying text regions. Authors proposed
several techniques for edge detection such as
Sobel, Prewitt [29], Canny, Laplacian of Gaus-
sian (LoG) [30], and Zero Crossing edge detec-
tion [31]. Authors of [32] presented a novel
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approach to scene text detection based on the
original Canny edge detector. This approach
utilizes double thresholding and hysteresis
tracking to identify texts with various confi-
dence levels and classify them as strong, weak,
or non-text. Strong candidates are selected,
while weak ones are filtered through hysteresis
tracking based on features such as proximity,
size, and color, allowing for effective localiza-
tion of a wide array of text types across different
languages and image conditions.

• Connected Component Analysis (CCA):
This technique determines connected regions in
an image and considers them as potential text
regions [33]. It is beneficial for both printed
and handwritten text. Authors of [34] presented
a method for text line-level segmentation in
historical Tibetan manuscripts based on a con-
nected components analysis technique. After a
pre-processing phase for skew correction and
baseline identification, a text location analysis
process is employed to identify text line bound-
aries and classify connected components based
on their interaction with an optimal segmen-
tation line. Lastly, uncertain components are
analyzed by their shape and location to cor-
rectly merge and allocate them within the text
region boundaries, forming complete text lines.

• Clustering: Clustering techniques such as K-
means or DBSCAN [35] can be utilized to
allocate pixels into text and non-text clusters
based on features such as color, texture, or
gradient information.
Authors of [36] presented a hybrid cluster-
ing algorithm comprising two stages to attain
improved accuracy rates with reduced time
complexity. In the first stage, the K-means algo-
rithm is utilized to split text resources into
smaller clusters. Additionally, the Canopy algo-
rithm [37] is employed to determine the optimal
selection of K-means parameters, such as the
number of clusters (k) and initial clustering cen-
ters, to overcome the randomness and difficul-
ties associated with predefined k values. In the
second stage, the algorithm employs a hierarchi-
cal agglomeration clustering algorithm [38, 39]
to combine the previously generated clusters
into one cluster tree, providing an effective solu-
tion to handle large text images with complex
structures.

• Machine Learning-Based Segmentation:
In recent years, many authors have proposed
training machine learning models such as Sup-
port Vector Machine (SVM) [14], Random For-
est [40], and Convolutional Neural Networks
(CNNs) to automatically segment text regions
within documents. However, this approach
requires appropriate annotated training data to
achieve high-accuracy segmentation results.
In [41], authors proposed a novel approach
for extracting text lines from historical docu-
ments based on Convolutional Neural Networks
(CNNs). The method applies layout analysis
to classify each pixel as part of text blocks,
background, or graphics. Subsequently, a sec-
ond CNN filters these text blocks to generate
the Main Body Area (MBA) map, which is
then segmented to extract text lines using a
region-based technique.

• Deep Learning Approaches: Deep learning
architectures such as Fully Convolutional Net-
works (FCNs) or U-Net [4] can be employed
for end-to-end text segmentation. These mod-
els are capable of learning complex represen-
tations from data and have reported highly
beneficial accuracy results for both printed and
handwritten text segmentation. In [42], authors
proposed a technique for text line segmenta-
tion of historical document images based on
line masks. These masks are predicted using a
Fully Convolutional Network (FCN) that ana-
lyzes connected components on the same text
line. After preprocessing steps, which include
adaptive binarization and manual annotation of
line masks on the document images, the FCN is
trained on binarized document images labeled
with line masks. The architecture of the FCN
is based on the VGG 16-layer network, modi-
fied to suit the characteristics of the documents.
This includes adjustments to the input size and
output channels to account for the number of
classes (text line or background), leading to
promising results within the field.

• Hybrid Approaches: Authors also attempt
to combine multiple techniques or models to
enhance the accuracy of segmentation. For
example, they use a combination of thresholding
and Connected Component Analysis (CCA), or
integrate traditional methods with deep learn-
ing for enhanced performance [43–46]
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2.1 Segmentation-based gap
classification

Several authors proposed numerous methods for
extracting text images based on gaps around
the text. In [47], two innovative segmentation
approaches employing the Viterbi algorithm and
Support Vector Machines were proposed for effec-
tive text line and word segmentation in handwrit-
ten documents. The approach of text line segmen-
tation involves dividing the document image into
vertical zones to identify text and gap areas using
smoothed projection profiles. A significant innova-
tion is the use of the Viterbi algorithm to improve
the initial set of text and gap areas, followed by
a method for drawing text-line separators across
the document. Connected components (CCs) are
subsequently assigned to text lines, with special
consideration for CCs that span multiple lines or
comprise ascenders/descenders, ensuring appro-
priate segmentation even in complex layouts.

Word segmentation is carried out utilizing a
gap metric based on the objective function of
a soft-margin linear SVM, which distinguishes
between consecutive connected components. This
metric is combined with a threshold defined by
the probability density function of gap metric
values across the document page to categorize
gaps as ”within” or ”between” words. The work
on word segmentation is expanded by [12] to
enhance the method by employing local spatial
features, leveraging a gap metric derived from the
objective function of a soft-margin linear Sup-
port Vector Machine that separates consecutively
connected components. The gap metrics are ini-
tially classified as ”within” or ”between” word
classes utilizing a global threshold, and by exam-
ining local features for each pair of CCs in a text
line, including the margin and slope of the linear
classifier, leading to a more precise classification.

Other authors divided the document images
into subsets of connected components and
employed the Hough transform for text line seg-
mentation, enhancing the outcomes with post-
processing skeletonization. Additionally, word seg-
mentation was also carried out using a fusion of
convex and Euclidean distance metrics within a
Gaussian mixture modeling framework to differ-
entiate between intra-word and inter-word dis-
tances [16]. Table 1 provides a detailed exposition
of State-of-the-Art approaches.

3 Methodology

3.1 Belfort Civil Registers of Births

The civil registers of the Belfort commune com-
prise 39,627 birth declarations written in French
and scanned at a resolution of 300 dpi each. They
consist of two types of declarations: first, hand-
written declarations; second, hybrid declarations
(partially printed), with blank spaces left for filling
in specific information about the child statement.
Each declaration provides information such as the
child’s name, parent’s name, date of birth, and
other details. Table 2 illustrates the structure and
content of these declarations.

The registers have Gregorian dates rang-
ing from 1807 to 1919. They are avail-
able online up to 1902 through the follow-
ing link: https://archives.belfort.fr/search/form/
e5a0c07e-9607-42b0-9772-f19d7bfa180e (accessed
on May 08, 2024). Moreover, we have clearance
from the municipal archives to review the registers
up to 1919. Figure 3 shows an example declaration
from the civil birth registers.

Fig. 3 A declaration from the Belfort civil registers of
birth with annotations indicating different components.
The main paragraph of the text is highlighted in blue. The
marginal annotations are highlighted in yellow. The dec-
laration number is highlighted in green. The declaration
name is highlighted in red. Both the declaration number
and name represent the header margin of the declaration.

3.1.1 Challenges in Transcribing the
declarations

The transcription of Belfort declarations poses a
variety of challenges, as outlined below.

• Document layout: The Belfort birth docu-
ments comprise double pages with two different
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Table 1 Summary of state-of-the-art approaches proposed in text image segmentation

Ref. Method Dataset Seg. Level Accuracy

[4] Adaptive U-Net architecture.
Tunisian national archives,
READ, cBAD and DIVA-
HisDB3

Text line 79.00%

[41]

Combines CNNs for layout analysis and the estima-
tion of the Main Body Area (MBA) of text lines,
followed by watershed transform for text line extrac-
tion.

IAM-HisDB dataset Text line 98.76%

[42] Fully Convolutional Network (FCN).
Arabic Islamic Heritage Project
(IHP), Harvard

Text line 80.00%

[48]
Generative Adversarial Networks (GANs) with a U-
Net architecture.

Handwritten Chinese text
dataset HIT-MW and the
ICDAR 2013

Text line 98.67%

[49] Deep learning and attention (AR2U-Net model). Arabic BADAM Text line 93.7%

[13]
A Structured Support Vector Machine (SSVM)-based
method for binary quadratic problem, considering gap
correlations.

ICDAR 2009 and ICDAR 2013
Text line
and word

92.82%

[12]
Enhanced ILSP-LWseg method [47] employing local
spatial features and gap metrics derived from SVM.

ICDAR07, ICDAR09, and
ICFHR10

Word level 91.78%

[14]
A SSVM for binary classification task, distinguishing
between inter-word and intra-word gaps.

ICDAR 2009 and ICDAR 2013 Word level 96.48%

[50]
Thresholding approach incorporating skew correc-
tion, baseline detection, and connected component
analysis.

PHDIndic 11
Word and
character

85.12%

[51]
Segmentation Facilitate Feature (SFF) technique
identifies seed pixels to find junction paths, segregat-
ing touching characters in handwritten images.

1840 legal amount words con-
taining touching components

Character 89.90%

Table 2 The structure and contents of a declaration in the Belfort civil registers of births as presented in [52].

Structure Content

Head margin
Registration number.
First and last name of the person born.

Main paragraph

Time and date of declaration.
Surname, first name and position of the official registering.
Surname, first name, age, profession and address of declarant.
Sex of the newborn.
Time and date of birth.
First and last name of the father (if different of the declarant).
Surname, first name, status (married or other), profession (sometimes) and address (sometimes) of
the mother.
Surnames of the newborn.
Surnames, first names, ages, professions and addresses (city) of the 2 witnesses.
Mention of absence of signature or illiteracy of the declarant (very rarely).

Margins (annotations)

Mention of official recognition of paternity/maternity (by father or/and mother): surname, name of the
declarant, date of recognition (by marriage or declaration).
Mention of marriage: date of marriage, wedding location, surname and name of spouse.
Mention of divorce: date of divorce, divorce location.
Mention of death: date and place of death, date of the declaration of death.

declaration layout distributions. The first type
contains one complete declaration per page,
while the second type contains two complete
declarations per page. In specific cases, some
declarations begin on the first page and extend
to the second page.

• Reading order: Reading the components of
the declaration entails following a left-to-right,

top-to-bottom approach, starting with the dec-
laration number, followed by the name, the
main declaration, and the marginal annotations.
However, since most annotations are written
randomly along the margins of the declaration,
a specific technique is required to identify the
correct sequence of annotations.
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• Hybrid format: Most of the registers consist
of declarations with both printed and handwrit-
ten texts. The writing style and ink density
of this handwritten text may differ signifi-
cantly, which requires a seamless switch between
OCR and handwriting recognition modes dur-
ing transcription. Moreover, handwritten text
may appear between printed lines, or even over-
laid on the printed content, resulting in a com-
plicated spatial arrangement between printed
and handwritten text.

• Marginal mentions: These mentions con-
tain additional information about the individual
born but written thereafter, frequently with dif-
ferent handwriting styles. Additionally, they are
positioned randomly along the margins of the
primary paragraph of the declaration.

• Text styles: The declarations are written in
a hybrid format, combining printed and hand-
written text. Furthermore, the styles of hand-
written text vary from one commune to another,
and sometimes even within the same declara-
tion. These variations include spiky, angular
letters, varying character sizes, ornate flour-
ishes and irregular spacing between text. As
a result, overlapping word and text lines can
occur within both the marginal annotations and
the primary paragraph. Furthermore, mistakes
were common in handwritten texts, and writ-
ers often corrected errors by scratching out or
crossing through words and replacing them with
corrections between text lines. Figure 3 illus-
trates many of these challenges found within the
BCRB.

• Skewness: The declarations show numerous
misalignment of handwritten text lines in the
primary text and marginal annotations, includ-
ing vertical text (rotated 90 degrees). Effective
methods are necessary to correct text alignment
for any degree of rotation.

• Degradation: The declarations also contain
degraded text caused by fading ink, smear-
ing (ink stains), and yellowing of the pages,
resulting in loss of valuable content. Figure 4
demonstrates more challenges present within
the BCRB.

3.1.2 Manual Transcription

Samples of declarations were selected for differ-
ent time periods by authors. These declarations

(a)

(b) (c)
Fig. 4 Text degradation and skewness in the Belfort civil
registers of births. (a) Text degradation. (b) Text skew.
(c) Both challenges.

have been transcribed manually and structured
by employing tags similar to XML tags, ensuring
proper identification of the declaration compo-
nents for further processes. Table 3 illustrates the
types of tags employed in the manual transcription
process.

Table 3 The set of tags utilized in the manual transcription
process

Tag Description

<begin> Begin of the declaration.

<text>...<\text>
Primary paragraph of
the declaration.

<margin>...<\margin> Marginal annotations.
<ptext>...<\ptext> Printed text.
<striped>...<\striped> Striped text.
<unreadable>...<\unreadable> Unreadable text.

<added above>...<\added above>
Small text added above
the text line.

<added below>...<\added below>
Small text added below
the text line.

<page> Start new page.

To date, a total of 319 .txt files representing
1,010 declarations have been transcribed. Each file
consists of approximately 4 declarations. More-
over, the files contain 984 margin texts. In total,
there are 21,939 text lines in all the declara-
tion components, comprising 189,976 words and
1,177,354 characters. Figure 5 provides an exam-
ple of transcriptions with tags.

8



Fig. 5 Examples of the tags used in the manual transcription process of Belfort civil registers of births.

3.2 Segmentation Method

The Birth declarations comprise four main com-
ponents: number, name, primary paragraph, and
marginal annotations. Moreover, the primary
paragraph and marginal annotations are com-
posed of several text lines. Additionally, these
components comprise spaces or gaps between each
two consecutive text lines. These gaps are pre-
served in the case of the printed text. However,
it requires intensive processes to be identified in
the case of the handwritten text due to numerous
skewed text lines.

Manual document layout analysis methodol-
ogy is employed to identify the components of the
declarations within the images. This entails cal-
culating the coordinates of these components uti-
lizing a special interface tool. This facilitates the
automatic extraction of the text line images within
the primary paragraph and marginal annotations.

The proposed segmentation technique relies
on calculating text distribution within the gaps
between text lines for automatic extraction, which
can be represented through the vertical and hor-
izontal histograms. The crucial steps of the tech-
nique are listed below.

3.2.1 Filters

Gaussian blur [53] is utilized with a large blur ker-
nel to reduce text image noise. Moreover, Otsu’s
thresholding [54] is applied to convert the image
to binary format where pixels are either black (0)
or white (255), separating foreground (text) from

background and eliminating the overlap between
the text lines. Furthermore, a morphological clos-
ing operation [55] is applied to connect nearby
pixels in the binary image to smooth the text.
Table 4 shows the parameters utilized during the
filtration process. Finally, erosion operation [56]
is applied to further refine the binary image and
make subsequent processing of detecting the core
of the text lines more robust. Figure 6 illus-
trates examples of the filters applied to a primary
paragraph of a birth declaration.

Table 4 Parameters values used in the
image filtration process

Parameter Value

Gaussian blur Kernel Size (255, 1)
Otsu’s Thresholding –
Morphological Closing Kernel (2, 250)
Erosion Kernel (4, 4)
Erosion Iterations 1

3.2.2 Core text line identification

In this step, contour detection [57] is utilized to
identify the potential core of the text lines within
the binary image by retrieving only the external
contours, ignoring any contours nested within oth-
ers. The employed contour approximation method
effectively reduces the number of points repre-
senting each contour, resulting in a more concise
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(a) (b) (c)

(d) (e) (f)
Fig. 6 Examples of the filters applied to a primary paragraph of a declaration from Belfort civil registers of births.
(a) Original declaration. (b) Grayscale conversion. (c) Gaussian blur. (d) Otsu’s thresholding. (e) Morph close operation.
(f) Erosion operation.

representation of the shape. Additionally, the pro-
cess involves applying size and position filters to
exclude non-text regions and refine the list of the
detected contours as follows:

• Size filters: Contours with heights less than a
certain threshold (1.5% of image height) and
widths less than 30 pixels are filtered out.
These filters support removing artifacts from
the binary image.

• Position filters: contours lying on the right side
of the image (beyond 50% of the image width)
are eliminated. This filter assists in avoiding
non-text elements such as the writer’s signature.

Additionally, due to the skewness of the text,
some lines may be detected as two separate,
closely spaced, or overlapping contours. A merg-
ing method is employed to merge those portions
of contours into a single contour based on proxim-
ity and angle thresholds. The proximity threshold
(or distance threshold) ensures that only nearby
contours (50% of the image width) are considered
for merging, whereas the angle threshold permits
similar angles (within 90 degrees) to account for
contours that may be slightly tilted or skewed.
Finally, the detected contours are expanded to
span the entire width of the image, ensuring that

text regions are identified as continuous lines.
Figure 7 depicts the identification of the core of
the text lines in the binary image.

3.2.3 Gaps identification

To facilitate the process of identifying gaps
between consecutive text lines, points are inter-
polated along each line segment defined by the
detected contours. This step calculates the mid-
points between the start and end coordinates of
each text line. These interpolated points are then
associated with their respective contours, taking
into account the skewness of the text line if appli-
cable. The number of applied points is determined
based on the width of the input image (primary
paragraph or marginal annotation). Additionally,
it can be set manually based on image character-
istics.

Gaps are identified as rectangles (windows)
by comparing the interpolated points of adjacent
lines. The top left and top right points are taken
from the first text line, while the bottom left
and bottom right points are from the second line.
Additionally, a height threshold is established to
determine the region of interest within the gaps
for further processing. Figure 8 depicts the process
of points interpolation and gaps identification.
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(a) (b) (c)

Fig. 7 The process of identifying the core of the text lines in the Belfort civil registers of births. (a) Grayscale image.
(b) Binary image. (c) Text lines core identification.

(a) (b) (c)

Fig. 8 The process of identifying the gaps (windows) between each two consecutive text lines within the Belfort civil
registers of births documents, taking into account the skewness of the text lines. (a) Text lines core identification. (b) Gaps
points interpolation. (c) Gaps generation direction. (d) Gaps identification.

3.2.4 Segment points localization

In this step, the method analyzes the gaps to
identify the most suitable locations for potential
segment points based on the absence of significant
text presence. This analysis first splits the gap
horizontally into three regions and examines the
density of black pixels within the middle region
of the gap. If the text density value is lower
than a predefined threshold (5%), exhibiting an
absence of substantial text content, a single seg-
ment point is strategically placed at the midpoint
of the gap, ensuring the segment points inserted
in areas devoid of significant text, and minimizing
the risk of disrupting actual text regions. Figure 9
shows the identified regions within gaps area.

The process can be defined mathematically by
the following formulas.

DR2
=

SR2

NR2

(1)

SR2 =
∑

(x,y)∈R2

I(x, y) (2)

Fig. 9 The process of dividing the gaps into three regions
to localize the segment points based on the black pixels
density.

where I(x, y) is a pixel value at coordinates (x, y)
in the gap image, where I(x, y) = 1 for a black
pixel and I(x, y) = 0 for a white pixel, G is the gap
horizontally split into three regions R1, R2, and
R3, with R2 being the middle region. NR2 is the
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number of pixels in region R2, SR2 is the sum of
black pixels in region R2, and T is the predefined
threshold (5%).

If the density DR2 is less than T , then:

P = M =

(
x1 + x2

2
,
y1 + y2

2

)
(3)

where (x1, y1) and (x2, y2) are the coordinates
defining the horizontal bounds of the gap G.
The condition for placing a segment point at the
midpoint is:

SR2

NR2

< T ⇒ P =

(
x1 + x2

2
,
y1 + y2

2

)
. (4)

In cases where the text density within a gap
exceeds the mentioned threshold, which mostly
arises with handwritten text rather than printed
text due to ornate texts, the method employs
histogram-based analysis to identify potential seg-
ment points. Vertical and horizontal histograms
are generated from the gap image, where valleys
represent potential locations for segment points,
as they indicate regions with relatively low text
density. The deepest valley in both the verti-
cal and horizontal histograms is selected as the
segment point. Figure 10 shows the generated
histograms for the determination of the highly
beneficial segment point position.

The two histograms are generated by summing
the intensity values along the vertical and hori-
zontal axes of the gap region to obtain two 1D
arrays. The indices of the deepest valleys in the
histograms are then identified to form the coor-
dinates for segment point. The x-coordinate of
segment point is calculated by adding the index of
the deepest valley in the vertical histogram to the
starting x-coordinate, whereas, the y-coordinate
is determined by adding the index of the deepest
valley in the horizontal histogram to the start-
ing y-coordinate, as illustrated in the following
formulas.

If DR2
is greater than T , then:

Hv(x) =

h∑
y=1

I(x, y) for x = 1, 2, . . . , w, (5)

where Hv(x) is the vertical histogram, x is the
index representing the column of the gap region,

Fig. 10 Process of generating vertical and horizontal his-
tograms and identifying the deepest valleys to localize the
segment points effectively.

ranging from 1 to w, the width of the gap image,
and y is the index representing the row of the gap
region, ranging from 1 to h, the height of the gap
region.

Hh(y) =

w∑
x=1

I(x, y) for y = 1, 2, . . . , h, (6)

where Hh(y) is the horizontal histogram, y is the
index representing the row of the gap region, rang-
ing from 1 to h, the height of the gap image, and
x is the index representing the column of the gap
region, ranging from 1 to w, the width of the gap
region.

xv = arg min
x

Hv(x), (7)

yv = arg min
y

Hh(y), (8)

where xv and yv are the indices of the deepest
valley in the vertical and horizontal histograms.

xp = xs + xv, (9)
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yp = ys + yv, (10)

And the final equation:

(xp, yp) = (xs + xv, ys + yv). (11)

Figure 11 depicts the segment points identi-
fication process based on thresholding technique
and histogram analysis.

3.2.5 Segmentation path identification

The segment points corresponding to each line of
text are connected from the left to right border
of the image to form a continuous path that cov-
ers the entire gap between each two consecutive
text lines. Finally, the text lines are processed for
the extraction process, which represents the region
between the paths within the image. Figure 12
depicts an example of the path generation process,
and Table 5 lists all the thresholds and parameters
utilized through text lines identification process.

Table 5 Thresholds and parameters values used in the
text lines identification process

Threshold/Parameter Value

Minimum height of text contours 1.5%
Minimum width of text contours 30 pixels
Exclusion factor 50%
Proximity threshold for merging con-
tours

50%

Angle difference threshold 90 degrees
Number of interpolated points per line 30
Vertical kernel size for gap histograms 9
Horizontal kernel size for gap his-
tograms

9

Black pixel proportion threshold 5%

3.3 Structured Data Generation

As per our prior research [52], a unique deep learn-
ing approach is required to transcribe the French
BCRB, considering the significant impediments it
poses. This stage necessitates the development of
a precise technique for correlating the segmented
text line images with the manually transcribed
text to construct a training dataset for a deep
learning model.

3.3.1 XML File Generator

A novel tool has been developed to generate XML
files. This tool establishes a link between each
segments of the images and their corresponding
transcriptions at both the paragraph and text line
levels by means of added tags. These XML files
have been designed to include several essential
properties such as:

• Image Information: This section of the XML file
provides details related to the image, including
its register name, type (single or double page),
image height, and image width.

• Reading Order: This part of the file identi-
fies the sequential reading order of components
within the declaration and assigns a unique
index number to each, specifying their respec-
tive type (title number, title name, paragraph,
margin).

• Declaration Number and Name: It includes
information regarding the declaration’s number
and name, with their coordinates within the
image and the corresponding transcribed text.

• Paragraphs and Margins: This part provides
information regarding the primary paragraphs
and marginal annotations within the decla-
ration, including their coordinates within the
image and the corresponding transcribed text.
Additionally, it provides details about the text
lines within these paragraphs and margins,
including a unique identification number, their
respective coordinates within the image, and
the corresponding transcribed text.

4 Results

The proposed method has been applied to sam-
ples of the BCRB images described in Section 3.1,
which as already stated possess challenges such
as text skewness, degradation, and text overlap-
ping. Additionally, we evaluated the performance
of our method on other datasets used in the Inter-
national Conference on Document Analysis and
Recognition (ICDAR), such as the IAM historical
document database (Saint-Gall) and the READ
Bozen dataset. The ground truth of these samples
has been annotated manually using VGG image
annotator (VIA) version 2.0.12 [58]. Figure 13 dis-
plays examples of the annotated datasets utilized
during the evaluation process.
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(a) (b) (c)
Fig. 11 The process of segment points identification within the gaps based on thresholding technique and histogram
analysis. (a) Gaps identification. (b) Segment points placement. (c) Final placement.

(a)

(b)
Fig. 12 The process of identifying the paths that rep-
resent the borders of the text lines within the image.
(a) Segment points placement. (b) Paths identification.

An ablation study has been conducted to
understand the performance of the proposed
method and determine the values of the param-
eters and thresholds for accurate segmentation
processes, highlighting the accuracy obtained at
each stage. Additionally, an accuracy compari-
son with state-of-the-art methods has been carried
out to validate the effectiveness of the proposed
approach.

Finally, XML files have been generated to
structure the significant components presented by

the BCRB at both the paragraph and text line lev-
els. These files will play a crucial role in facilitating
the data labeling process during the training stage
of the text recognition models.

4.1 Evaluation metric

In this study, several evaluation metrics have
been employed to assess the performance of the
proposed method. These include the evaluation
metrics presented in [59] and used in the ICDAR
for image segmentation contests during the years
2001, 2003, 2005, 2007, and 2013, respectively.

The Intersection over Union (IoU) measures
the overlap between the predicted text line image
regions and ground truth image regions. IoU is
computed using the following formula:

IoU =
|predicted mask ∩ ground truth mask|
|predicted mask ∪ ground truth mask|

,

(12)
where |predicted mask ∩ ground truth mask| is
the number of pixels in the intersection of the
predicted image and the ground truth image,
and |predicted mask ∪ ground truth mask| is the
number of pixels in the union of the predicted
image and the ground truth image.

Moreover, we utilized the Detection Rate (DR)
metric to calculate the ratio of correctly detected
text lines to the total number of ground truth text
lines, with a defined acceptance threshold of 0.9
to count the correct text line detections. DR is
computed using the following formula:

DR =
O2O

Ngt
, (13)
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(a) (b)

(c) (d)

Fig. 13 Samples of the ground truth annotations generated by VGG image annotator tool. (a) Primary paragraph from
Belfort civil registers of birth. (b) Marginal annotation from Belfort civil registers of birth. (c) Paragraph from READ Bozen
dataset. (d) Page from Saint Gall dataset.

where one-to-one matching (O2O) is the number
of correctly matched text lines between the pre-
dicted and ground truth text lines, and Ngt is the
total number of ground truth text lines.

Additionally, the Recognition Accuracy (RA)
metric is utilized to calculate the ratio of cor-
rectly detected text lines to the total number of
predicted text lines. RA is computed using the
following formula:

RA =
O2O

Npred
, (14)

where O2O is the number of correctly matched
text lines between the predicted and ground truth
text lines, and Npred is the total number of
predicted text lines.

Finally, F-Measure (FM) is utilized to cal-
culate the harmonic mean of the Detection
Rate (DR) and the Recognition Accuracy (RA),
providing an overall metric for performance evalu-
ation. It is computed using the following formula:

FM = 2× DR×RA

DR + RA
. (15)

Employing these metrics provides a robust
and comprehensive evaluation of various perfor-
mance aspects of the proposed method. Detection
Rate (DR) and Recognition Accuracy (RA) aim
to measure the capability to detect and recognize
text lines, providing insights into the practical per-
formance of the method. F-Measure (FM), as a
classical F1-score, offers a balanced view of the
method’s performance by considering both DR
and RA.

4.2 Text line segmentation

The proposed text line segmentation method has
been applied to the BCRB on both the primary
paragraph and the marginal annotations parts.
The images have been selected from different reg-
isters and span different periods. Additionally, it
contains most of the challenges that could evalu-
ate the effectiveness of our method such as hybrid
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text, text skewness, text overlapping, and different
handwritten styles.

The method uses a polygon shape border in
extracting the text line images from the dataset
image which results from the process of connecting
the segment points. Thus, it was crucial to identify
one image size for both the predicted and ground
truth text line images. This process involves cal-
culating the max width and height of the images,
and padding the small one to achieve similar size.
The padding process involves calculating the dom-
inant background color within the image to fill the
padding space. This approach ensures maintaining
the characteristics of the handwritten text in both
the detected and ground truth ones. Addition-
ally, the evaluation process also involves applying
Gaussian blur and Otso thresholding to elimi-
nate background noise and clear the handwritten
text for the evaluation metrics. Figure 14 depicts
examples of the segmentation process on both the
primary paragraph and the marginal annotations
of the dataset in comparison with the ground truth
images.

We have also evaluated our method on other
datasets such as the IAM historical document
database (Saint-Gall) and READ Bozen dataset,
which were parts of datasets used in the Inter-
national Conference on Document Analysis and
Recognition (ICDAR) and International Confer-
ence on Frontiers in Handwriting Recognition
(ICFHR).

The Saint Gall dataset presented in [60]
comprises 60 pages of a handwritten historical
manuscript written in the Latin language during
the 9th century. The dataset is available online
in format (JPEG, 300dpi), binarized, normalized,
and transcribed at the text line level. Further-
more, the READ Bozen dataset [61] is part of
the European Union’s Horizon 2020 project that
represents the minutes of council meetings held
between 1470 and 1805 (about 30,000 pages), and
that contains early modern German handwrit-
ing. The available dataset comprises 400 pages
with annotations at text line levels. Figure 14
depicts examples of the segmentation results on
the datasets in comparison with the ground truth
images, while Table 6 shows the performance
accuracy of the proposed method.

Despite the effectiveness of our proposed
method for text line extraction, some limitations
were identified. Firstly, the method struggles to

Table 6 Accuracy results reported on Belfort civil
registers of birth, Saint Gall, and READ Bozen datasets.

Component
Accuracy

IoU DR RA FM

Primary paragraphs 97.5% 99% 98% 98.50%
Marginal annotations 93.1% 96% 94% 94.79%

Saint Gall 98.3% 99% 99% 98.91%
READ Bozen 92.8% 97% 94% 95.41%

detect the cores of text lines in cases of significant
degradation, such as severe ink smearing or faded
text, which can obscure key features required
for accurate segmentation. Secondly, in instances
where text images exhibit extreme skewness or
rotated text, notably within marginal annota-
tions, the method may fail to segment text lines
correctly. Figure 15 depicts examples of these lim-
itations. Finally, the method has not been tested
on documents with vastly different formats, such
as those with vertical writing systems.

4.2.1 Ablation study

An ablation study is carried out to systematically
test variations and identify the optimal configu-
ration for the segmentation process. This study
involves testing the performance of the method
with different thresholds and parameter values,
such as the kernel sizes of the Gaussian blur filter
and the morphological operations. Additionally, it
examines the number of gap regions (windows)
between each two consecutive text lines. Fur-
thermore, it considers the vertical and horizontal
kernel sizes for smoothing the histograms to local-
ize the segment points. Finally, the study assesses
the black pixel proportion threshold used to detect
the presence of text in the middle region of the
gaps.

While many of the parameters are dynami-
cally computed based on the input image, certain
parameters still require manual tuning for specific
cases. This manual tuning, particularly for ker-
nel sizes, plays a critical role in achieving optimal
performance across different types of historical
documents.

The study demonstrated improvement in the
core text line identification process when tuning
the kernel sizes of the Gaussian blur and mor-
phological operations, while the number of the
gabs, the kernel size of the histograms, and the
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 14 Examples of the segmentation results. (a) Ground truth of a primary paragraph in Belfort civil registers of birth.
(b) Segmentation result of the primary paragraph in Belfort civil registers of birth. (c) Ground truth of a marginal annotation
in Belfort civil registers of birth. (d) Segmentation result of the marginal annotation in Belfort civil registers of birth.
(e) Ground truth of a paragraph in the READ Bozen dataset. (f) Segmentation result of the paragraph in the READ Bozen
dataset. (g) Ground truth of a page in the Saint Gall dataset. (h) Segmentation result of the page in the Saint Gall dataset.

text threshold show improvements in the segment
point localization process, which facilitates the
detection process of the text lines borders.

4.3 Accuracy comparison with stat
of the art methods

We conducted an accuracy comparison with
state-of-the-art approaches that utilize different
methodologies for the text line segmentation pro-
cess, including both traditional image process-
ing techniques and modern artificial intelligence

approaches. Table 8 shows the performance accu-
racy of these methods when applied to the Saint
Gall and READ Bozen datasets.

Several of the methods compared utilize deep
learning techniques, such as Convolutional Neu-
ral Networks (CNNs) and Fully Convolutional
Networks (FCNs) for text line segmentation [41,
64, 65]. These AI-based approaches have demon-
strated effectiveness in handling challenging hand-
written text. Despite relying on traditional image
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(a) (b) (c)

Fig. 15 Examples of segmentation challenges encountered in marginal annotations: (a) Extreme skewed text. (b) Heavily
overlapped text. (c) Degraded text.

Table 7 Configuration variations and performance accuracy

Parameter/ Configuration Accuracy
Threshold GB-KS Morph-KS E-KS Gaps no. Hist-KS BPx IoU DR RA FM

(51, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.12% 11% 22% 14.67%
(101, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 94.72% 57% 65% 60.74%

GB-KS (151, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 96.21% 93% 95% 94.10%
(201, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.16% 94% 97% 95.41%
(251, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.42% 99% 98% 98.50%

(251, 1) (2, 50) (4, 4) 30 (7, 7) 0.05 89.47% 95% 90% 92.44%
(251, 1) (2, 100) (4, 4) 30 (7, 7) 0.05 89.73% 95% 90% 92.44%

Morph-KS (251, 1) (2, 150) (4, 4) 30 (7, 7) 0.05 90.34% 95% 90% 92.44%
(251, 1) (2, 200) (4, 4) 30 (7, 7) 0.05 94.24% 95% 90% 92.44%
(251, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.42% 99% 98% 98.50%

(251, 1) (2, 250) (1, 1) 30 (7, 7) 0.05 96.97% 97% 97% 97.00%
(251, 1) (2, 250) (2, 2) 30 (7, 7) 0.05 97.10% 97% 97% 97.00%

E-KS (251, 1) (2, 250) (3, 3) 30 (7, 7) 0.05 97.23% 97% 97% 97.00%
(251, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.24% 99% 97% 98.00%
(251, 1) (2, 250) (5, 5) 30 (7, 7) 0.05 97.42% 99% 98% 98.50%

(251, 1) (2, 250) (4, 4) 10 (7, 7) 0.05 95.64% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.42% 99% 98% 98.50%

Gaps no. (251, 1) (2, 250) (4, 4) 50 (7, 7) 0.05 96.96% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 70 (7, 7) 0.05 96.68% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 90 (7, 7) 0.05 96.63% 99% 98% 98.50%

(251, 1) (2, 250) (4, 4) 30 (3, 3) 0.05 97.09% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (5, 5) 0.05 97.36% 99% 98% 98.50%

Hist-KS (251, 1) (2, 250) (4, 4) 30 (7, 7) 0.05 97.42% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (9, 9) 0.05 97.50% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (11, 11) 0.05 97.17% 99% 98% 98.50%

(251, 1) (2, 250) (4, 4) 30 (9, 9) 0.03 97.37% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (9, 9) 0.04 97.33% 99% 98% 98.50%

BPx (251, 1) (2, 250) (4, 4) 30 (9, 9) 0.05 97.50% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (9, 9) 0.06 97.50% 99% 98% 98.50%
(251, 1) (2, 250) (4, 4) 30 (9, 9) 0.07 96.84% 99% 98% 98.50%

*GB-KS: Gaussian blur kernel size, Morph-KS: Morphological operation kernel size, E-KS: Erosion kernel size, Gaps no.: Number of gaps,
Hist-KS: Histogram kernel size, BPx: Black pixel proportion.

Table 8 Accuracy comparison of state-of-
the-art text line segmentation methods on
Saint Gall and READ Bozen datasets.

Dataset Reference FM (%)

Saint-Gall

[41] 98.76
[62] 93.99
[63] 97.2

Ours 98.5

READ Bozen

[64] 97.5
[65] 99.6
[66] 94.2

Ours 95.41

processing techniques, our method delivers com-
petitive outcomes. Overall, the proposed method
has shown highly effective performance in the text
line segmentation process, achieving competitive

results on both datasets in comparison with state-
of-the-art methods developed using both tradi-
tional image processing and artificial intelligence
techniques.

4.4 XML File Generation

We have developed an automated verification tool
to validate our manual transcriptions. This tool
formats and corrects the usage of tags within
the transcriptions, ensuring precise alignment
between the image components and the corre-
sponding transcriptions when generating the XML
files, providing a flexible and scalable structure
that facilitates future processing.

These XML files play an important role
in Optical Character Recognition (OCR) sys-
tems, where the structured data can improve the
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accuracy of both printed and handwritten text
recognition. Furthermore, the XML representa-
tion greatly aids deep learning model training by
allowing for metadata extraction and the index-
ing of important data, supporting tasks such as
writer identification, keyword spotting, and his-
torical document retrieval. An example of one of
these XML files is depicted in Figure 16.

Fig. 16 Example of the structured data file (.xml) for
Belfort civil registers of birth

5 Conclusion and Future
Work

This paper presents an unsupervised approach for
text line extraction in historical documents, con-
centrating on the BCRB. The proposed method
exhibits a robust segmentation process based on
different image processing techniques to address
the challenges posed by these historical registers.
The results demonstrate high accuracy in seg-
menting text lines, with competitive performance
compared to state-of-the-art methods.

The method requires no extensive preprocess-
ing and there is no need for text line image
skew correction. Additionally, many parameters
values are computed dynamically based on the
input image, eliminating the demand for a training

dataset. Thus, it is appropriate for a wide range
of historical documents with varying text styles
and formats, including those written in French
and other languages. Moving forward, we will
focus on developing adaptive techniques that can
automatically learn the optimal parameters for
each document. This enhancement would increase
the method’s generalizability to a wider range
of historical documents with varying levels of
degradation.

The development of the structured data gener-
ation tool ensures that transcriptions are correctly
aligned with their corresponding image compo-
nents for further research, such as integrating with
OCR systems to evaluate end-to-end transcription
accuracy and streamline the entire digitization
process. Additionally, it enables the development
of approaches for segmenting the dataset into
word and character levels to enhance the preser-
vation and accessibility of historical documents.
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vellements thématiques (the social history of
the family in france in the modern era and
the 19th century: Historiographical traditions
and thematic renewals). In: Garćıa González,
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